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Abstract

Large Language Models (LLMs) have sparked
substantial interest and debate concerning their
potential emergence of Theory of Mind (ToM)
ability. Theory of mind evaluations currently
focuses on testing models using machine-
generated data or game settings prone to short-
cuts and spurious correlations, which lacks eval-
uation of machine ToM ability in real-world hu-
man interaction scenarios. This poses a press-
ing demand to develop new real-world scenario
benchmarks. We introduce NegotiationToM1, a
new benchmark designed to stress-test machine
ToM in real-world negotiation surrounding cov-
ered multi-dimensional mental states (i.e., de-
sires, beliefs, and intentions). Our benchmark
builds upon the Belief-Desire-Intention (BDI)
agent modeling theory and conducts the nec-
essary empirical experiments to evaluate large
language models. Our findings demonstrate
that NegotiationToM is challenging for state-
of-the-art LLMs, as they consistently perform
significantly worse than humans, even when
employing the chain-of-thought (CoT) method.

1 Introduction

Theory of Mind (ToM) was introduced as an
agent’s capacity to infer the mental states of others,
such as desires, beliefs, and intentions (Premack
and Woodruff, 1978; Ma et al., 2023). Numer-
ous scenarios involving human cognition and so-
cial reasoning rely on the ToM modeling of oth-
ers’ mental states (Gopnik and Wellman, 1992;
Baron-Cohen, 1997; Gunning, 2018), such as com-
prehending and forecasting others’ actions (Den-
nett, 1988), planning over others’ beliefs and sub-
sequent actions (Favier et al., 2023), and various
forms of reasoning and decision-making (Pereira
et al., 2016; Rusch et al., 2020). Some previous
research believes that LLMs already exhibit a high

1The dataset is available at https://github.com/
HKUST-KnowComp/NegotiationToM

Agent 1: Hi there.. we're looking forward to 
this camping trip.. hope you are, too!  Is there 
anything in particular you guys need /want 
out of the extra stockpile we've got?

Agent 2: Hello! Which item do you need the most?

Agent 1: Well, we actually really need all three 
items.. but I know you might, too. So, I want to 
make a deal that's fair for you.. is there anything 
in particular your family needs for the trip?

Agent 2: Well, there has to be an item that you 
need the most. If you tell me what you need 
the most, we can try to make a deal around it.

Agent 1: Since the forest is nearby enough, I 
think we'd be more interested in ensuring 
there's enough food instead of firewood for my 
people, I think.

Agent 2: Hmm. I really need food too. I don't 
care much for water either. How about I take 
all 3 firewood, 2 food, and 1 water?

Agent 1: Yeah, that's not going to work for 
me.. I can give you two food if you really need 
it, but in exchange I'm going to need two of 
the water and all the firewood. 

Agent 2: I will just take 3 firewood, 1 food, 
and 1 water. That work for you? You’re 
close to the forest, you won't need firewood.

Belief: No 
information about 

Agent 1’ 
preference item.

Belief: No 
information 

about Agent 2’ 
preference item.

Belief: Agent 2’ high 
preference is food; 

medium is firewood 
and low one is 

water.

Belief: Agent 1’ 
high preference is 
food; medium is 
water and low 

one is firewood.

Belief: Agent 1’ 
high preference is 
food; medium is 

water and low one 
is firewood.

Belief: Agent 2’ high 
preference is firewood; 

medium is food and 
low one is water.

…
…

1st Round Conversation 

2nd Round Conversation

3th Round Conversation 

4th Round Conversation  

Belief: No 
information 

about Agent 2’ 
preference item.

Belief: No 
information about 

Agent 1’ 
preference item.

Figure 1: A negotiation example in NegotiationToM.
Two agents are negotiating for food, water, and firewood
packages for their upcoming trip.

level of competence in addressing ToM tasks (Stra-
chan et al., 2024; Bubeck et al., 2023; Kosinski,
2023), while other studies express doubt and de-
velop benchmarks to illustrate that LLMs do not
possess proficient ability in ToM tasks (Sap et al.,
2022; Ullman, 2023; Shapira et al., 2024). How-
ever, these traditional evaluation benchmarks for
language models are primarily theoretical game
settings or synthetic template-based data generated
by the large language model, which may inher-
ently suffer from shortcuts and spurious correla-
tions (Sclar et al., 2023; Ullman, 2023; Shapira
et al., 2023a; Ma et al., 2023). Consequently, these
benchmarks assess language models from a theo-
retical perspective, which may not precisely and
effectively reflect the ToM capabilities of large lan-
guage models in practical situations.

In reality, ToM ability plays a crucial role in
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comprehending dynamic social interactions (e.g.,
negotiation conversations) by forming an essential
element of effective communication (Frith, 1994;
Schober, 2005), and inferring other’s mental states
in a conversation requires machines as humans to
comprehend text beyond surface forms of utter-
ance and utilize the incomplete information pre-
sented in the conversation. ToM is closely related
to interpersonal social intelligence (Ganaie and Mu-
dasir, 2015; Stone, 2006; Williams et al., 2022; Sap
et al., 2022), which allows us to navigate and un-
derstand social situations ranging from simple ev-
eryday interactions to complex negotiations (Yang
et al., 2021; Kim et al., 2023; de Weerd et al., 2017;
Gardner et al., 1995; de Weerd et al., 2013).

The negotiation dialogues contain complicated
and diverse aspects of a realistic negotiation, such
as rapport building, discussing preferences, ex-
changing offers, emotional expression, and persua-
sion with personal and logical arguments (Chawla
et al., 2021). In a realistic negotiation, humans
innately infer the mental states of the other party
and proceed with their subsequent actions based
on their own beliefs and desires. For example, in
Figure 1, two agents negotiate for food, water, and
firewood packages for their upcoming trip. Ini-
tially, agent 1 lacks any information pertaining to
the preference order of agent 2. Thus, agent 1’s
belief is “no information on the agent 2 preference
item”, and agent 1 intends to elicit the item pref-
erence order from agent 2 to guide further action
based on their own belief. Furthermore, belief is
commonly employed to denote an individual’s cog-
nitive stance or acceptance of something as true
or holding it to be the case (Turiel, 2008). This
belief may undergo changes during the negotiation
as perceiving more available information behind
the conversation. In the fourth round of conversa-
tion depicted in Figure 1, agent 1’s dynamic be-
lief changed from “Agent 2’ high preference is
food, medium preference is firewood, and the low
one is water” to “Agent 2’s high preference is fire-
wood, medium preference is food, and the low one
is water.” Therefore, negotiation serves as an ideal
scenario to assess the theory of mind ability of lan-
guage learning models in the real world due to its
complexity and the linguistic diversity inherent in
negotiation conversations.

In this work, we introduce NegotiationToM, a
natural conversational benchmark for stress-testing
machine ToM in real-world negotiation surround-

ings involving multi-dimensional mental states (i.e.,
desires, beliefs, and intentions), inspired by the
Belief-Desire-Intention (BDI) agent model pro-
posed by Bratman (1987). The goal of Negotiation-
ToM is to effectively measure how well large lan-
guage models (LLMs) can track the mental states of
negotiation participants in conversations and evalu-
ate LLMs’ capability for a coherent understanding
of others’ mental states in the conversation context
where there are gradually increasing rounds of ut-
terance (i.e., increase available information). We
hope our benchmark and experimental results in
the real-world scenario complement the prior theo-
retical works, which yield important insights into
the intensive debate around ToM (Whang, 2023)
in LLMs. Our contributions are summarized as
follows:

• To the best of our knowledge, NegotiationToM is
the first human-annotated natural conversational
benchmark to introduce negotiation theory of
mind evaluation for large language models in
realistic negotiations.

• Our benchmark covered multi-dimensional men-
tal states (i.e., desires, beliefs, and intentions) to
assess how well large language models can track
the mental states of negotiation participants in
conversations and coherent understanding of oth-
ers’ mental states with increased available and
accessible information.

• We undertake the necessary empirical experi-
ments to evaluate large language models (LLMs)
on the NegotiationToM benchmark and conduct
extensive in-depth analysis to explore the LLMs’
empirical performance under various settings.

2 Related Work

Theory of Mind Benchmarks The existing ToM
evaluation benchmarks for large language models
are primarily synthetic template-based data gener-
ated (Kim et al., 2023; Gandhi et al., 2023) or de-
rived from the Sally-Anne False Belief Test (Baron-
Cohen et al., 1985; Nematzadeh et al., 2018; Grant
et al., 2017; Le et al., 2019a; Zhou et al., 2023),
which assesses model ability from a theoretical per-
spective and may inherently suffer from shortcuts
and spurious correlations (Sclar et al., 2023; Ull-
man, 2023; Shapira et al., 2023a; Ma et al., 2023).
Other works, such as Shapira et al. (2023b) build
benchmarks based on the Faux Pas Test (Baron-
Cohen et al., 1999). The most related work to ours
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is the BigToM benchmark proposed by (Gandhi
et al., 2023), which presents a framework for de-
signing a ToM benchmark from synthetic templates
for evaluating different aspects of LLMs’ ToM ca-
pabilities (e.g., desire and belief). However, this
work and other theoretical benchmarks may not re-
flect the ToM capabilities of large language models
in real-world scenarios. Moreover, most of these
prior works are concentrated on the belief aspects
of the Theory of Mind. Therefore, this work intro-
duces NegotiationToM, which is a multi-category
mental state benchmark in realistic negotiation sce-
narios.

Negotiation Negotiation is an expanding area of
research in the natural language processing field,
and Zhan et al. (2022) conducted an impressive
survey of existing literature on dialogue systems
for negotiation. Lewis et al. (2017) train recur-
rent neural networks to generate natural language
dialogues in negotiations. He et al. (2018) pro-
posed a modular generative model that is based on
dialogue acts. Various disciplines have explored
bilateral bargaining from diverse perspectives and
employing different methodologies. Economic the-
ory has examined the influence of incomplete infor-
mation (Ausubel et al., 2002) and emphasized the
significance of explicit communication (Crawford,
1990; Roth, 2020). Bazerman et al. (2000) and
Pruitt (2013) present a comprehensive overview
of the psychology research on negotiation. These
previous studies generally neglect the content of
communication, although there are a few notewor-
thy exceptions (Swaab et al., 2011; Jeong et al.,
2019; Lee and Ames, 2017; He et al., 2018; Hed-
daya et al., 2023). One intriguing work by Yang
et al. (2021) introduces a probabilistic formulation
method to encapsulate the opponent’s personality
type during learning and inference, drawing inspi-
ration from the idea of incorporating a theory of
mind (ToM) into machines. However, distinct from
this approach, our work presents a benchmark inte-
grating a theory of mind (ToM) into the negotiation
surroundings.

3 NegotiationToM

Theory of Mind (ToM) describes the ability as hu-
mans have to ascribe and infer the mental states of
others, and to predict which likely actions they are
going to take (Apperly, 2010). Therefore, it is criti-
cal to acquire negotiation strategies based on one’s
own desire and temporary belief built upon the in-

formation presented in conversation. Nevertheless,
understanding the Theory of Mind (ToM) inherent
in a negotiation dialogue is challenging due to its
intricate linguistic features and complex reasoning
attributes. Therefore, some considerations have to
be taken into account when constructing the Nego-
tiationToM.

3.1 Design Considerations for
NegotiationToM

There are several essential design considerations
we go through when constructing the Negotiation-
ToM. (1) the scenario of the dataset should be
grounded in a human-to-human real-world negoti-
ation (e.g., real-world camping scenario). (2) the
dataset should be a natural conversational dataset
instead of generated from a synthetic template to
avoid reporting bias (Gordon and Durme, 2013)
and shortcuts (Aru et al., 2023). (3) the dataset
should be equipped with abundant and diverse lin-
guistic features and semantic context (e.g., nego-
tiation argument) instead of bargaining on the nu-
merical value or meaningless counter-offer (Lewis
et al., 2017; He et al., 2018). (4) the dataset should
be ensured to mitigate the risk of potential contam-
ination.

3.2 CaSiNo
Inspired by several considerations above,
CaSiNo (Chawla et al., 2021) was employed as
the source data and modified to construct Negotia-
tionToM. CaSiNo is a bilateral human-to-human
natural conversational dataset that covers rich
linguistic features and many realistic aspects
of negotiations, such as small talk, preference
elicitation, emotional expression, and convincing
strategies based on individual desire. In this
dataset, the participants take the role of campsite
neighbors and negotiate for food, water, and
firewood packages for their upcoming trip. For
each conversation, participants discuss individual
needs by making various convincing arguments
from their camping experiences, such as Personal
Care, Recreational, Group Needs, or Emergency
Requirements. One example of Group Needs
is "I need more firewood due to having several
people join on the trip and needing a bigger fire
overall." We illustrate some of these arguments
in Table 22 in Appendix A.3. Therefore, crafting
our benchmark from the CaSiNo offers a range of
scenarios based on how to align the preferences of
the two parties to reveal more interesting behavior.
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NegotiationToM Questions
Desire Question What is <Agent 1/Agent2>’s <high/medium/low> preference for items given the dialogue history?
Belief Question What is <high/medium/low> preference for items <Agent 1/Agent2> thinks <Agent 2/Agent1> is given the dialogue history?
Intention Question What is intentions of <Agent 1/Agent2>’s expressed in <Utterance> given the dialogue history?

Conversation Intention Belief Desire
1st Round Conversation

P1: Hi there.. we’re looking forward to this camping trip.
hope you are, too! Is there anything in particular you guys
need/want out of the extra stockpile we’ve got?

Build-Rapport,
Discover-Preference

(Not Given) No information about
participant 2’ preference item

(Not Given) No information about
participant 1’ preference item

P2: Hello! Which item do you need the most? Discover-Preference (Not Given) No information about
participant 1’ preference item

(Not Given) No information about
participant 2’ preference item

2nd Round Conversation
P1: Well, we actually really need all three items.. but I
know you might, too. So, I want to make a deal that’s fair
for you.. is there anything in particular your family needs
for the trip?

Describe-Need,
Callout-Fairness,
Discover-Preference

(Not Given) No information about
participant 2’ preference item

(Not Given) No information about
participant 1’ preference item

P2: Well, there has to be an item that you need the most. If
you tell me what you need the most, we can try to make a
deal around it.

Discover-Preference (Not Given) No information about
participant 1’ preference item

(Not Given) No information about
participant 2’ preference item

3th Round Conversation
P1: Since the forest is nearby enough, I think we’d be
more interested in ensuring there’s enough food instead of
firewood for my people, I think.

Describe-Need,
No-Need

(Food, Firewood, Water) Participant
2’ high preference is food; medium
is firewood and low one is water.

(Food, Water, Firewood) Participant
1’ high preference is food; medium
is water and low one is firewood.

P2: Hmm. I really need food too. I don’t care much for
water either. How about I take all 3 firewood, 2 food, and 1
water?

Describe-Need,
No-Need

(Food, Water, Firewood) Participant
1’ high preference is food; medium
is water and low one is firewood.

(Food, Firewood, Water) Participant
2’ high preference is food; medium
is firewood and low one is water.

4th Round Conversation
P1: Yeah, that’s not going to work for me.. I can give you
two food if you really need it, but in exchange I’m going to
need two of the water and all the firewood.

Promote-
Coordination

(Firewood, Food, Water) Partici-
pant 2’ high preference is firewood;
medium is food and low one is water.

(Food, Water, Firewood) Participant
1’ high preference is food; medium
is water and low one is firewood.

P2: I will just take 3 firewood, 1 food, and 1 water. That
work for you? You’re close to the forest, you won’t need
firewood.

No-Intention (Food, Water, Firewood) Participant
1’ high preference is food; medium
is water and low one is firewood.

(Firewood, Food, Water) Partici-
pant 2’ high preference is firewood;
medium is food and low one is water.

...

Table 1: A negotiation dialogue example. P1 and P2 represent two participants in this study. The upper part of the
table contains three mental state questions in the NegotiationToM benchmark, while the bottom contains annotated
label examples. <Agent 1/Agent2> indicates alternating to query the LLMs for the question regarding agent 1 or
agent 2 . <high/medium/low> means three individual questions for the agent’s high/medium/low preferences on each
item. LLMs are required to answer the intention question behind a specific utterance represented by<Utterance>.

Furthermore, we present the verification method
employed to alleviate the risk of potential contami-
nation within the CaSiNo dataset and demonstrate
that this dataset is unlikely to encounter the
contamination issue, as detailed in Appendix A.1.

3.3 Theory of Mind in NegotiationToM

In NegotiationToM, as shown in Table 1, it is fun-
damentally a desire-matching scenario surrounding
the item preference order that requires two par-
ticipants to directly or indirectly align their prefer-
ence order of item (desire) and adopt corresponding
strategies to strive for more high-preference items
based on the holding belief (i.e., the assumption of
their opponent’s item preference order according
to the information received in the conversation).
Therefore, inspired by the Belief-Desire-Intention
(BDI) agent modeling method (Bratman, 1987),
three mental states (i.e., desire, belief, and inten-
tion) were employed to evaluate the LLMs’ per-
formance in NegotiationToM. All questions about
these three mental states are displayed in Table 1.

Desire. Desires are motivational states that do
not necessarily imply commitment, though they
usually affect actions (Malle and Knobe, 2001; Ka-

vanagh et al., 2005). Unlike beliefs, desires are
neither right nor wrong; they are fulfilled or unful-
filled (Searle, 1983). In NegotiationToM scenarios,
the desire of the participants is the need for their
item preference order, whether they are satisfied or
not during the negotiation, and their desire order is
the preference order of items. Hence, we create a
desire question to assess whether the large language
model comprehends the desire order of negotiation
participants behind each round dialogue with pre-
vious conversation history. There are two types
of desire order, and one is the global desire order
inherently assigned to each participant before the
beginning of the negotiation in CaSiNo. Another
one is local desire order, which focuses on the lo-
cal item preference order information behind each
round of dialogues and previous conversation his-
tory, illustrated in Table 1. This local desire order
is utilized to form desire questions in Negotiation-
ToM.

Belief. Belief refers to a mental state in which
an individual assumes a specific stance, attitude,
or opinion toward a proposition. In contempo-
rary discussions within the field of philosophy of
mind, the term “belief” is commonly employed to
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Strategies Intentions
Small-Talk Intents to build a rapport with the opponent

(Build-Rapport)
Empathy Intents to show empathy (Show-Empathy)
Coordination Intents to promote coordination (Promote-

Coordination)
Elicit-Pref Intents to discover the preference order of the

opponent (Discover-Preference)
Undervalue-Partner Intents to undermine the requirements of their

opponent (Undermine-Requirements)
Vouch-Fairness Intents to callout to fairness (Callout-Fairness)
Self-Need/Other-Need Intents to describe a need for an item

(Describe-Need)
No-Need Intents to point out they do not need an item

(No-Need)
Non-strategic No clear intention in the utterance (No-

Intention)

Table 2: Utterance-level intention mapping from the ne-
gotiation strategies. The abbreviations of each intention
are in brackets.The definition of negotiation strategies
and example are in Table 20 and 21 in Appendix A.3.

denote an individual’s cognitive stance or accep-
tance of something as true or holding it to be the
case (Turiel, 2008). Note that this notion of belief
does not inherently require active reflection, nor
does it necessitate truthfulness (Armstrong, 1973;
Moses, 1993). In NegotiationToM, understanding
the state of the opponent’s item preference order,
which is explicitly or implicitly expressed in the
conversation, is the main way to form the belief.
Therefore, the belief question will query the LLMs
on what one participant thinks of another partici-
pant’s item preferences, given the current round of
dialogue with previous conversation history.

Intention. Intention is a mental state formed
through rational planning (i.e., negotiation strat-
egy in a negotiation scenario) toward a goal based
on the desires and beliefs of the agent. Inten-
tions have been extensively explored in psychol-
ogy tests, e.g., action prediction (Malle and Knobe,
2001) and intention attribution to abstract fig-
ures (Castelli, 2006). Normally, a negotiation
strategy is highly associated with corresponding
concrete intentions (Belmondo and Sargis-Roussel,
2015). Thus, in NegotiationToM, we collect the
annotated negotiation strategies from the CaSiNo
dataset and map the intentions according to the
definition of various strategies. The mapping ta-
ble is shown in Table 2, and the strategy definition
and examples are illustrated in Table 20 and 21 in
Appendix A.3. Within our framework, as both Self-
Need and Other-Need are associated with "Intents
to describe a need for an item" intention, we com-
bine these two strategies into one intention class.

3.4 Annotation & Statistics
Source data. NegotiationToM is annotated based
on a multi-turn negotiation dialogue corpus, the

Task Fleiss’s Kappa(%)

Desire (High) 83.02
Desire (Medium) 72.23
Desire (Low) 79.32

Belief (High) 85.25
Belief (Medium) 74.03
Belief (Low) 78.81

Table 3: Inter-rater agreement in terms of Fleiss’s κ on
belief and desire states.

CaSiNo (Chawla et al., 2021) dataset. Each in-
stance in CaSiNo is an N -round alternating di-
alogue DN = [ua1, u

b
1, u

a
2, u

b
2, · · · , uaN , ubN ] be-

tween two participants, a and b 2. They take on the
roles of campsite neighbors and negotiate for food,
water, and firewood packages for their upcoming
trip. We adopt the subset with strategy annotations
and undertake the annotation on the desire and be-
lief states behind each utterance.

Curating NegotiationToM. The intention state
of both participants has already been introduced
and mapped from the strategy annotations in
CaSiNo. We conduct an expert annotation to anno-
tate the beliefs and desires of the two participants in
each dialogue (i.e., the perceived preference rank-
ing among food, water, and firewood). We recruited
five workers who were graduate students in English-
speaking universities to conduct the annotation. For
each dialogue DN , let Dk be the truncated dialogue
until round k: Dk = [ua1, u

b
1, · · · , uak, ubk]. Then,

we ask the workers to annotate the perceived pref-
erence ranking for both participants a and b for
truncated dialogue Dk (k ∈ {1, 2, · · · , N}) given
all k rounds of historical dialogue. To ensure the an-
notation quality, we evaluate the workers during the
first 100 rounds of conversations and explain their
typical errors to them in detail. More details of the
annotation process are in Appendix A.2. Although
annotating NegotiationToM requires understand-
ing complex dialogues in CaSiNo, we observed
high inter-annotator agreement. The Fleiss’s κ is
79.03% (Fleiss, 1971) for NegotiationToM bench-
mark, the breakdown computation of κ are shown
in Table 3.

Statistics. NegotiationToM contains 395 dia-
logues with 2,380 rounds of conversations (trun-
cated dialogues) and 4,618 utterances. Each ut-
terance has seven questions and annotated labels,
including three designed sub-questions for both
belief and desire states (i.e., high/medium/low pref-
erence items) and one tailored question for inten-

2When the dialogue ends with user a, ub
N is an empty

utterance.
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tion. There are a total of 13.8 thousand questions,
and the detailed statistics and comparison with con-
temporary ToM datasets are shown in Table 19 in
Appendix A.2.

4 Experimental Setting

4.1 Baseline Models
In this work, we test six recent instruction-tuned
large language models: GPT-4 (OpenAI, 2023),
ChatGPT (OpenAI, 2022), Claude-v1.33 (An-
thropic, 2023a), Claude-v2.14 (Anthropic, 2023b),
Llama-2 Chat 13B (Touvron et al., 2023), and
Llama-2 Chat 70B (Touvron et al., 2023). Descrip-
tions for each model are in Appendix B.1. By
following the common practices in the theory of
mind field (Kim et al., 2023; Gandhi et al., 2023;
Shapira et al., 2023b), we test these models with
two types of prompts: (1) one is zero-shot prompt-
ing and we utilize the prompt template in Robin-
son and Wingate (2023) to formulate the task as a
multiple choice question answering problem as a
baseline. (2) another one is the Chain-of-Thought
(CoT) prompting method by following (Kojima
et al., 2022) and using the prompt “let’s think step
by step.” Apart from these two settings, we also
assess the LLMs’ performance by using the few-
shot setting to validate whether LLMs can improve
their performance with input-output exemplars. We
concatenate four tailored exemplars for desire and
belief states and seven designed exemplars for in-
tentions, covering all the input-output exemplars’
labels. More configuration details can be found
in Appendix B.2, and the prompt template refers
to Appendix B.4. To measure the specific perfor-
mance gap between humans and the state-of-the-art
machine on the NegotiationToM, we employ three
graduate students in computer science to complete
the human evaluation task. More details of human
evaluation are shown in Appendix C.2.

4.2 Metrics
We report the exact match percentages of all three
high, medium, and low preferences for desire and
belief classification, and only both of these three
preferences that answer correctly count toward cor-
rect. The micro F1 score and macro F1 score are
reported for the multi-label intention classification
by following prior works (Hou et al., 2021; Wu
et al., 2021; Moghe et al., 2023; Vulic et al., 2022).

3https://www.anthropic.com/news/introducing-claude
4https://www.anthropic.com/news/claude-2-1

Moreover, we report the “All” score, which re-
quires the models to answer correctly all three
ToM question types, which include desire, belief,
and intention for the same information piece in the
conversation. Furthermore, we report the consis-
tency score, which requires the models to answer
ToM questions correctly for the whole negotiation
conversation. This metric aims to measure how
well the models show consistent understanding and
track the agent’s mental state change throughout
the whole conversation.

5 Experimental Result

5.1 Main Result

Table 4 summarizes the main results of the state-of-
the-art large language models in NegotiationToM,
from which we derive the following conclusions.
First, the performance of all models is significantly
worse than human performance, even after employ-
ing the zero-shot chain-of-thought (CoT) method.
There is a significant performance gap between
machines and humans in the ToM negotiation eval-
uation scenario. Specifically, compared with the
best state-of-the-art models in each mental state,
the performance gap is 27.85% in desire, 32.96%
in belief, 43.82% in Micro F1 score, and 48.98% in
Macro F1 score in intention. Second, GPT-4 0613
(CoT) achieves the best performance among all the
models regarding inferring desire and belief, while
Claude-v2.1 (CoT) outperforms all other models in
the intention classification task in NegotiationToM.
Third, we observe that most models received an
improvement in scores when the chain-of-thought
(CoT) method was applied. Nevertheless, there
are still significant score gaps compared to human
performance.

Few-Shot Performance Although the few-shot
setting is not a common practice, we also include
it to see whether it performs better than the other
two settings. The results illustrated in Table 4 dis-
play that the few-shot setting of most models gains
an improvement over the zero-shot setting but is
worse than the CoT prompting method in Negotia-
tionToM. Interestingly, some models (e.g., GPT-4)
with few-shot exemplars received a better perfor-
mance than the CoT method in intention states.

5.2 Large Language Model on All score

To fully assess the ToM capability of large language
models to understand other’s mental states in each
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Model Desire Belief Intention All Consistency
Exact.Match.(%) Exact.Match.(%) Micro.F1(%) Macro.F1(%) Exact.Match(%) Desire(%) Belief(%)

LLaMa2-Chat(13B) 15.41 14.63 22.66 19.82 0.56 0.76 0.76
LLaMa2-Chat(13B) (CoT) 16.15 18.21 24.20 20.81 0.61 0.76 0.76
LLaMa2-Chat(13B) (Few-Shot) 13.49 12.54 26.30 21.76 0.64 0.90 0.80
LLaMa2-Chat(70B) 24.40 21.58 33.23 27.70 0.45 1.78 1.51
LLaMa2-Chat(70B) (CoT) 30.34 24.23 30.57 26.26 1.06 2.28 0.00
LLaMa2-Chat(70B) (Few-Shot) 26.95 22.84 35.77 28.10 1.28 1.32 0.91

Claude-v1.3 26.27 23.15 30.80 27.81 1.50 0.25 1.01
Claude-v1.3 (CoT) 44.63 37.18 31.12 28.25 1.62 4.81 1.52
Claude-v1.3 (Few-Shot) 30.73 30.68 32.35 30.10 1.80 3.23 1.20
Claude-v2.1 45.10 39.49 37.48 32.94 3.40 6.08 3.54
Claude-v2.1 (CoT) 50.13 40.52 39.93 35.67 3.68 6.07 4.05
Claude-v2.1 (Few-Shot) 48.77 41.88 38.23 34.32 2.90 6.25 4.28

ChatGPT 0613 18.60 13.04 33.95 29.73 0.43 0.00 0.00
ChatGPT 0613 (CoT) 28.45 21.00 36.71 30.79 0.78 0.76 0.25
ChatGPT 0613 (Few-Shot) 19.24 17.02 36.29 30.84 2.16 0.00 0.00
GPT-4 0613 62.77 57.62 29.84 27.15 2.58 13.67 10.63
GPT-4 0613 (CoT) 63.29 58.18 34.90 31.26 2.79 17.72 14.18
GPT-4 0613 (Few-Shot) 62.89 52.08 35.10 33.21 2.51 15.94 12.76

Human 91.14 91.14 83.75 84.65 43.78 75.44 75.44

Table 4: Main results of models for the NegotiationToM. The best results are bold-faced, and the second-best
ones are underlined. The conversation consistency (%) of the models’ responses for answering correctly in whole
dialogues. All models received zero consistency scores in the intention aspect, as the intention mental state owned a
multi-label in an utterance and imposed difficulties to generate exact match labels in the whole label.

round of dialogues, we report the "All" score in Ta-
ble 4. This metric required the machine equipped
with various ToM abilities to correctly answer three
mental states (i.e., desire, belief, and intention) un-
der the same information piece in the conversation.
The Claude-v2.1 (CoT) outperforms all other large
language models and receives a 3.68% in this all
metric. It may be attributed to the exceptional inten-
tion ToM ability of Claude-v2.1 (CoT), but it also
obtains a relatively high performance on the desire
and belief aspects of ToM. However, it is worth
mentioning that the performance of the machine on
the all metric is far away from human performance,
which is 43.78%.

5.3 How Well Large Language Model on
Tracking Mental States Change in
Conversation

To assess how well large language models can track
the mental states of negotiation participants in con-
versations and coherent understanding of others’
mental states with increased available information.
Thus, it is crucial to evaluate the consistency and
faithfulness of the large language model for the
conversation context of the whole theory of mind-
based dialogue. The consistency score is presented
in Table 4, GPT-4(CoT) received an excellent per-
formance on this metric compared with other mod-
els (e.g., Claude-v2.1 (CoT)), which are 17.72% in
desire and 14.18% in belief. Nevertheless, there
is a huge performance gap between machines and
humans in this consistency metric, demonstrating

Model Question Forms
Desire Belief

ChatGPT 0613 (ranking form) 2.88 9.24
ChatGPT 0613 (individual form) 9.18 11.7
ChatGPT 0613 (combined form) 18.60 13.04

GPT-4 0613 (ranking form) 20.10 16.80
GPT-4 0613 (individual form) 40.01 36.88
GPT-4 0613 (combined form) 62.77 57.62

Table 5: The zero-shot performance of three question
types. The intention task is ignored in this experiment
as this task in NegotiationToM is a multi-label classifi-
cation.

LLMs still lack of ability to track the mental state
change during the conversation. It is noted that all
models received zero consistency scores in the in-
tention aspect, as the intention mental state owned
a multi-label in an utterance and imposed difficul-
ties to generate exact match labels in the whole
conversation.

5.4 The Effect of Question Format

With the performance of LLMs varying signif-
icantly due to the sensitivity of prompt tem-
plates (Webson and Pavlick, 2022), we assessed
the performance of two state-of-the-art models,
ChatGPT and GPT-4, to study the effect of var-
ious question formats on their performance. In
this experiment, we adopt three types of question
formats, including ranking format, individual for-
mat, and combined format for desire and belief
mental state. The combined format is the baseline
prompt template adopted in our main experiment,
which combines all three questions regarding the
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Model Intention
Micro.F1(%) Macro.F1(%)

LLaMa2-Chat(13B) 13.13 10.53
LLaMa2-Chat(13B) (w B.D.) 18.61 15.44
LLaMa2-Chat(70B) 22.70 18.41
LLaMa2-Chat(70B) (w B.D.) 25.94 21.18

Claude-v1.3 21.77 18.52
Claude-v1.3 (w B.D.) 26.95 23.35
Claude-v2.1 27.12 24.48
Claude-v2.1 (w B.D.) 34.56 30.02

ChatGPT 0613 23.42 18.44
ChatGPT 0613 (w B.D.) 28.99 25.93
GPT-4 0613 26.31 23.86
GPT-4 0613 (w B.D.) 32.71 29.77

Table 6: Results of models for the CaSiNo strategy
prediction. w B.D. indicate with the input with desire
and belief. The best results are bold-faced, and the
second-best ones are underlined.

preference order into a single question and asks the
LLMs to answer it simultaneously. The ranking
format indicates collecting high, medium, and low
preference items as one ranking answer. The in-
dividual format splits the high, medium, and low
preference questions into three questions and feeds
them to LLMs individually. The combined, rank-
ing, individual, question format prompt template is
shown in Tables 9, 14, 15, and 16 in Appendix B.4.

The performance shown in Table 5 demonstrates
that the question format indeed affects the LLMs’
performance, and the combined format performs
better than other formats. It may result from the
combined format imposing the constraint for LLMs
to avoid answering some unreasonable and implau-
sible response. After the case study on error cases
from the GPT-4 with individual form, we find that
it is more challenging for models to combine with
different types of reasoning while conducting the
theory of mind reasoning. For example, when the
GPT-4 may correctly answer that the agent’s high-
est preference item is water and the lowest one is
food, the model may randomly answer medium
preference as there is no information of medium
preference provided in conversation. Models can-
not answer the medium preference of firewood
(there are only three items) because they cannot
effectively adopt deductive reasoning ability when
performing theory of mind reasoning. Other mod-
els (e.g., ChatGPT) also suffer from this issue more
seriously, although the combined format slightly
mitigates this issue to some extent.

5.5 CaSiNo Negotiation Strategy Prediction

To validate the significance of our annotated desire
and belief states, we append the information from
these two states into the prompt template and as-
sess whether it enhances the model performance
on the negotiation strategy prediction task from
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Figure 2: Model errors for desire state
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Figure 3: Model errors for belief state

the CaSiNo dataset. The baseline prompt template
and the prompt template with belief and desire are
shown in Tables 17 and 18 in Appendix B.4. The
micro F1 score and macro F1 were employed as
this task metric, and the result is reported in Ta-
ble 6. All models incorporating the information
from these two mental states received a significant
improvement over the baselines. Specifically, by
integrating the signals from desire and belief, the
Claude-v2.1 model obtained a 7.44% gain in the
micro F1 score and a 5.54% gain in the macro F1
score. It demonstrates that the effectiveness of our
annotated theory of mind states (i.e., desire and
belief) helps LLMs to infer the negotiation strat-
egy behind each utterance. For example, with the
understanding that agent 1’s preference order of
items is Not Given, Not Given, and Not Given, and
agent 2’s preference order of items is Firewood,
Not Given, and Not Given. Agent 2 may take the
elicit-preference strategy to elicit the preference
order of agent 1 for further negotiation.

5.6 What Types of Error LLMs Make

To understand the type of error LLMs make on the
NegotiationToM benchmark, we sampled 1,000
LLMs’ responses and counted the error categories
among them.

Types of Error LLMs make on Desire and Belief
State Figures 2 and 3 summarize the error types
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Figure 4: Model errors for intention state

of desire and belief state for each model with and
without CoT reasoning. All models make more
errors by including incorrect items and excluding
correct items (i.e., Incorrect Items Selection). For
example, LLMs tend to select items (e.g., water)
randomly rather than answer "Not Given" when
there is insufficient information to determine the
preferred items. With the CoT method adopted, this
error will be decreased for most models as LLM
conducted reasoning on the conversation context
and tried to explain and respond to a reasonable
answer.

Types of Error LLMs make on Intention State
In terms of intention state, all models without and
with CoT tend to select more intention choices,
resulting in a high error rate in the "including in-
correct intentions" and "did both" (i.e., include in-
correct intentions and excluded correct intentions)
error types. Another finding is that LLaMa2 series
models respond to many irrelevant responses, such
as repeating the questions, and do not raise any
relevant answers.

Label-wise for Intentions State To further ex-
plore the LLMs’ performance on nine intention
subclasss in NegotiationToM, Figure 5 illustrates
the F1 scores (%) for each subclass. The results
indicate that LLMs exhibit strong performance
in predicting Build-Rapport and Describe-Need
intentions, while their performance in predicting
"undermine-requirements" and "No-Intention" is
poor. Notably, Claude-v2.1 (CoT) outperforms
other models in more than half of the subclass in in-
tentions, demonstrating its proficiency in inferring
others’ intentions. For a detailed subclass result
covering all models, please refer to Figure 6 and
Table 8 in Appendix C.1.
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Figure 5: The label-wise intention dimension results of
large language models in NegotiationToM. undermine
stand for the undermine-requirements intention.

6 Conclusion

This work introduces NegotiationToM, a new
benchmark designed to stress-test machine ToM in
real-world negotiation surrounding covered multi-
dimensional mental states. We performed compre-
hensive and detailed experiments to evaluate LLMs’
capability on the NegotiationToM benchmark and
discovered that LLMs exhibit inferior performance
compared to humans in the NegotiationToM task.

Limitations

Passive benchmark to evaluate the ability of
LLMs Although our benchmark is to stress-test
machine ToM ability in negotiation surrounding
compassed multi-categories of mental states, Ne-
gotiationToM, and existing prior benchmarks are
passive benchmarks that primarily adopt a passive
observer role to test language agents (Ma et al.,
2023). These benchmarks passively assess the ToM
ability of LLMs and lack active interaction with
and engagement between the agent and other en-
tities involved in the situated environment. The
active ToM benchmark should treat the language
model as an active agent that perceives the physi-
cal and social context, reasons about others’ men-
tal states, communicates with other agents, and
interacts with the environment to complete pre-
defined tasks. The future work of this paper will
employ the language model to act as an agent to
actively interact with other model agents by using
the Belief-Desire-Intention agent modeling method
to generate a rational negotiation strategy. For ex-
ample, based on the information of desire, belief,
and intention, the language model agent will ac-
tively acquire a negotiation strategy arguing more
benefits or enhancing the cooperation.
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A Appendix for NegotiationToM

A.1 Verification of Potential Contamination in
CaSiNo

Most of the existing available benchmarks in the
NLP field were released prior to the initiation of
the LLM training process, indicating that these
datasets are likely to have been utilized during
the pre-training phase and post-training phase (i.e.,
SFT (Ouyang et al., 2022) or RLHF (Christiano
et al., 2017)) of LLMs (Golchin and Surdeanu,
2024; Li and Flanigan, 2024). Therefore, we fol-
low the method proposed by Golchin and Surdeanu
(2024) to assess the potential contamination issues
in the CaSiNo dataset. We sample 100 instances
from the CaSiNo dataset and prompting the Chat-
GPT and GPT-4 to generate the likely next dialogue.
After human validation of these 100 instances, none
of these generated dialogues corresponded to the
original dataset. The prompting template and out-
puts are illustrated in Table 7. Furthermore, we
also test these 100 instances by using the prompt
template "Give a CaSiNO negotiation dialogue ex-
ample and its answer for negotiation strategy." The
outcome aligns with the prompting template de-
picted in Table 7, demonstrating that the risk of
potential contamination is mitigated; however, no
systematic approach can effectively address the
contamination issue unless all training datasets uti-
lized for LLMs are made publicly available.

A.2 NegotiationToM Annotation
In this section, we showcase our annotation instruc-
tions and templates used for annotation. The in-
structions are used to introduce the background of
the negotiation conversation and instruct the work-
ers to perform the annotation based on the dialogue
history. The annotation instruction and annotation
template are presented in Figure 7, 8, 9, and 10.
The detailed statistics and comparison with con-
temporary ToM datasets are shown in Table 19.

A.3 Details for NegotiationToM Intentions
We provide a brief overview of Table 20, which
presents the definitions of various ToM intentions
in negotiation strategies. These definitions help us
understand the intentions of the agents involved
in the negotiation process. The table offers defini-
tions for strategies such as Small-Talk, Empathy,
Coordination, No-Need, Elicit-Pref, Undervalue-
Partner, Vouch-Fairness, Self-Need, Other-Need,
and Non-strategic. Each definition explains the
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specific meaning and context of the respective strat-
egy in the negotiation process. By understanding
these strategy definitions, we can better compre-
hend the negotiation interactions between agents
and how the intention relates to desire and belief
states during the negotiation process.

NegotiationToM Arguments Table 22 shows ar-
guments for various items (i.e., Food, Water, Fire-
wood) in four categories: Personal Care, Recre-
ational, Group Needs, and Emergency. For exam-
ple, participants may need more food for larger-
sized teenage children, and more water for hydra-
tion or emergencies. The diversity of negotiation
arguments raised by the human participants pro-
vided various scenarios for stress-testing LLMs by
avoiding shortcuts and spurious correlation issues.

B Appendix for Experiments

B.1 Baseline models

In this section, we introduce six recent instruction-
tuned large language models employed to stress-
test the Negotiation. GPT models from OpenAI
use a decoder-only transformer framework, and
GPT-4 (OpenAI, 2023), ChatGPT (OpenAI, 2022)
are proprietary models tested by calling the model
API. Claude-v1.3 (Anthropic, 2023a) and Claude-
v2.1 (Anthropic, 2023b) are closed-source LLMs
developed by Anthropic. These two models can
be accessible through a chat interface and API,
and they demonstrate a strong performance in a
lot of NLP tasks. Llama-2 Chat 13B (Touvron
et al., 2023), and Llama-2 Chat 70B (Touvron et al.,
2023) are a language model fine-tuned for engaging
in dialogues that follow user inputs.

B.2 Hyperparameter

We use default hyperparameters for all the
large language models mentioned in this pa-
per. For ChatGPT (gpt-3.5-turbo-0613) and
GPT-4 (gpt-4-0613), the default parameters5 are
temperature=1 and top_p=1. For LLaMa2-
Chat(13B) and LLaMa2-Chat(70B) models, we
follow the default setting where temperature=0.5,
top_p=0.9. For Claude-v1.3 and Claude-v2.1,
the default parameters are temperature=0.5,
top_p=1.

5https://platform.openai.com/docs/api-
reference/chat/create

B.3 Few-Shot Experimental setting

Following Brown et al. (2020), we use a few-shot
prompt to instruct all models:

<TASK-PROMPT>
<EX1-INP><EX1-OUT>
. . .
<EXN−1-INP><EXN−1-OUT>
<EXN-INP>

where <TASK-PROMPT> is a task instruction that ex-
plains the background of the negotiation scenario
and <EX1-INP><EX1-OUT> are human-authored ex-
amples that try to cover all subclass labels to help
LLMs understand the subclass labels. Finally, we
provide the Nth input as <EXN-INP> and ask all
models to generate the corresponding answer as
<EXN-OUT>. In this paper, we set N = 4 for the
desire and belief states, and N = 7 for the intention
state.

B.4 Appendix for Prompt Template

In this section, we introduce all prompt template
and these template are presented in Tables 9, 10,
11, 12, 13, 14, 15, 16, 17, and 18.

Main Result Template Table 9 introduces the
baseline prompt template, a straightforward Q&A
session without requiring detailed and complex
explanations. Table 10 is the Chain-of-Thought
prompt template that facilitates a detailed, step-
by-step thought process in the LLM, thoroughly
considering each problem aspect before arriving at
a solution. Tables 11, 12, and 13 are presented
the few-shot setting prompt template. Each prompt
template appends some exemplars for LLMs to
learn the new tasks.

Question Format Template The Ranking Ques-
tion Format in Table 14 asks the LLM to prioritize
or rank items, which is useful for tasks needing
decision-making based on preference or impor-
tance. Table 15 and 16, the individual question
format prompt templates, break down desire and
belief questions into separate and focused ques-
tions.

Strategy Prediction Template Tables 17 and 18
present the prompt template for the strategy pre-
diction task; the former provides a baseline format
for predicting strategies from negotiation conversa-
tions, while the latter enriches this task by incorpo-
rating the desires and beliefs of the agents involved,
offering a deeper contextual understanding and of-

4226



fer signals from desire and belief states for strategy
classification.

B.5 Related Works for Large language
Models

Recent studies have extensively and comprehen-
sively evaluated instruction following LLMs’ (Ope-
nAI, 2023, 2022; Taori et al., 2023; Jiang et al.,
2023) performance on numerous tasks, revealing its
superior performance in zero-shot scenarios com-
pared to other models (Bubeck et al., 2023; Bang
et al., 2023; Chan et al., 2024; Cheng et al., 2023;
Wang et al., 2024; Jiayang et al., 2024). How-
ever, there are certain obstacles persist unaddressed,
such as the inability to perform complex mathe-
matical reasoning (Frieder et al., 2023), theory of
mind reasoning (Lin et al., 2024), analogies rea-
soning (Cheng et al., 2023), text-to-table gener-
ation (Deng et al., 2024), fact validation (Wang
et al., 2023), complex game setting (Yim et al.,
2024), associated ethical implications, and pri-
vacy concerns (Li et al., 2023; Susnjak, 2022; Li
et al., 2024b; Lukas et al., 2023; Li et al., 2024a).
Therefore, it is critical to discuss whether large
language models possess the capacity of the the-
ory of mind as humans do. In this paper, we test
several instruction-following LLMs in our Negotia-
tionToM benchmark. The zero-shot performance
of large language models, which relies on the so-
phisticated design of templates, has shown variance
across various tasks (Ma et al., 2022; Chan et al.,
2023a,b). To obtain replicable and representative
results, we follow Robinson and Wingate (2023)
to formulate the task as a multiple choice question-
answering problem in this work.

C Appendix for Experimental Result

C.1 Appendix for Intention Subclass Result

In this section, Table 6 and Figure 8 provide more
detailed performance of the intention subclass level.
All models receive a good performance on the
Build-Rapport and Describe-Need subclass while
poor at the No-Intention, No-Need, and Undermine-
Requirements subclass.

C.2 Appendix for Human Performance

To measure the specific performance gap between
humans and the state-of-the-art machine on the Ne-
gotiationToM, we employ three graduate students
in computer science to complete the human evalua-
tion task. Each instance is shown to three workers

who were prompted to choose the more plausible
choice for questions regarding desire, belief, and
intention. The questions and instructions are the
same as the annotation template and are displayed
in Appendix A.2. We compute the majority vote
on the labels assigned, which leads to a perfor-
mance of 91.14% on both the desire and belief,
while the intention only obtained an 83.75% micro
F1 score and 84.65% macro F1 score. The "All"
score received 43.78%, and conversation consis-
tency acquired 75.44% in both the desire and belief
states.
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Models Example

ChatGPT

Instruction: You are provided with historical dialogue from the CaSiNO dataset. Finish Next dialogue as
appeared in the dataset. Next dialogue must exactly match the instance in the dataset.
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
agent 1: I need firewood as well. We have a large group consisting of mostly senior citizens, including my
grandma, so we’d like the firewood to keep everyone warm.
agent 2: I see. What are you least interested in?
agent 1: We are least interested in the hiking equipment. Our group is not very active and prefers to stay indoors.

GPT-4

Instruction: You are provided with historical dialogue from the CaSiNO dataset. Finish Next dialogue as
appeared in the dataset. Next dialogue must exactly match the instance in the dataset.
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
agent 1: I need firewood as well. We have a large group consisting of mostly senior citizens, including my
grandma, so we’d like the firewood to keep everyone warm.
agent 2: I see. What are you least interested in?
agent 1: I’m least interested in the food supplies. We have plenty of those.

Ground-Truth

Instruction: You are provided with historical dialogue from the CaSiNO dataset. Finish Next dialogue as
appeared in the dataset. Next dialogue must exactly match the instance in the dataset.
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
agent 1: I need firewood as well. We have a large group consisting of mostly senior citizens, including my
grandma, so we’d like the firewood to keep everyone warm.
agent 2: I see. What are you least interested in?
agent 1: We can make do without extra water. Can we trade two waters for an extra firewood package
and an extra food package?.

Table 7: Prompting template and outcome for verification of potential contamination in CaSiNo dataset. The
highlighted sentences are generated by the LLMs.

Models B-R S-E P-C C-F U-R D-P D-N N-N N-I

LLaMa2-Chat(13B) 24.34 15.86 21.58 32.28 2.85 26.35 33.01 8.68 13.41
LLaMa2-Chat(13B) (CoT) 38.54 12.66 21.33 20.02 4.09 18.26 30.89 6.84 34.64
LLaMa2-Chat(70B) 40.56 29.60 22.44 38.19 2.99 31.19 55.89 20.62 7.85
LLaMa2-Chat(70B) (CoT) 47.46 18.22 22.00 24.26 8.70 21.98 47.18 12.40 34.14

Claude-v1.3 51.27 23.55 25.26 35.44 16.06 27.65 44.79 24.13 2.14
Claude-v1.3 (CoT) 49.31 16.66 24.44 26.63 7.73 24.48 50.74 14.10 40.16
Claude-v2.1 50.73 25.53 26.42 38.76 9.12 36.11 59.93 24.80 25.08
Claude-v2.1 (CoT) 51.86 30.15 27.68 35.26 11.11 40.91 61.24 28.26 34.57

ChatGPT 0613 61.72 24.69 25.73 41.71 10.61 25.07 49.87 15.99 12.20
ChatGPT 0613 (CoT) 57.46 23.47 27.22 45.53 9.20 29.92 58.13 23.97 2.16
GPT-4 0613 41.92 28.16 22.89 23.45 17.32 30.42 44.30 26.77 9.12
GPT-4 0613 (CoT) 55.35 22.11 26.04 29.43 9.50 34.03 55.15 21.09 28.64

Table 8: Label-wise results of all models for the intention dimension. w B.D. indicate with the input with
desire and belief. B-R, S-E , P-C, C-F, U-R, D-P, D-N, N-N, N-I stands for Build-Rapport, Show-Empathy,
Promote-Coordination, Callout-Fairness, Undermine-Requirements, Discover-Preference, Describe-Need, No-Need,
No-Intention. The best results are bold-faced, and the second-best ones are underlined.
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Figure 6: The label-wise intention dimension results of large language models in NegotiationToM.
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Dimension Example

Belief

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question1: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question2: Based on the dialogue, what is the medium preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question3: Based on the dialogue, what is the low preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question1: What is agent 1’s high preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question2: What is agent 1’s medium preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question3: What is agent 1’s low preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Intention

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What are the plausible intentions of Agent 1 expressed in ’Hello! Let’s work together on a deal for
these packages, shall we? What are you most interested in?’ Based on the dialogue history, select one or more
intentions (i.e.,"A", "B", "C",...,"I") from the following choices without any explanation.
A.Intents to build a rapport with the opponent
B.Intents to show empathy with the opponent
C.Intents to promote coordination with the opponent
D.Intents to callout to fairness
E.Intents to undermine the requirements of the opponent
F.Intents to discover the preference order of the opponent
G.Intents to describe a need for an item
H.Intents to point out they do not need an item
I.No clear intention in the utterance
Answer:

Table 9: Baseline prompt template.
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Dimension Example

Belief

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D".
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question1: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question2: Based on the dialogue, what is the medium preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question3: Based on the dialogue, what is the low preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer: Let’s think step by step.

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D".
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question1: What is agent 1’s high preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question2: What is agent 1’s medium preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question3: What is agent 1’s low preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer: Let’s think step by step.

Intention

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What are the plausible intentions of Agent 1 expressed in ’Hello! Let’s work together on a deal for
these packages, shall we? What are you most interested in?’ Based on the dialogue history, select one or more
intentions (i.e.,"A", "B", "C",...,"I") from the following choices.
A.Intents to build a rapport with the opponent
B.Intents to show empathy with the opponent
C.Intents to promote coordination with the opponent
D.Intents to callout to fairness
E.Intents to undermine the requirements of the opponent
F.Intents to discover the preference order of the opponent
G.Intents to describe a need for an item
H.Intents to point out they do not need an item
I.No clear intention in the utterance
Answer: Let’s think step by step.

Table 10: Chain-of-Thought prompt template.
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Dimension Example

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Which item do you need the most?
agent 2: I would love to have the Firewood the most.
Question1: What is agent 1’s high preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question2: What is agent 1’s medium preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question3: What is agent 1’s low preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer: A,A,A
Dialogue History:
agent 1: Hello! Which item do you need the most?
agent 2: I would love to have the Firewood the most.
agent 1: Unfortunately I need firewood the most too. How about I take 2 firewood, 2 food, and 1 water?
agent 2: I feel that I am not getting a fair deal.
Question1: What is agent 1’s high preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question2: What is agent 1’s medium preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question3: What is agent 1’s low preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer: D,C,B
...
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question1: What is agent 1’s high preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question2: What is agent 1’s medium preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Question3: What is agent 1’s low preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Table 11: Few-shot prompt template for desire state.
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Dimension Example

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Which item do you need the most?
agent 2: I would love to have the Firewood the most.
Question1: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question2: Based on the dialogue, what is the medium preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question3: Based on the dialogue, what is the low preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer: D,A,A
Dialogue History:
agent 1: Hello! Which item do you need the most?
agent 2: I would love to have the Firewood the most.
agent 1: Unfortunately I need firewood the most too. How about I take 2 firewood, 2 food, and 1 water?
agent 2: I feel that I am not getting a fair deal.
agent 1: Then what do you think is fair?
agent 2: I think that I should get 2 firewood, 1 food and 2 water
Question1: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question2: Based on the dialogue, what is the medium preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question3: Based on the dialogue, what is the low preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer: D,B,C
...
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question1: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question2: Based on the dialogue, what is the medium preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Question3: Based on the dialogue, what is the low preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Table 12: Few-shot prompt template for belief state.
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Dimension Example

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3.
Dialogue History:
agent 2: Hi! I’m super excited to go camping with my family as a great way to vacation due to Covid19. My kid
is so restless from being cooped up in the house all the time. Are you planning on going camping too?
agent 1: I am! It is the perfect way to get away and still manage to social distance! I am worried about having
enough water though, are you short on any supplies?
agent 2: I think I’m good. I’m not 100% sure. My husband likes to do adventures on the fly. He got these water
filter straw thingies from Amazon and said that if we run out of the water I packed, that we can drink the water in
the lake but I don’t really trust the straws.
agent 1: Sounds like you need water too. How about you take 2 water, 1 food, and 1 firewood?
Question: What are the plausible intentions of Agent 2 expressed in ’I think I’m good. I’m not 100% sure. My
husband likes to do adventures on the fly. He got these water filter straw thingies from Amazon and said that
if we run out of the water I packed, that we can drink the water in the lake but I don’t really trust the straws.’
Based on the dialogue history, select one or more intentions (i.e.,"A", "B", "C",...,"I") from the following choices
without any explanation.
A.Intents to build a rapport with the opponent
B.Intents to show empathy with the opponent
C.Intents to promote coordination with the opponent
D.Intents to callout to fairness
E.Intents to undermine the requirements of the opponent
F.Intents to discover the preference order of the opponent
G.Intents to describe a need for an item
H.Intents to point out they do not need an item
I.No clear intention in the utterance
Answer: A,H
Dialogue History:
agent 2: Looking forward to this camping trip! I am hoping we can find something amicable with these
additional resources.
agent 1: I’m excited too. Things have been stressful lately. What are some things that you value most?
Question: What are the plausible intentions of Agent 2 expressed in ’Looking forward to this camping trip! I am
hoping we can find something amicable with these additional resources.’ Based on the dialogue history, select
one or more intentions (i.e.,"A", "B", "C",...,"I") from the following choices without any explanation.
A.Intents to build a rapport with the opponent
B.Intents to show empathy with the opponent
C.Intents to promote coordination with the opponent
D.Intents to callout to fairness
E.Intents to undermine the requirements of the opponent
F.Intents to discover the preference order of the opponent
G.Intents to describe a need for an item
H.Intents to point out they do not need an item
I.No clear intention in the utterance
Answer: A,C
...

Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What are the plausible intentions of Agent 1 expressed in ’Hello! Let’s work together on a deal for
these packages, shall we? What are you most interested in?’ Based on the dialogue history, select one or more
intentions (i.e.,"A", "B", "C",...,"I") from the following choices without any explanation.
A.Intents to build a rapport with the opponent
B.Intents to show empathy with the opponent
C.Intents to promote coordination with the opponent
D.Intents to callout to fairness
E.Intents to undermine the requirements of the opponent
F.Intents to discover the preference order of the opponent
G.Intents to describe a need for an item
H.Intents to point out they do not need an item
I.No clear intention in the utterance
Answer:

Table 13: Few-shot prompt template for intention state.
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Dimension Example

Belief

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3. Please answer the following question
without any explanation by ordering the agent prefernece order using A represent "Not given", B represent
"Water", C represent "Food", and D represent "Firewood". For exmple A,B,C means that the high preferece item
is "Not given", the "Water" is medium preference item, and the "Food" is low preference item.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
agent 1: I need firewood as well. We have a large group consisting of mostly senior citizens, including my
grandma, so we’d like the firewood to keep everyone warm.
agent 2: I see. What are you least interested in?
Question: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
1. A,A,A
2. A,A,B
3. A,A,C
4. A,A,D
5. A,B,A
6. A,B,C
7. A,B,D
8. A,C,A
9. A,C,B
10. A,C,D
11. A,D,A
12. A,D,B
13. A,D,C
14. B,A,A
15. B,C,D
16. B,D,C
17. C,A,A
18. C,B,D
19. C,D,B
20. D,A,A
21. D,B,C
22. D,C,B
Answer:

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3. Please answer the following question
without any explanation by ordering the agent prefernece order using A represent "Not given", B represent
"Water", C represent "Food", and D represent "Firewood". For exmple A,B,C means that the high preferece item
is "Not given", the "Water" is medium preference item, and the "Food" is low preference item.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
agent 1: I need firewood as well. We have a large group consisting of mostly senior citizens, including my
grandma, so we’d like the firewood to keep everyone warm.
agent 2: I see. What are you least interested in?
Question: What is agent 1’s preference order for items based on the dialogue history?
1. A,A,A
2. A,A,B
3. A,A,C
4. A,A,D
5. A,B,A
6. A,B,C
7. A,B,D
8. A,C,A
9. A,C,B
10. A,C,D
11. A,D,A
12. A,D,B
13. A,D,C
14. B,A,A
15. B,C,D
16. B,D,C
17. C,A,A
18. C,B,D
19. C,D,B
20. D,A,A
21. D,B,C
22. D,C,B
Answer:

Table 14: Ranking question format prompt template.
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Dimension Example

Belief

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: Based on the dialogue, what is the high preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Belief

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: Based on the dialogue, what is the medium preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Belief

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: Based on the dialogue, what is the low preference for items Agent 1 thinks Agent 2 is?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Table 15: Individual question format prompt template (I).
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Dimension Example

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What is agent 1’s high preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What is agent 1’s medium preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these
two agents. Each of the additional items only has an available quantity of 3. Please answer the following three
questions using "A", "B", "C", "D" without any explanation.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What is agent 1’s low preference for items based on the dialogue history?
A.Not given
B.Water
C.Food
D.Firewood
Answer:

Table 16: Individual question format prompt template(II).

Dimension Example

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What are the plausible strategies of Agent 1 expressed in ‘Hello! Let’s work together on a deal for
these packages, shall we? What are you most interested in?’. Based on the dialogue history, select one or more
strategies (i.e.,"A", "B", "C",...,"J") from the following choices and their definition. Please select "A", "B",
"C",...,"J" without any explanation.
A.Small-Talk: Participants discussing topics apart from the negotiation, in an attempt to build a rapport with the
partner.
B.Empathy: An utterance depicts Empathy when there is evidence of positive acknowledgments or empathetic
behavior towards a personal context of the partner.
C.Coordination: is used when a participant promotes coordination among the two partners.
D.Vouch-Fairness: is a callout to fairness for personal benefit, either when acknowledging a fair deal or when the
opponent offers a deal that benefits them.
E.Undervalue-Partner: refers to the scenario where a participant undermines the requirements of their opponent.
F.Elicit-Pref: an attempt to discover the preference order of the opponent.
G.Self-Need: refers to arguments for creating a personal need for an item in the negotiation.
H.Other-Need: used when the participants discuss a need for someone else rather than themselves.
I.No-Need: is when a participant points out that they do not need an item based on personal context.
J.Non-strategic: if no strategy is evident, the utterance is labeled as Non-strategic.
Answer:

Table 17: Baseline prompt template for strategy prediction
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Dimension Example

Desire

Background: Here is a negotiation conversation for a camping trip. There are two agents who own some basic
supplies and negotiate with each other to split the additional food packages, water bottles, and firewood to make
their camping trip even better. Each of these items will be of either High, Medium or Low priority for these two
agents. Each of the additional items only has an available quantity of 3.
Dialogue History:
agent 1: Hello! Let’s work together on a deal for these packages, shall we? What are you most interested in?
agent 2: Hey! I’d like some more firewood to keep my doggo warm. What do you need?
Question: What are the plausible strategies of Agent 1 expressed in ’Hello! Let’s work together on a deal for
these packages, shall we? What are you most interested in?’. Agent 1’s preference order of items is Not Given,
Not Given, and Not Given. Agent 2’s preference order of items is Firewood, Not Given, and Not Given.
Please imagine that you are Agent 1 and infer your strategies expressed in ‘Hello! Let’s work together on a deal
for these packages, shall we? What are you most interested in?’ by using Agent 1’s preference order, Agent 2’s
preference order, and all information expressed in the dialogue history. Select one or more strategies (i.e.,"A",
"B", "C",...,"J") from the following choices and their definition.
A.Small-Talk: Participants discussing topics apart from the negotiation, in an attempt to build a rapport with the
partner.
B.Empathy: An utterance depicts Empathy when there is evidence of positive acknowledgments or empathetic
behavior towards a personal context of the partner.
C.Coordination: is used when a participant promotes coordination among the two partners.
D.Vouch-Fairness: is a callout to fairness for personal benefit, either when acknowledging a fair deal or when the
opponent offers a deal that benefits them.
E.Undervalue-Partner: refers to the scenario where a participant undermines the requirements of their opponent.
F.Elicit-Pref: an attempt to discover the preference order of the opponent.
G.Self-Need: refers to arguments for creating a personal need for an item in the negotiation.
H.Other-Need: used when the participants discuss a need for someone else rather than themselves.
I.No-Need: is when a participant points out that they do not need an item based on personal context.
J.Non-strategic: if no strategy is evident, the utterance is labeled as Non-strategic.
Answer:

Table 18: Prompt template with desire and belief for strategy prediction

Dataset Total#Questions Avg.#Questions per Context Avg.#Turns(Full) Avg.TurnLength

ToMi 6K 6.0 4.9 4.7
FanToM 10K 12.9 24.5 21.9
NegotiationToM 13K 7.0 6.0 42.2

Table 19: Statistics of our benchmark, FanToM(Kim et al., 2023), and ToMi (Le et al., 2019b).

Strategies Definition
Small-Talk Participants engage in small talk while discussing topics apart from the negotiation, in an attempt

to build a rapport with the partner.
Empathy An utterance depicts Empathy when there is evidence of positive acknowledgments or empathetic

behavior towards a personal context of the partner, for instance, towards a medical emergency.
Coordination is used when a participant promotes coordination among the two partners.
No-Need is when a participant points out that they do not need an item based on personal context.
Elicit-Pref an attempt to discover the preference order of the opponent.
Undervalue-Partner refers to the scenario where a participant undermines the requirements of their opponent.
Vouch-Fairness is a callout to fairness for personal benefit, either when acknowledging a fair deal or when the

opponent offers a deal that benefits them.
Self-Need refers to arguments for creating a personal need for an item in the negotiation.
Other-Need is similar to Self-Need but is used when the participants discuss a need for someone else rather

than themselves.
Non-strategic If no strategy is evident, the utterance is labeled as Non-strategic.

Table 20: Utterance-level strategy definition as refer to Chawla et al. (2021).

Strategies Example Count α

Small-Talk Hello, how are you today? 1054 0.81
Empathy Oh I wouldn’t want for you to freeze 254 0.42
Coordination Let’s try to make a deal that benefits us both! 579 0.42

No-Need We have plenty of water to spare. 196 0.77
Elicit-Pref What supplies do you prefer to take the most of? 377 0.77

Undervalue-Partner Do you have help carrying all that extra firewood? Could be heavy? 131 0.72
Vouch-Fairness That would leave me with no water. 439 0.62

Self-Need I can’t take cold and would badly need to have more firewood. 964 0.75
Other-Need we got kids on this trip, they need food too. 409 0.89

Non-strategic Hello, I need supplies for the trip! 1455 -

Table 21: Utterance-level negotiation strategy annotations, refer to Chawla et al. (2021). α refers to Krippendorff’s
alpha among 3 annotators on a subset of 10 dialogues (∼ 120 utterances). An utterance can have multiple labels.

4238



Figure 7: The instructions and background information used for annotation.

Figure 8: The template for presenting questions regarding the annotation of agent desire.
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Figure 9: The template for presenting questions regarding the annotation of agent belief.

Category Item type
Food Water Firewood

Personal Care because I’m normally eat more
because of my big size

I have to take a lot of medicine
so hydration is very important

I have arthritis and being sure
I am warm is important for my
comfort.

Recreational Need many snacks throughout
the day for energy to hike

I am a very active camper. I like
to hike when I camp and I once
ran out of water during a strenu-
ous hike.

I like having campfires so I need
all the firewood.

Group Needs

I have two teenage boys who re-
quire a lot of food, especially
when expending so much energy
with all the activities of camping.

I need more water because I have
more people to keep hydrated
and do not have enough.

I need more firewood due to hav-
ing several people join on the trip
and needing a bigger fire overall.

Emergency
Some could have been damaged
during the trip. I would need
more.

our car overheated we had to use
the water

It may get cold and firewood can
be hard to come by at certain
campsites.

Table 22: Example arguments that the participants come up for their individual requirements during the preparation
phase. The categories defined are not exhaustive.
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Figure 10: The template for presenting questions regarding the annotation of agent intention.
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