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Abstract

To assist human fact-checkers, researchers have
developed automated approaches for visual
misinformation detection. These methods as-
sign veracity scores by identifying inconsis-
tencies between the image and its caption, or
by detecting forgeries in the image. However,
they neglect a crucial point of the human fact-
checking process: identifying the original meta-
context of the image. By explaining what is
actually true about the image, fact-checkers
can better detect misinformation, focus their
efforts on check-worthy visual content, en-
gage in counter-messaging before misinforma-
tion spreads widely, and make their explana-
tion more convincing. Here, we fill this gap
by introducing the task of automated image
contextualization. We create 5Pils, a dataset
of 1,676 fact-checked images with question-
answer pairs about their original meta-context.
Annotations are based on the 5 Pillars fact-
checking framework. We implement a first
baseline that grounds the image in its origi-
nal meta-context using the content of the image
and textual evidence retrieved from the open
web. Our experiments show promising results
while highlighting several open challenges in
retrieval and reasoning. We make our code and
data publicly available.!

1 Introduction

The surge of visual misinformation poses a grow-
ing threat to our society. In 2023, more than 30%
of all fact-checked claims contained images, an
increasing portion of which are Al-generated (Du-
four et al., 2024). Journalists and fact-checkers
have developed pipelines for detecting and debunk-
ing visual misinformation (Silverman, 2013; Ur-
bani, 2020; Khan et al., 2023a,b; Dufour et al.,
2024). Image contextualization is a key component
of these pipelines: it establishes the meta-context
of the image by collecting evidence and answer-
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Figure 1: An out-of-context image with a false caption.
The original meta-context of the image is established by
answering the questions of the 5 Pillars framework.

ing a concise set of questions. Urbani (2020) pro-
poses a framework, which we refer to as “5 Pillars”,
where information about the Provenance (Was the
image used before?), Source (Who is the source?),
Date (When was it taken?), Location (Where was it
taken?), and Motivation (Why was it taken?) serve
as the image meta-context. For example, Figure 1
shows an out-of-context image purporting to repre-
sent an Indian plane evacuating people from Kabul
in 2021. After conducting a 5 Pillars contextualiza-
tion, fact-checkers established that the image was
taken in 2013 in a US plane in the Philippines.

Image contextualization benefits to several other
components of the human fact-checking (FC)
pipeline. (1) It helps identify inconsistencies be-
tween false claims and images, as shown in Fig-
ure 1. (2) It is a mandatory component of writing
a solid debunking article. Indeed, debunking re-
quires not only stating why a claim is false but
also what alternative is true instead (Lewandowsky
et al., 2020). (3) It allows writing prebunking ar-
ticles (Guo et al., 2022), by informing about the
image’s true meta-context before misinformation
spreads widely. (4) It helps assess whether the
image is check-worthy. For example, images pub-
lished by an unreliable source, or depicting critical
events (war, crises, ...) deserve more pre-bunking
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or debunking efforts.

Image contextualization is a time-consuming task
that involves finding several evidence pieces, and
combining various tools that require expertise (Sil-
verman, 2013). Despite its crucial position in the
human FC pipeline, the automation of image con-
textualization has been ignored in favor of other
components, predominantly manipulation (Huh
etal., 2018; Liu et al., 2023b; Shao et al., 2023) and
image-caption inconsistency detection (Luo et al.,
2021; Abdelnabi et al., 2022; Papadopoulos et al.,
2024b; Qi et al., 2024). The output of these tasks
is a score, indicating whether or not the content
is misinformation. Fact-checkers have expressed
skepticism about the real-world performance of
these scores, with the risk of publishing incorrect
automated verdicts (Arnold, 2020). In contrast,
there is a real interest in methods that provide evi-
dence and additional context (Arnold, 2020; Nakov
et al., 2021; Schlichtkrull et al., 2023b), which in-
cludes image contextualization.

The contributions of this work are as follows: (1)
We fill the gap by introducing the novel task of
automated image contextualization. Given an im-
age, a model must identify its meta-context using
the image content and evidence from the open web.
(2) We collect 5Pils, the first dataset with question-
answer pairs about the image meta-context based
on the 5 Pillars framework (Urbani, 2020). (3) We
create the first baseline for image contextualization
with textual evidence retrieved from the open web.
Our extensive quantitative and qualitative analy-
ses reveal that the task is challenging, even for
SOTA large language models (LLMs). Following
Schlichtkrull et al. (2023b), Appendix A presents
the intended uses of this work.

2 Related work

Visual misinformation

Existing work on visual misinformation focuses
on assigning a veracity score to images. Many
real-world (Zlatkova et al., 2019; Suryavardan
et al., 2023; Papadopoulos et al., 2024b) and
synthetic (Jaiswal et al., 2017; Miiller-Budack
et al., 2020; Luo et al., 2021; Biamby et al., 2022;
Papadopoulos et al., 2023a) datasets have been
introduced. Separate methods are used for out-of-
context images, where a score is assigned based
on image-caption inconsistencies (Khattar et al.,
2019; Kou et al., 2020; Huang et al., 2022), and
manipulated and fake images, where forgeries are

detected in the image (Huh et al., 2018; Liu et al.,
2023b; Shao et al., 2023). Some works rely on
external evidence (Zlatkova et al., 2019; Abdelnabi
et al., 2022; Pham et al., 2023; Hu et al., 2023a;
Papadopoulos et al., 2023b; Yuan et al., 2023;
Zhang et al., 2023; Qi et al., 2024; Papadopoulos
et al., 2024a), while others use only the image and
the caption (Nakamura et al., 2020; Luo et al,,
2021; Aneja et al., 2023; Huang et al., 2022).
Akhtar et al. (2023) provides a comprehensive
survey of the field. Unlike these works, we use the
image and evidence not to provide a veracity score,
but to ground the image in its original meta-context.

Question Answering for Fact-Checking
Representing automated FC (AFC) as a question
answering (QA) task has attracted recent inter-
est, especially for text claims that require sev-
eral reasoning steps (Chen et al., 2022; Ousid-
houm et al., 2022; Yang et al., 2022; Pan et al.,
2023; Schlichtkrull et al., 2023a). By decomposing
the reasoning, the verdict becomes more human-
interpretable (Yang et al., 2022; Rani et al., 2023).
Rani et al. (2023) and Chakraborty et al. (2023) in-
troduce a framework for decomposing a text claim
in atomic statements, which they call the 5SW (who,
what, when, where, and why). Unlike our work,
these approaches do not ask questions about im-
ages, nor do they try to identify the meta-context
of the image.

3 The 5 Pillars of Image Verification

The 5 Pillars of image verification is a framework
proposed by Urbani (2020), which summarizes
years of insights on journalistic best practices in
image verification (Silverman, 2013; Urbani, 2020;
Mossou and Higgins, 2021; Khan et al., 2023a). It
divides image contextualization into 5 components,
as shown in Figure 1: the Provenance, the Source,
the Date, the Location, and the Motivation.
Provenance answers the question “Was the image
used before?” (Khan et al., 2023a). Identifying
prior uses of the image is essential for answering
the subsequent questions. Hence, it is considered
the most important pillar (Urbani, 2020). To an-
swer this question, fact-checkers rely mainly on
reverse image search (RIS) engines. These engines
take images as input and return (partially) matching
images on the Internet (Urbani, 2020).

The Source is the person who captured or created
the image, to be distinguished from the person who
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shared the visual misinformation online. Establish-
ing the Source allows to evaluate the credibility of
the original image. A combination of social media
profiling, interviews, and RIS allows fact-checkers
to answer this question.

The Date, i.e., “When was the image taken?”, and
the Location, i.e., “Where was the image taken?”,
position the image in time and space, and highlight
any mismatch with the claimed context. The tasks
associated with these two pillars are also known
as chronolocation and geolocation (Mossou and
Higgins, 2021; Khan et al., 2023a). In the sim-
plest case, the image contains the Date in EXIF
format. However, most social media platforms re-
move EXIF data from uploaded images (Urbani,
2020). RIS results can also help to find the Date and
the Location. If that is not enough, fact-checkers
can define keywords to query search engines and
retrieve (partially) matching images, a process de-
tailed in Appendix B. In other cases, they search
for cues in the image, for example, landmarks, road
signs, and clothing. Additional tools include street
imagery, sun angle analysis, and historical weather
records (Urbani, 2020; Mossou and Higgins, 2021).
The Motivation, asks the question “Why was the
image taken?”. In most cases, the Motivation is to
report on an event. However, some sources may
have a particular agenda, for example, if they are
political activists. In other cases, a fake image used
for malicious purposes might originate from the
harmless work of an artist. The source’s Motiva-
tion is different from the claimant’s intent, which
is explored in Da et al. (2021).

Figure 1 shows the 5 Pillars analysis of an out-of-
context image. Examples with manipulated and
fake images are shown in Appendix C. Given its
popularity and comprehensive documentation (Ur-
bani, 2020; Mossou and Higgins, 2021; Khan et al.,
2023a), we use the 5 Pillars framework to define
QA pairs for automated image contextualization.

4 Task definition and evaluation

The task is to provide answers for each of the 5
Pillars using the image content itself and evidence
retrieved from the open web. Formally, a model
has to generate answer A given a question (), an
image I, and evidence items E retrieved from the
open web W using a retriever R,

A=argmax P(a|Q,I,E), E=R(W).

We impose two restrictions on the open web re-
triever. (1) It cannot return evidence published after
the FC article from which we collected the image
and annotations, to avoid temporal leaks (Glockner
et al., 2022). (2) It cannot return FC articles pub-
lished by other FC organizations.

The answer to Provenance (“Was the image used
before?”) is either “Yes” when (partially) match-
ing images are retrieved, and “No” or “Unknown”
otherwise, the latter two being difficult to distin-
guish in practice. The answer is automatically de-
rived from the retrieved results. Therefore, the
Provenance evaluates the ability of retrievers to
obtain evidence that contains previous versions of
the same image. We define the Provenance score
as the recall on images with ground truth answer
“Yes”. We do not penalize nor reward retrievers for
collecting matching images when the ground truth
is “No” or “Unknown”.

Source expects free-form answers, evaluated using
the RougeL (Lin, 2004) and Meteor (Banerjee and
Lavie, 2005) metrics.

The expected answers for Date are actual times-
tamps. We evaluate the answers using the Exact
Match (EM) and A, a custom metric ranging from
1 for predictions that are close in time to the ground
truth to O for those that are far. If the ground truth
answer contains more than one date for the image,
for example, if it is a composite image, we com-
pute A based on the smallest time difference that
can be obtained by matching pairs of predicted and
ground truth answers. Formally A is defined as

1 1
A=— > :
N ()M 1+ di’j

where N is the number of ground truth elements,
M is the set of matched prediction-ground truth
pairs (4, j), and d; ; is the optimal distance between
1 and j, obtained with the Jonker-Volgenant algo-
rithm (Jonker and Volgenant, 1987; Crouse, 2016).
Years serve as the distance unit.

Location is evaluated with Rougel. and Meteor.
The subset of images where ground truth locations
can be mapped to coordinates using GeoNames?
is further evaluated in a spatial dimension. We em-
ploy variants of A, namely, Coordinates A (COA),
with thousands kilometers as distance unit, and Hi-
erarchical Location A (HLA), using the distance
between the prediction and ground truth in terms

%geonames.org
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(Claim: Photo of civil war in Northern Ethiopia.
Fact-Check: It shows the US-Ethiopia joint military exercise. The picture was shared on the
Addis Standard verified Twitter account on 16 August 2019 with the caption “#US Army
kSoldiers assigned to the 2nd Battalion, 502nd Infantry Regiment [...]

{ "?'f Fact-Checking Article ]

J

7

Was the image used before? (Provenance) : YES Source : Addis Standard
Date : 16 August 2019
L Motivation : To showcase the US-Ethiopia joint military exercise

{I@b 5 Pillars Answers ]

Location : Hurso Training Center, Ethiopia

J

Figure 2: An annotated image of the 5Pils dataset. Above: the FC article. Below: the extracted 5 Pillars answers.

of their GeoNames hierarchies.? For example, the
distance for the pair (USA, Chicago) is 2, based on
the hierarchy USA-Illinois-Chicago.

In addition to RougeL. and Meteor, we evaluate
Motivation with BertScore (BertS) (Zhang et al.,
2020) to measure the semantic similarity between
ground truth and predicted Motivation.

5 The 5Pils Dataset

The 5Pils dataset consists of 1,676 images anno-
tated with 5 Pillars answers. We collect metadata
for analysis purposes, including the type of image,
the verification strategy, and the verification tools.

5.1 Data Collection

We selected FC organizations that met the follow-
ing criteria: they write some of their articles in
English, include the verified image in the article,
do not systematically cover the images with FC an-
notations, for example, marking the image with a
“Fake” stamp or a red cross, and are verified signa-
tories of the International Fact-Checking Network
(IFCN)* since Fall 2023, which guarantees that the
images are verified according to the highest stan-
dards. None of the existing visual misinformation
datasets met these combined criteria. However,
three IFCN members did: Factly, PesaCheck, and
211Check, based in India, Kenya, and South Sudan,
respectively. Hence, we created a new dataset with
articles from these organizations. We collected all
URLs archived on the Wayback Machine between
2019 and 2023.> We kept URLSs that contain the
keywords photo, image, or picture. This results
in a collection of 3,424 articles. We scraped the
title, the publication date, the text content, and the
fact-checked image URL. We downloaded the im-
ages and cleaned them by cropping social media

3 geonames.org/export/place-hierarchy.html
*ifcncodeofprinciples.poynter.org/signatories
Sarchive.org/help/wayback_api.php

sidebars. We applied a second round of filtering by
removing articles written in French, Kannada, and
Telugu, articles that do not verify images despite
the keyword match, articles duplicated from one
organization to another, and articles with FC anno-
tations covering the image. The resulting unlabeled
dataset contains 1,692 FC articles.

5.2 Data Annotation

We make the assumption that each article explic-
itly discusses one or more of the 5 Pillars. Hence,
the annotation process becomes a text extraction
task. Given its relative simplicity, we decided to
automate the process using GPT4 (OpenAl, 2023).
We tasked GPT4 to extract the 5 Pillars answers
and relevant metadata as a JSON file using a cus-
tom prompt detailed in Appendix D. An annotated
image is illustrated in Figure 2. In total, only 16
articles (<1%) did not contain any 5 Pillars an-
swers, confirming our initial assumption. We re-
cruited three students to evaluate the quality of the
GPT4 annotations for a random sample of 50 im-
ages. After reading the corresponding FC article,
they assigned a label to each of the GPT4 extracted
answers: “Correct” if GPT4 detects the presence
or absence of the answer in the article, “Missing’
if GPT4 does not provide an answer while it was
available in the article, and “Incorrect” if GPT4 pro-
vides a wrong answer. Taking their majority vote,
annotators found 100, 100, 98, 96, and 94% of the
answers to be “Correct” for Provenance, Source,
Date, Location, and Motivation, respectively, the
remaining cases being “Missing” answers. Restrict-
ing to a unanimous vote for “Correct” answers,
those percentages decrease to 94, 82, 90, 82, 76%.
For the rest, at least one annotator has chosen the
“Missing” (2, 10, 10, 12, 20%) or “Incorrect” (4,
8, 0, 6, 4%) label. “Missing” are preferable over
“Incorrect” labels as they lower the recall without
impacting the precision of the annotations. Overall,

)
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Figure 3: Left: Images with answers per pillar (%)

the high values of majority and unanimous vote
for the “Correct” label confirm the quality of the
automated annotations. To evaluate inter-annotator
agreement, we use Randolph’s x (Randolph, 2005),
a variant of Fleiss’  (Fleiss, 1971) that is better
suited for annotations that are heavily skewed to-
wards one label (Warrens, 2010; Schlichtkrull et al.,
2023a), “Correct” in this case. The Randolph’s s
for each pillar is 0.94, 0.82, 0.87, 0.82, 0.76. Those
scores show a strong inter-annotator agreement.

5.3 Dataset Statistics

5Pils contains 1,676 annotated images. This makes
it slightly larger than other real-world visual mis-
information datasets (Zlatkova et al., 2019; Pa-
padopoulos et al., 2024b). We split the dataset
into a train, validation, and test set (60%, 10%,
30%). The split is performed along the time di-
mension to limit temporal leakage (Glockner et al.,
2022; Schlichtkrull et al., 2023a). The sequential
end dates are May 31°¢ 2022, Sep. 20" 2022, and
Dec. 28" 2023. Figure 3 shows the 5Pils answers
statistics. All pillars are present in 68 % or more
of the FC articles. Furthermore, answers are often
present in combination, with 87% of the images
having 3 or more answered pillars. These high
values confirm the prevalence of image contextu-
alization and the 5 Pillars approach in human FC
practices. Appendix E reports the co-occurrence
of 5 Pillars answers. We searched for keywords
in the FC articles referring to common strategies
and tools for image contextualization. 86% of the
FC articles explicitly refer to RIS, 1.94% to ge-
olocation techniques, and 1.9% to keyword search.
Google Image Search is the most popular RIS en-
gine (36.7%), followed by Yandex Images (5.2%),
and Bing Visual Search (3.8%). Additional anal-
ysis about the type of misinformation, the source,
temporal, and spatial distributions of images is pro-
vided in Appendix F, G, H, and I, respectively.

5 answers 4 answers 3 answers 2 answers | answer

. Right: Images with n answered pillars (n=1,..,5) (%).

6 Experiments

6.1 Baseline model

To our knowledge, there is no prior method for au-
tomated image contextualization. Therefore, we
introduce a first baseline for the task, illustrated
in Figure 4. The baseline is a pipeline based on
the best practices of human fact-checkers and the
existing AFC literature (Akhtar et al., 2023).
Manipulation detection To detect images that
have been manipulated, we fine-tune a vision trans-
former (ViT) (Dosovitskiy et al., 2021) on the
train set. The input is the image and the target
is the type of image metadata (manipulated, non-
manipulated).

Evidence retrieval Collecting evidence from the
open web requires a retriever. Given its popularity
among human fact-checkers, we rely on the Google
RIS engine.® We provide the image as input and
obtain up to 37 web-pages, 6.84 on average, that
used (partially) matching images. Each web-page
acts as a single text evidence. We scrape their con-
tent with Trafilatura (Barbaresi, 2021).”

Evidence Ranking We select the top k=3 text evi-
dence, which corresponds, on average, to selecting
half the evidence matching a given image. We sort
the evidence by the cosine similarity between the
embedding of the image to verify and the text evi-
dence embedding computed with CLIP (Radford
et al., 2021).

Original identification This step is applied to ma-
nipulated images to identify the original, unaltered
image among the RIS results. The intuition is that
the alterations might have removed key elements
to identify the original meta-context. As a simple
heuristic, we select the retrieved image with the
oldest publication date.

Answer generation We generate zero-shot answers
with the following LLMs: Llama2 7B-Chat (Tou-

8cloud.google.com/vision/docs/detecting-web
"trafilatura.readthedocs.io
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Figure 4: Our baseline for image contextualization. The retriever is a RIS engine that searches web-pages containing
previous versions of the image. The top k evidence and the image are provided as input to a QA model to answer the
5 Pillars questions. Manipulated images go through the additional step of identifying the original unaltered image.

vron et al., 2023), Llava 1.5 7B (Liu et al., 2023a,
2024), and GPT4 (OpenAl, 2023). We try differ-
ent input modalities: only the image, only the text
evidence, or both. Llama?2 is only used with text ev-
idence. For the multimodal setting, we experiment
with few-shot predictions using 1 or 2 demonstra-
tions. The prompt template and implementation
details are provided in Appendix J and K, respec-
tively.

6.2 Main Results

We evaluate our baseline on the 5Pils test set. We
do not recruit human experts to compare their per-
formance with our baseline directly. Still, we as-
sume their performance to be near 100%, as all the
image annotations were derived from the investiga-
tions of such human experts.

The Provenance score is 66.2%, meaning that the
Google RIS engine retrieved scrapable web-pages
with (partially) matching images for less than 2 out
of 3 images for which matching images are known
to be available. We attribute this low score to the
use of a single RIS engine. In the absence of re-
trieved results, human fact-checkers typically use
additional RIS engines or rely on keyword search,
which we do not incorporate in this baseline.
Table 1 shows the results obtained for the Source,
Date, Location, and Motivation. The best models
achieve a promising performance, especially for
Location and Motivation, with RougeL. and Me-
teor close to or above 20%. Source performance
is much lower. Predicting the Source can rarely be
done with the image alone. Hence, it depends on
the quality of the evidence ranking and retrieval.
The latter is limited by the use of a single RIS
engine. Obtaining a high EM for Date is chal-
lenging, especially when a specific day or month
is expected. The best EM improves from 7.58 to

13.89 and 19.78 if we evaluate the match at the
month and year level, respectively. There is more
potential to improve A. The best value is 39.42%,
or an average distance of one year and a half be-
tween the ground truth and the prediction. The best
COA and HLA scores for Location are promising
too, indicating an average distance of a thousand
kilometers and an average hierarchical distance of
1.5, respectively. These results confirm that image
contextualization can be automated to some extent.
At the same time, they inform us that a simple
baseline that only considers RIS engines as open
web retrievers and one-step answer generation with
LLMs is not sufficient to solve the task.

6.3 Quantitative analysis

How do different LL.LMs compare on the task?
For image input, GPT4 slightly outperforms Llava.
The difference between Llama2 and GPT4 is
smaller for text input. Llama2 even outperforms
GPT4 for Location. GPT4 and Llava achieve simi-
lar performance with multimodal input. Llava and
Llama?2 score better As than GPT4 because they
always provide an estimate while GPT4 often re-
frains from answering.

What is the preferred input modality? For
Source and Motivation, a multimodal input gives
better results. For Date and Location, a multimodal
input is equal or worse to text evidence, implying
that the multimodal LLMs have limited abilities
to reason about the dates and locations of images,
and their visual understanding can even override
correct information present in the text evidence.
What is the impact of demonstrations? Demon-
strations improve the performance for the Source
with GPT4, but decrease it with Llava. They help
Llava for Location and Motivation by providing
additional guidance on the expected type of answer.
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Source Date Location Motivation
Method N Rougel. Meteor EM A Rougel.  Meteor HLA CoA Rougel.  Meteor BertS
Image only
Llava 0 l.lﬁi“_g 0.67i(],1 0.0oio_o 13-49i0.3 5-79i0.2 3-79i0.2 12-74ill.5 16.99i0_5 7-12i0.3 3-33i0.‘2 68.5i0,1
GPT4 0 278100 2.37+01 017101  5.68122 15734103 15.68102 22.15405 2731406 14.81401 11.08497 6594104
Text evidence only
Llama2 0 2-33i[].[) 4.4710,(] 6.06i0_0 37-73i0.0 28.65i0_0 29.65i[)_0 39.96i[]_[) 44.81i0_0 14.89i0_0 15.651[]_[) 52.610_[]
GPT4 0 418190 3.03100 7.58100 2371102 2495437 23.63130 28.04137 3135499 1523102 1258100 51.0404
Image + Text evidence

0 6.73101 5.00401 506404 39.42.01 2552103 1948103 33.08104 4032105 8. 71401 421401  69.040.1
Llava 1 6.69102 5.08410.1 422403 3496102 25.63106 21.53106 37.06407 4492405 1925401 14.09402 74.6401
2 596102 4.65101 4.86404 37.67101 2614105 21.79103 40.27104 49.52406 1933103 13.36102 74.7401
0 654103 531404 631102 1992407 27.63106 2671104 3220408 36.82109 18.584103 1553101 67.1400
GPT4 1 7.19102 5.6li02 623101 21324754 2815105 2647106 3159103 3622404 1917101 1658100 674102
2 8.06191 6.46102 5.56403 19.00401 27344115 2634116 3057413 3481 415 1996102 17.02109 669104

Table 1: Zero- and few-shot results for answer generation (%). N is the number of demonstrations. Reported results
are averages over 3 iterations with standard deviations. The best scores are marked in bold.

Source Date Location Motivation Location. The RIS results do not often contain the
Time 40.15  61.9 5575 64.18 unaltered image, partly explaining these minor per-
CLIP 43.55 62.17 61.4 71.92

Table 2: nDCG of different ranking methods (%). Time
is the chronological ranking by publication date.

formance gains. As an upper bound, we consider an
oracle which provides the original versions of the
image reported in the FC article, if available online,
and observe a larger improvement, especially for
Source and Location. This indicates that although

Source Date Location Motivation
Method R M EM A R M HLA COA R M B e s :
Noddeor 635 83 I8 @26 BT BI S B 85 A7 the current pipeline is imperfect, it is meaningful to
D 6 47 83 23 447 398 431 490 208 19 747 . .
Pettmmotor 63 47 10 3 429 B6 &1 @1 216 197 7 deVelOP methods that feplace a manlplﬂated 1mage
Oracle 93 65 10 227 458 404 406 476 222 204 748

Table 3: Zero-shot multimodal GPT4 results for the
manipulated images. R is RougeL, M is Meteor, and B
is BertS.

Their impact for Date is negative for both models.
A manual investigation reveals that the models re-
place some correct zero-shot Date answers with
one of the demonstration’s answers.

How performant is the evidence ranking? We
use as a target the ranking that sorts evidence ac-
cording to their n-gram overlap with the ground
truth answer. We evaluate the ranking with the nor-
malized discounted cumulative gain (nDCG) met-
ric (Jarvelin and Kekildinen, 2002). We compare
the CLIP ranking with a baseline that sorts evi-
dence by chronological order of publication (Time
ranking). The CLIP ranking outperforms the Time
ranking for all pillars, as shown in Table 2.

What is the impact of the separated pipeline for
manipulated images? Applying the fine-tuned
ViT and the publication date heuristic, we retrieve
a candidate unaltered version for 58 images. With
multimodal zero-shot GPT4, little to no gains are
observed over a pipeline that ignores these steps
(No detector), as shown in Table 3. The results are
slightly better with a perfect accuracy manipulation
detector (Perfect detector), except for Source and

with the original, unaltered version. Future work
should consider alternatives to RIS for retrieving
the original version, or image editing models to
remove manipulated content, obtaining an image
close to the unaltered version.

6.4 Qualitative analysis

We randomly sample 100 test images and manually
categorize the predictions of multimodal zero-shot
GPT4. Four examples are provided in Figure 5.
31.9% of the answers are (partially) correct. We
classify the other answers into six error categories.
The distribution of the correct and error categories
is shown in Figure 6. We conduct the same analysis
for zero-shot multimodal Llava and break down the
correct and error categories distribution per pillar
in Appendices L and M, respectively. 20.4% of the
answers accurately state that not enough informa-
tion is available in the image and text evidence, for
example, in the 3™ image of Figure 5, the Source
cannot be identified. For 10.2% of the answers,
the response is the same, but sufficient information
was actually available. This problem arises for the
4™ image, where useful evidence is directly avail-
able but unexploited. In the 3" image, while the
exact date is not given, the information on the event
(“Coronation of Jean-Bedel Bokassa’) should be
sufficient to predict the date based on world knowl-
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|4 Image

= Text evidence

l’& Image contextualization

A collapsed building following an
earthquake in Karnah tehsil [...]

Date : 2023-02-06 [...] earthquake in southeastern
Turkey [...] kills two Armenians in Aleppo [...]

HIHR T 4T P aTe &R g8 SART BT TeT 8
TER [...]. Author: ABP Live (This photo is not of the
building damaged after the earthquake in Kashmir [...])

Title: The M7.8 Turkey Earthquake Happened While
Some People Were Sleeping [...]

Was the image used before?
Source: MPTL | GT: Anadolu’s journalist Firat
Ozdemir
Date:
Location:

| GT: Kahramanmaras
Motivation:

| GT: To report

on the earthquake in [...] Turkey

Ethiopian National Defense Forces [...]
Tigray region in October 2022

Ethiopian government has a special responsibility to
de-escalate Tigray war. Author: David Thomas.
Date: 2022-10-24. [....] October 24th, 2022, Opinion
by David Thomas Image : Amanuel Sileshi/AFP

After a five-month truce, fighting has resumed in
Tigray — timenews [...] Ethiopian National Defense
Force (ENDF) soldiers board a truck in Wichale,
Ethiopia on December 13, 2021.

Was the image used before?
Source: ENDF | GT: AFP Photographer Amanuel
Sileshi
Date: | GT: 2021-12-13
Location: | GT: Wuchale, Amhara
regional state
Motivation:

| GT: To report on
the conflict in the Amhara region, Ethiopia

Kenyan opposition leader Raila Odinga
being crowned a Nigerian elder

Instagram.com [...] "Coronation of Jean-Bedel Bokassa as
Emperor of the Central African Empire, 1977 [...]

Title: Emperor Jean-Bedel Bokassa , seated on his
tasteless golden throne for his coronation, 1977 [...]
Date: 2018-07-12...]

[...] If being asked to write music for the coronation of a
king is an honour, then doing it for an emperor [...]

Was the image used before?

Source: Cannot be determined | GT: Pierre
Guillaud

Date: No specific date | GT: 1977-12-04

EAF attacks on Tigray cities and
weapon warehouses

Date : 2019-03-07 [...] two AIM-9X Air-to-Air missiles,
completes refueling prior to a training mission over the
W-291 training area in southern California, March 6 [...]
(U.S Marine Corps photo by Sgt. Dominic Romero)

Sitename: © 2024 Alamy Limited

Title: An F/A-18 Hornet with Marine Fighter Attack
Squadron (VMFA) [...] training mission over the W-291
training area in southern California, March 6

Location: | GT: Bangui,
Central African Republic

Was the image used before?

Source: | GT: Alamy

Date: Not enough information | GT: 2019-03-06
Location: In the air, over the ocean | GT:
Southern California, USA

Motivation:

|
GT: to show a U.S. Marine Corps F/A-18 Hornet
fight aircraft [...] during a training mission

Figure 5: Images from the 5Pils test set with zero-shot multimodal GPT4 predictions. The middle column shows

excerpts of the evidence texts with relevant snippets. The right column shows ,

predictions. GT is the ground truth answer.

Category

40 Correct answer
© Partially correct answer
&30 No answer with evidence available
5 No answer with no evidence available
5 20 Wrong answer based on text
&~ Wrong answer based on image

10 Content filtering error

BN Predict misinformation

Figure 6: Qualitative analysis of zero-shot multimodal
GPT4 answers (%).

edge. For 17.9% of the answers, the response is
wrong and based on irrelevant evidence. Wrong
answers based on wrongly interpreted image con-
tent are comparatively lower, at 4.2%. 13.7% of
the answers are not generated because of the GPT4
content filter. This mainly prevents GPT4 from
contextualizing images of conflicts and violent in-
cidents. Given the significant proportion of these
images in FC articles, this constitutes a serious lim-
itation to the use of GPT4. Lastly, 1.8% of the
answers contain misinformation elements.

From this analysis, we conclude that increasing
the number of evidence retrieved from the open

, and wrong

web constitutes the first direction to improve per-
formance. The lack of evidence constitutes a regu-
lar challenge for human fact-checkers too. In the
absence of RIS results, they turn to their world
knowledge and keyword search to gather evidence,
as illustrated in Appendix B. For the Date and Lo-
cation pillars, this can be complemented by chrono-
and geolocation tools.

Planning and combining the output of those tools
constitute an interesting research direction for mul-
timodal LLMs. As the number of evidence grows,
the reasoning can be improved by breaking it down
in several steps, interleaving evidence retrieval and
reasoning, and implementing backtracking mech-
anisms (Hu et al., 2023b). Figure 7 shows open
challenges for the task, ranked by estimated level
of complexity.

7 Conclusion

In this work, we fill an important gap in the field
of visual misinformation by introducing the task
of automated image contextualization. We create
5Pils, a dataset of 1,676 fact-checked images with
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Figure 7: Open challenges in image contextualization,
ranked by level of complexity.

meta-context QA pairs based on the 5 Pillars frame-
work. We define a first baseline for the task, which
combines the image with textual evidence retrieved
from the open web. Despite achieving promising
performance, several challenges remain. Directions
for future work include better open web retrievers
that combine multiple tools, improved answer gen-
eration based on multi-step reasoning, and better
methods for removing image manipulations.

8 Limitations

The 5Pils dataset has multiple limitations.

Firstly, we restricted data collection to articles
written in English. While the 5Pils images are
spread all over the world, this restriction results in
the under-representation of certain regions, such
as Latin America and Oceania. We analyze in
Appendix N the impact of this under- and over-
representation by region on performance. On the
other hand, our dataset contains many images from
Sub-Saharan Africa, a region underrepresented
in previous misinformation datasets, compared to
North America, South Asia, and China (Zlatkova
et al., 2019; Hu et al., 2023a; Suryavardan et al.,
2023). In future work, SPils can scale to more
regions and languages by collecting images and
articles from other IFCN members.

Secondly, while we implemented a filter to remove
evidence from FC articles, we cannot ensure a per-
fect recall. In the 1% example of Figure 5, one of
the evidence is a FC article that passed our filter.
Thirdly, the dataset contains a majority of images
that have effectively been used for misinformation
purposes. This is a common limitation when re-
lying on real-world FC articles (Zlatkova et al.,
2019; Schlichtkrull et al., 2023a), as human fact-
checkers invest more time in writing articles about
false claims than true claims. Nevertheless, our
analysis in Appendix G reveals that the images of
5Pils have very diverse origins, ranging from social
media users to local and global news agencies.

Lastly, the metrics for Source are slightly pes-
simistic with regard to the model’s performance.
If the prediction is more specific than the ground
truth, no or partial credit is given. On the 4th ex.
ample of Figure 5, GPT4 accurately predicts the
photographer’s name, while the FC article only re-
ports the website where the image can be found.
This results in a score of 0, while the prediction is
actually better than the ground truth.

Regarding our baseline, we find two limitations.
Firstly, not all RIS results can be scraped from the
open web. Evidence from social media platforms
is typically not accessible. In some cases, image
contextualization requires access to such social me-
dia posts. This constitutes an important difference
with human fact-checkers, who can access social
media posts from their browser.

Secondly, our baseline does not assess the reliabil-
ity of the retrieved evidence. Hence, there is no
guarantee that the information they provide is accu-
rate, and different evidence might contradict each
other. Assessing reliability and using it to filter
and rank text evidence constitutes an interesting
direction for future work.

9 Ethics statement

Automated image contextualization is designed as a
new tool to help fact-checkers verify the vast quan-
tities of visual misinformation circulating on the
internet. Automated approaches should respect the
same code of practice as professional fact-checkers,
which includes respect for online privacy. In partic-
ular, for the Source pillar, techniques for automated
profiling on social media should not be used for
automated image contextualization. Care should
also be taken when publishing the results, as they
could put the Source at risk.

The 5Pils dataset was collected from publicly avail-
able FC organization websites. Due to the real-
world nature of the data, events covered include
wars and conflicts. As a result, some images
contain graphic, violent content. When collect-
ing the data, we decided not to filter out images
with violent content to cover the actual distribution
of images that our target users, professional fact-
checkers, would want to provide as input. Given
the graphic nature of some images, we do not re-
lease them directly. Instead, we do publicly release
the URLs of the FC articles and extracted evidence,
as well as the script that allows to collect and pro-
cess the images and the evidence text.
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A Analysis of the FC narrative

Following the recommendations of Schlichtkrull
et al. (2023b), we analyze the FC narrative intro-
duced in this paper. Figure 8 provides a diagram
of the different epistemic elements of our narrative.
We envision fact-checkers as the primary data ac-
tors that will use our automated retrieval and QA
pipeline (model means) to predict the original meta-
context of images (application means) and debunk
visual misinformation (ends). Other potential data
actors include experts in Open Source Intelligence
(OSINT). The data subjects are primarily social me-
dia users who will share image content that might
be out-of-context, manipulated, or fake.

Figure 9 shows the interactions of image contex-
tualization with other components of the human
FC pipeline. We identify two components at the
input of image contextualization. (1) Assessing
check-worthiness saves computational resources
by filtering out content that is unlikely to be vi-
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Figure 10: Contextualization with keyword search.

sual misinformation. (2) Detecting manipulations
informs whether any edits need to be removed to
obtain the original image. For the output, we iden-
tify four components covered in Section 1. In this
work, we integrate manipulation detection in our
automated baseline, while other tasks at the input
and output are expected to be performed by human
fact-checkers. Integrating image contextualization
with other automated FC tasks is an interesting
direction for future work.

B Image contextualization with keyword
search

It can happen that RIS engines do not return
any results for a given image. In those cases,
human fact-checkers use other methods to retrieve
evidence, including keyword search. We provide
two examples in Figure 10, corresponding to the
2" and 4™ images of Figure 5.

Left image: The image contains visual cues,
namely, a military convoy, a semi-arid landscape,
and mountain chains in the background. Assuming
sufficient world knowledge, we know that this
landscape is characteristic of the Horn of Africa,
and the main recent conflict in the area was the war
in Tigray. Hence, we make the hypothesis that the
image is related to the war in Tigray. We run the
web search query “soldiers convoy war ethiopia
tigray truck”. The 10th result is the same image
hosted on the platform Getty, captioned with all
relevant meta-context.

Right image: the plane is recognizable as a
Boeing F/A-18 Hornet fighter aircraft. Searching
Wikipedia for information, we find that the top
owner of F/A-18 is the US Airforce. We run the
following web search query: “F/A-18 Hornet

(b) Original image

(c) Fake image

Figure 11: A manipulated image with edited television
background (a) and the original version (b). A digital
artwork of a giant skeleton (c).

fight aircraft united states”, and retrieve the
target image among the first results on a web-
page that contains all the meta-context information.

C Contextualization of manipulated and
fake images

We provide examples of manipulated and fake
images in Figure 11. The manipulated image
(a) claimed that footballer Cristiano Ronaldo was
showing support for the Argentine football team.®
By collecting RIS results, it was first observed that
the image had been manipulated (b). Additional
meta-context elements informed the fact-checkers
that the image was taken prior in time, when the
footballer showed support for the Portugal team
and originated from his official social media ac-
count. Image (c) claimed to show the discovery of
giant human skeletons. ° By searching the Source
and Motivation pillars, it was discovered that an
artist created the image for a digital artwork com-
petition.

D Automated annotations prompt

Figure 12 shows the instructions given to GPT4
to extract the 5 Pillars answers from FC articles.
The prompt was improved iteratively over batches
of 10 articles until a satisfactory performance was
achieved. The prompt instructs GPT4 to create a
JSON file containing various fields. If the infor-
mation is unavailable, the standard answer should
8factly.in/this-post-shares-an-edited-image-to-claim-that-
cristiano-ronaldo-is-supporting-argentina

*factly.in/a-digitally-created-artwork-falsely-shared-as-a-
real-picture-of-a-giant-human-skeleton
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Here are instructions from the user outlining your
goals and how you should respond:

Fact Parser specializes in creating structured JSON
reports for analyzing viral images, focusing on
detailed fact-checking. The JSON report includes
the following key entries: "URL", 'claim",
"publication date", "verdict", "was the photo used
before?", "claimed location" (physical place), "real
location" (physical place), "claimed date", "real
date", "claimant" (the person making the current
claim about the image), "source" (the original
author of the image, do not invent if not
specified),"claimant motivation" (the reason behind
the claimant's use or portrayal of the image),
"motivation" (why the original author captured the
image), "type of image" (True, Out-of-Context,
Fake, Manipulated), and "verification strategy".
When specific details are not available in a fact-
checking article, Fact Parser will note "Not Enough
Information" for that entry. Responses are
presented in a formal, technical style, ensuring
accuracy and clarity.

Figure 12: Prompt for GPT4 annotations of FC articles.

"URL": "htfy
"claim": "] I
"publication date': "2021-08-17 00:55+00:00 ",
"verdict": 1

""was the photo used before? ":

"claimed location": "} )

""real location"':
"claimed date': "2( A
"'real date":
"claimant": "

""source'":

""claimant motivation"': att 3 1 the In s

""motivation"’: locum irf )S Of A
cuation it

""type of image'": "Out-of t",

"verification strategy"':

Figure 13: Example of GPT4 annotations.

be “Not enough information”. Figure 13 reports
the output for the image of Figure 1. The claimed
location, claimed date, claimant, and claimant mo-
tivation fields are requested to make sure that GPT4
clearly distinguishes the claimed context of the im-
age from its original meta-context. The verification
strategy was initially extracted by querying GPT4.
Later, it was replaced by a keyword matching over
the original article. GPT4 sometimes extracts a list
of strings, for example, when an image is compos-
ite. In those cases, we merge the list items into a
string. The data labeling was performed using the
Azure OpenAl service with API version 2023-10-
01-preview. The content filter was turned off to
allow GPT4 to label FC articles that discuss con-
flicts and other events that involve violence.

source

g 64.79
=)
=
2
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2
a
2
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S
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provenance source date location

Figure 14: Co-occurrence of 5 Pillars answers in the
dataset (%).
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Figure 15: Time evolution of the type of misinformation
in the dataset.

E Co-occurrence of 5 pillar answers

Figure 14 shows the percentage of images for
which two pillars are answered together. The per-
centages are coherent with the total occurrence
of each pillar in the dataset. For example, the
Date-Source is higher than the Date-Location co-
occurrence because there are more images with
Source answers than images with Location answers.
No specific over- or under-representation of a pair
is observed.

F Type of misinformation over time

Figure 15 displays the type of images verified by
the FC organizations over time. Despite the rise
of generative Al technologies, Fake images still
represent a stable and low share of the verified
content. Out-of-context consistently remains the
most popular type of visual misinformation. The
peak in out-of-context images in the summer of
2022 corresponds to the Kenyan general elections
and the end of the conflict in Tigray.
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Figure 16: The distribution of real dates over time for images with a given claimed date, in years. The orange bar
indicates images for which the claimed date matches the real date.

G Source analysis

We investigate the distribution of the Source pil-
lar across platforms and organizations. We group
the sources into main categories using regular ex-
pressions. Table 4 reports the 10 most frequent
sources in SPils. At least 12.95% of the images
were first published by social media users. Inter-
estingly, more than 10% of the images originally
come from news agencies, more than 5% from
image-sharing platforms, and many more from var-
ious local newspapers and private web pages. This
diversity tends to reveal that many, if not any, im-
ages related to news events can be repurposed for
misinformation.

H Temporal analysis

We study the distribution of the real image dates
for a given claimed date. We report the distribu-
tions for images claimed to be from 2020, 2021,
2022, and 2023 in Figure 16. Most real dates are
concentrated in the 3 to 4 years that include and
precede the claimed date. A downward trend is
then observed going back in time. This tells us that
visual misinformation is often based on recent im-
ages. This information could be used as a heuristic
to guide the prediction of the Date pillar.

I Spatial analysis

We look deeper into the Location pillar and investi-
gate whether there are any noticeable geographic

Source Frequency
Twitter user 5.73
Facebook user 5.73
Getty Images 5.57
Reuters 4.55
AP 2.51
BBC 1.57
Instagram 1.49
AFP 1.18
ANI 1.10
EPA 0.71

Table 4: Most frequent sources in 5Pils (%).

patterns in the way images from one location are
used in a claim about another location. Using Nom-
inatim,!? we obtain coordinates for most of the
claimed and real locations of the images in the
dataset. Figures 17 show the spatial distribution
of all images that could be mapped to Nominatim
coordinates. Large dots at the geographic center of
a country indicate that the location is the country
itself. The dataset covers a large diversity of real
locations. East Africa and South Asia are predom-
inant. This is expected because the FC organiza-
tions from which we collected the data are located
in India, Kenya, and South Sudan. Despite that,
Europe, North America, and other parts of Africa
get important coverage, too. Interestingly some

ge0py.readthedocs.io
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Figure 17: Claimed and real locations of 5Pils images. The size of the circle is proportional to the number of
images with these coordinates.

Labels
B real
[ claimed

Figure 18: Claimed and real locations of images with the conflict in Tigray as claimed context. The size of the
circle is proportional to the number of images with these coordinates.
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Source Date Location Motivation
k  Rougel. Meteor EM A Rougel. Meteor HLA coA Rougel. Meteor BertS
1 65102 42402 214106 427402 273402 20.0402 33.0+06 399404 62104 32404 687102
3 45102 24402 41103 429107 28.7+03 209403 337104 4054105 6.7103 34103 684101
5 53102 33402 24403 427402 289109 21.6109 35.6103 42.6102 6.6406 33106 684105
10 59405 39105 4.6:03 42.1407 26.1104 19.6404 31.6+03 388403 77+00 37100 6954100

Table 5: Multimodal zero-shot Llava results on the validation set for different values of &, the number of text
evidence provided in the prompt (%). Reported results are averages over 3 iterations with standard deviations. The

best scores are marked in bold.

Demonstration 1

You are given online articles that used a certain image. Your task is to
answer a question about the image.

Evidence 1 [Text]
L]

Question : [...]
Answer : [...]
Demonstration 2

You are given an image and online articles that used that image. Your task
is to answer a question about the image using the image and the articles.

Evidence 1 [Text]
[..]

Question : [...]

Answer :

Figure 19: Few-shot prompt template for GPT4 with
multimodal input.

countries have few or no claims about them, but
their images are nevertheless frequently used out-
of-context. This includes China, Syria, Iraq, and
Spain. In a second analysis, we study the disper-
sion of real locations. To do this, we looked at one
specific world event where the claimed locations
are concentrated in a limited geographic area. We
plotted all verified images claiming to be associ-
ated with the war in Tigray, a conflict between 2020
and 2022 in the Tigray region of Ethiopia, close
to Eritrea. The resulting map is shown in Figure
18. While the claimed locations are concentrated
in Northern Ethiopia and Eritrea, as expected, only
a part of the real locations are located there, too,
while the rest is spread out over the globe. Im-
ages can be found as far away as the United States.
Those are mainly images of drones and aircraft
training exercises. This large geographical disper-
sion illustrates the challenge and importance of
predicting the Location pillar.

J Few-shot prompt template

Figure 19 shows the few-shot prompt template pro-
vided to GPT4 for multimodal answer generation.
Demonstration and evidence are numbered. The
zero-shot prompt follows the same structure, ex-

cept that the demonstrations are removed. Different
instructions are provided when the input modality
is the image (‘““You are given an image. Your task
is to answer a question about the image.”) or the
text evidence (““You are given online articles that
used a certain image. Your task is to answer a ques-
tion about the image.”). Adjustments are made to
the prompts for Llama2 and Llava to include the
special tokens expected by those LLMs. For Llava,
every prompt starts with “USER: ” and “Answer: ”
at the end of the GPT4 prompt is replaced by “AS-
SISTANT: . For Llama2, every prompt starts with
“<s>[INST] «SYS» You are given [...] Your task
is to answer a question about the image. «/SYS»”,
and ends with “[/INST]”.

K Implementation details

Manipulation detection The ViT model is
fine-tuned for 10 epochs on the train set with a
learning rate of 2e-4.'! It achieves an F1 score of
51% on the validation set, and 40% on the test set.
Evidence retrieval We set the maximum number
of URLs to return by the Google RIS engine to 50.
We scrape the following fields of the web-pages
using Trafilatura: the ftitle, description, author,
hostname, sitename, and publication date. We
also retrieve the image and its caption if available
using a custom script. In total, we retrieved and
scraped 2284 web-pages for the test set. 64.1% of
the evidence is written in English.

Evidence ranking Embeddings are computed with
a pre-trained multilingual CLIP model (Radford
et al., 2021; Carlsson et al., 2022).12 Due to budget
constraints regarding the use of GPT4, we fixed
the maximum number of evidence to use in the
prompt k£ to 3. We report in Table 5 the results
obtained on the validation set for different values
of k with zero-shot multimodal Llava. The results
suggest that increasing k£ does not always improve
the performance, as shown by the Location scores

Mhuggingface.co/google/vit-base-patch16-224
Zhuggingface.co/M-CLIP/XLM-Roberta-Large-Vit-L-14
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Figure 20: Qualitative analysis of zero-shot multimodal
Llava answers (%).

that decline when k increases from 5 to 10. We
conclude that better performance can be obtained
by optimizing & for each pillar separately.
Answer generation Demonstrations are selected
with a nearest neighbor strategy (Liu et al., 2022).
Given an image from the test set, we compute the
similarity with images in the train set using CLIP
and select the N nearest neighbors as demonstra-
tions. For all LLMs, we set the temperature to 0.2
to allow some diversity while remaining close to
a deterministic output. Experiments with Llama2
(meta-llama/Llama-2-7b-chat-hf) and Llava
(llava-hf/llava-1.5-7b-hf) are run on a single A100
GPU. For GPT4 (gpt-4-1106-vision-preview), we
conduct our experiments through the Azure Ope-
nAl service with API version 2023-10-01-preview.
The following questions are used as part of the
prompts: “Who is the source/author of the image?
Answer with one or more person or entities in a
few words.” for Source, “When was the image
taken? Answer with one or more dates in a few
words.” for Date, “Where was the image taken?
Answer with one or more locations in a few words.”
for Location, “Why was the image taken? Answer
in a few words.” for Motivation.

L Qualitative analysis of multimodal
zero-shot Llava

Figure 20 reports the results of the qualitative anal-
ysis of multimodal zero-shot Llava for a random
sample of 100 test images. Llava makes less correct
predictions than GPT4, 13.6% against 20.4%, but
more partially correct predictions, 18.6% against
11.6%. There are two major differences with GPT4.
Firstly, there is no content filter in place. Sec-
ondly, Llava does not often abstain from answering.
Hence, more errors are due to wrong answers based
on text and image content than with GPT4.

M Qualitative analysis per pillar

We break down the qualitative analysis of zero-shot
multimodal GPT4 and Llava per pillar in Figures
21 and 22, respectively. With GPT4, Location and
Motivation follow similar distributions, containing
most (partially) correct answers. They also concen-
trate all wrong answers based on the image content.
Unlike Location, an answer is almost always pro-
vided for Motivation. For Source, GPT4 tends to
provide incorrect answers based on incorrect text
evidence. Comparatively, it refrains more often
from answering for Date, even when the image and
the text evidence provide cues about the correct
time period.

In the absence of relevant text evidence, GPT4 pro-
vides an answer based on the image content for
Location more often than for Date. This is counter-
intuitive, as one would expect the visual content to
provide some cues for the Location of the image,
of course, but also for its Date, for example, by
recognizing celebrities or identifying the conflict
or event depicted based on flags and clothes. This
apparently weaker temporal knowledge of GPT4,
compared to its geographical knowledge, deserves
further investigation in future work.

Llava does not often abstain, resulting in a higher
number of wrong answers based on text and im-
age content, compared to GPT4. Many answers
for Date, Location, and Motivation are partially
correct, as they do not match the level of detail
expected by the task. For example, only the year or
country is provided, while the ground truth is more
specific. This issue is partially corrected by adding
demonstrations, as reflected in Table 1.

N Results by geographic area

Table 6 decomposes the results obtained with multi-
modal zero-shot GPT4 by geographic area. We use
the GeoNames hierarchy derived from the Location
pillar to assign, when available, each image to its
respective area. As shown in Figure 17, Asia and
Africa are well represented in 5Pils, while only a
few instances have Location labels in South Amer-
ica and Oceania. The results in Table 6 reveal
moderate differences between geographic areas in
terms of average performance. One outlier is the
Location prediction task for Oceania and South
America, where the performances are lower than
other areas by a large extent. For Date and Motiva-
tion prediction, the standard deviations are much
higher in under-represented regions.
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Source Date Location Motivation

40
Category
30 Correct answer
qc)o Partially correct answer
g No answer with evidence available
8 20 No answer with no evidence available
o) Wrong answer based on text
=9} .
10 ‘Wrong answer based on image
Content filtering error
l B Predict misinformation
Figure 21: Qualitative analysis per pillar of multimodal zero-shot GPT4 answers (%).
Source Date Location Motivation
50
Category
40 Correct answer
qc)o Partially correct answer
g 30 No answer with evidence available
8 No answer with no evidence available
T 20 Wrong answer based on text
A~ ‘Wrong answer based on image
10 Content filtering error
B Predict misinformation
Figure 22: Qualitative analysis per pillar of multimodal zero-shot Llava answers (%).
Source Date Location Motivation
Area Rougel. Meteor EM A Rougel. Meteor HLA coA Rougel. Meteor  BertS
Africa 3.8i0_5 3.3i0_4 7.510_0 23‘3i0,7 28-9i1.7 28.2i1_4 32~4i1.8 36.8i2_0 19~3i0.3 15.0i0.2 62‘0i0.1
Asia 50113 44411 80106 229410 292404 277102 309103 36.5104 19.1403 163413 642490
Europe 57414 51414 72413 216422 258415 249413 24.6424 309430 20.6422 17.5422 68.1i57
North America 6.1j:1./1 5.1j:1_2 7.63:1_3 21-5i2.5 32.13:1_5 30-1i2.0 30.83:2_5 32~7i2.9 2]~3i2.3 18512.6 69.43:5_5
Oceania 58+14 47414 61132 172489 20400 55100 186100 262400 20.1433 172436 693455

South America 4.8i2_5 3-9i2.2 5~1i3.7 14-7i9,9 14-3i0.0 14-5i0.0 24.8i0_0 18.6i0_0 21-1i3.7 16‘7i3>3 66.7i7_7

Table 6: Multimodal zero-shot GPT4 results on the test set distributed by geographic area (%). Reported results are
averages over 3 iterations with standard deviations.
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