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Abstract

We study the presence of heteronormative bi-
ases and prejudice against interracial romantic
relationships in large language models by per-
forming controlled name-replacement experi-
ments for the task of relationship prediction.
We show that models are less likely to pre-
dict romantic relationships for (a) same-gender
character pairs than different-gender pairs; and
(b) intra/inter-racial character pairs involving
Asian names as compared to Black, Hispanic,
or White names. We examine the contextual-
ized embeddings of first names and find that
gender for Asian names is less discernible than
non-Asian names. We discuss the social impli-
cations of our findings, underlining the need
to prioritize the development of inclusive and
equitable technology.

1 Introduction

Identifying romantic relationships from a given
dialogue presents a challenging task in natural lan-
guage understanding (Jia et al., 2021; Tigunova
et al., 2021). The perceived gender, race, or eth-
nicity of the speakers, often inferred from their
names, may inadvertently lead a model to predict
a relationship type that conforms to conventional
societal views. We hypothesize that, when predict-
ing romantic relationships, models may mirror het-
eronormative biases (Pollitt et al., 2021; Véasquez
et al., 2022) and prejudice against interracial ro-
mantic relationships (Lewandowski and Jackson,
2001; Miller et al., 2004) present in humans and
society. Heteronormative biases assume and favor
traditional gender roles, heterosexual relationships,
and nuclear families, often marginalizing other gen-
der expressions, sexuality, and family dynamics. In
the US, legal protections for interracial and gay
marriages were not achieved nationwide until 1967
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[NameA]: Sorry honey, it just didn't work out.

[NameA] = Zoltan
[NameB]: What d'you mean it didn't work out?! [NameB] = Margarete
[NameA]: They started cryin', then they were all over me... & Lovers
[NameB]: Course they cried! Babies cry! Input \,@‘3\ - (Romantic)

[NameA]: | know that now! Come on honey, we better
leave -
[NameB]: You go right back up there and get me a

toddler! | need a baby, [NameA]; they got more'n they can A "
handle! Input s%, Siblings (Non-
Original gender: [NameA]: Male, [NameB]: Female | ’[NameA] = Kristi

Relationship: Spouse (Romantic) [NameB] = Margarete

—_—

Figure 1: Sample conversation from DDRel (Jia
et al.,, 2021) dataset and relationships predicted by
Llama2-7B when characters are replaced by names with
different-gender and same-gender. LL.M tends to pre-
dict differently despite the same conversation.

and 2015, respectively. These relationships con-
tinue to face prejudice and discrimination in the
present days (Buist, 2019; Knauer, 2020; Zambelli,
2023; Pittman et al., 2024; Daniel, 2024).

In this paper, we consider the task of predict-
ing romantic relationships from dialogues in movie
scripts to study whether LLMs make such predic-
tions based on the demographic attributes associ-
ated with a pair of character names, in ways that re-
flect heteronormative biases and prejudice against
interracial romantic relationships. For instance,
Figure 1 shows a conversation between a female
and a male spouse pair, for which Llama2-7B pre-
dicts a romantic relationship when the names in the
conversation are replaced with a pair of different-
gender names, but predicts a non-romantic relation-
ship when replaced by same-gender names.

Ideally, name-replacement should not signifi-
cantly alter the predictions of a fair and robust
model, as the utterance content plays a more sub-
stantial role in language understanding, despite the
potential interdependence between utterances and
original names. Different predictions suggest that
a model may be prone to overlooking romantic re-
lationships that diverge from societal norms, thus
raising ethical concerns. Such behavior would indi-
cate that language models inadequately represent
certain societal groups (Blodgett et al., 2020), po-
tentially exacerbating stigma surrounding relation-
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ships (Rosenthal and Starks, 2015; Reczek, 2020)
and sidelining underrepresented groups (Nozza
et al., 2022; Felkner et al., 2023).

Through controlled character name-replacement
experiments, we find that relationships between
(a) same-gender character pairs; and (b) intra/inter-
racial character pairs involving Asian names are
less likely to be predicted as romantic. These find-
ings reveal how some LLMs may stereotypically
interpret interactions between people, potentially
reducing the recognition of non-mainstream rela-
tionship types. While prior work studies gender
and racial biases by identifying stereotypical at-
tributes of individuals (Cao et al., 2022; Cheng
etal., 2023; An et al., 2023), this paper investigates
the role of gender and race in LLMs’ inferences
about relationships between two individuals using
a relationship prediction dataset (Jia et al., 2021).

2 Experimental Setup

We define the following task. Given a conver-
sation C' which consists of a sequence of turns
((S1,u1), (S2,u2),. .., (Sh, uy)) between charac-
ters A and B, where S; € {S4,Sp} indicates
that the speaker of an utterance (u;, ¢ € {1 : n})
is either A or B, the task is to identify the rela-
tionship represented as a categorical label from a
pre-defined set. We carry out controlled name-
replacement experiments by prompting LLMs
(zero-shot) to predict the relationship type between
A and B given C.

Models We study Llama?2 ({7B, 13B}-chat) (Tou-
vron et al., 2023) with its official implementation,1
and Mistral-7B-Instruct (Jiang et al., 2023) using
its huggingface implementation. Hyperparameters
are specified in §A.

Dataset We use the test set of DDRel (Jia et al.,
2021) which consists of movie scripts from IMSDb,
with annotations for relationship labels between the
characters according to 13 pre-defined types (Ta-
ble 3 in appendix). We consider Lovers, Spouse,
or Courtship predictions as romantic and the rest
as non-romantic. For our experiments, we use 327
instances of the test set in which characters origi-
nally have different genders (manually annotated)
because the test set has no dialogues between same-
gender characters with the romantic label. We dis-
cuss the limitations of this study due to data source
representation issues at the end of this paper.

"https://github.com/facebookresearch/llama

Prompt Selection As LLMs are sensitive to
prompts (Min et al., 2022), we experimented with
several prompt formulations on the original data
(test set) for accuracy, and selected the prompt (see
Figure 4 in appendix) resulting in the highest ac-
curacy which was closest to scores reported by
others (Jia et al., 2021; Ou et al., 2024). We note
that our prompt selection is done prior to running
the name-replacement experiments.

Evaluation We compare the average recall of
predicting romantic relationships across different
gender assignments and races/ethnicities. We study
recall as we hypothesize heteronormative and in-
terracial relationship biases would manifest as low
(romantic) recall for same-gender and interracial
groups. For completeness, we also report the mean
precision, F1, and accuracy scores in §D.

2.1 Studying the Influence of Gender Pairings

We ask whether the models are equally likely to
recognize romantic relationships for character pairs
of varying gender assignments and if this behavior
is the same across different races. We hypothesize
that models are prone to heteronormative bias and
are more likely to predict romantic relationships
for contrastive gender assignments. To test this,
we collect 30 names per race,” dividing them into
10 non-linearly segmented bins that cover gender-
neutral names (shown in Figure 2) based on the
percentage of population that has been assigned as
female at birth. Detailed name inclusion criteria
and data sources are elaborated in §C.1. We replace
the original name-pair in each conversation with
all pairs of distinct names per race.

As dialogues may reveal gender identities (e.g.,
“sir”, “ma’am”, “father”, etc.), we manually identify
a subset (271 instances) where such explicit cues
are absent (to the best of our judgement) to mini-
mize gender information leakage and avoid explicit
gender inconsistency between the dialogue and the
gender associated with the replaced name. In these
dialogues, gendered pronouns typically refer to a
third person who is not part of the conversation. As
a result, they do not reveal the speakers’ gender
identity. However, pronouns can indicate the sex-
ual orientation of a speaker (e.g., “Betty: You do
love him, don’t you?”). Such cues, along with other
implicit cues about gender identity that are harder
to detect, may confound our analysis. However, our

“Except for Hispanic wherein we did not get any names in
5 — 10% bin and only 1 name in 25 — 50% bin.
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Figure 2: Recall of predicting romantic relationships from Llama2-7B for subset of the dataset where characters
originally have different genders. Horizontal and vertical axes denote % female of the name replacing an originally
female and male character name from the dialogue. The upper-triangle (lower-triangle) shows the scores when
names are replaced preserving (swapping) the genders of characters’ names as-is in the original conversation. We
consider the names with lesser % female as male names for determining gender preservation for name-replacement.

findings as discussed in §3 reveal that implicit cues
are not a major confounding factor. We discuss this
aspect further in the Limitations section.

2.2 Studying Intra/Inter-Racial Pairings

We examine whether the models exhibit preju-
dice against interracial romantic relationships when
making predictions. We collect another set of
80 first names that are both strongly race- and
gender-indicative, evenly distributed among four
races/ethnicities and two genders (details described
in §C.2). We perform pairwise name-replacements
using these 80 names for the 327 test samples to an-
alyze the relationship predictions among different
intra/inter-racial name pairs.

We defer details related to full prompt used and
model output parsing to §A.

3 Findings

Same-gender relationships are less likely to be
predicted as romantic than different-gender
ones. We observe a significant variation in recall
of romantic relationship predictions from Llama2-
7B (see Figure 2) for name-replacements involving
different (top-right, and bottom-left)- versus same-
gender pairs. This reveals that the model conser-
vatively predicts romantic relationships when both
the characters have names associated with the same
gender (top-left — both male; bottom-right — both
female). However, the precision across all races
ranges between 0.78 — 0.84 (see Figure 5 in ap-
pendix). Such (relatively) low difference indicates
that, while the model makes precise romantic pre-
dictions across all gender assignments and races,
romantic predictions are more likely for contrastive
gender assignments. Higher recall (Figure 2) for
both female (bottom-right) replacements than both

male (top-left) across all races indicates a poten-
tial stronger heteronormative bias against both
male than both female pairs. This could poten-
tially be an effect of associating female names with
romantic relationships as indicated by higher recall
for female-neutral than male-neutral pairs. To test
this hypothesis, we substitute one speaker’s name
with a male, female or neutral name while keeping
the other anonymized (substituting with “X’’). We
find that name pairs containing one female name
tend to have higher recall than those containing one
male name (Table 4 in appendix). This could either
be due to a stronger association of female names
with romantic relationships in general, or stronger
heteronormative bias against male-male romantic
relationships if models are (effectively) marginaliz-
ing probabilities over the anonymous character. A
possible explanation for the former is that women
tend to be portrayed only as objects of romance
in fictional works, e.g., as popularly evidenced by
the failure of many movies to pass the Bechdel
test (Agarwal et al., 2015).

The smaller gap in the recall between both
female (bottom-right) name-replacements and
different-gender (top-right and bottom-left) ones
for Asian and Hispanic as compared to White and
Black may result from model’s inability to discern
gender from Asian and Hispanic names as accu-
rately as for White and Black names. Figures 6
and 7 (appendix) show similar trends for Llama2-
13B and Mistral-7B, respectively.

The unnaturalness of movie scripts with name
and gender substitutions could, in theory, pro-
vide an alternative explanation for the observed
biases, but the evidence shows this is not the
cause. As female characters may speak differ-
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Male Race

Figure 3: Recall of predicting romantic relationships
from Llama2-7B for subset of the dataset where charac-
ters have different genders and are replaced with names
associated with different races/ethnicities.

ently from male characters, our name-replacements
can introduce statistical inconsistency between the
gender associated with a character name and the
style or content of the lines they speak, potentially
confounding our observations. However, compa-
rable recall between name-replacements that pre-
serve the gender (upper-triangle; specifically top-
right) associated with the original speakers and
the swapped variants (lower-triangle; specifically
bottom-left) in Figure 2, indicates that swapping
both characters’ genders has minimal impact on
model’s performance in the conversations we used.
Hence, we conclude the potential inconsistency be-
tween gender and linguistic content is not a major
confounding factor.

Character pairs involving Asian names have
lower romantic recall; however, we do not
find strong evidence against interracial pairings.
While Llama2-7B has similar precision of predict-
ing a romantic relationship across all racial pairs
(0.80 — 0.82, shown in Figure 8 in appendix), Fig-
ure 3 shows name pairs involving at least one Asian
name have significantly lower recall. Noticeably,
the recall is the lowest (0.68) when both charac-
ter names are associated with Asian. Although
there are variations in recall values among different
racial setups, we do not observe disparate differ-
ences between interracial and intraracial name pairs
for non-Asian names. Results for Llama2-13B and
Mistral-7B, shown respectively in Figure 9 and 10
in the appendix, demonstrate a similar trend that
Asian names lead to substantially lower recall val-
ues. Such systematically worse performance on
Asian names potentially perpetuates known algo-
rithmic biases (Chander, 2016; Akter et al., 2021;
Papakyriakopoulos and Mboya, 2023).

Race/Ethnicity ‘ Asian Black

53.3+12.7
54.240.0

97.6+1.9
50.6+0.2

Hispanic White
96.4+2.9 80.5+13.0 99.9+0.2
54240.0 542400 53.9+0.3

70.5+6.3 89.5+4.1 94.243.8
50.6+04 50.9+04  50.940.3

Logistic regression

Gender Majority baseline

Logistic regression

Race Majority baseline

Table 1: Logistic regression classification accuracy (%)
of predicting the demographic attributes associated with
a name from Llama2-7B contextualized embeddings.

4 Analysis and Discussion

We perform additional experiments to understand
the observed model behavior.

Why does a model tend to predict fewer roman-
tic relationships for racial pairings that involve
Asian names? Although we select names for
each race that have strong real-world statistical as-
sociations with one gender, we hypothesize that low
recall on pairs with one or more Asian names may
be due to model’s inability to discern gender from
Asian names. To test this hypothesis, we retrieve
the contextualized embeddings from Llama2-7B
for each first name (collected in §2.2) occurrence
in 15 romantic and 15 non-romantic random dia-
logues. We obtain 209, 800 embeddings, which are
used to train logistic regression models that classify
the gender or race associated with a name (details
in §A). As we compare the average classification
accuracy (across 5 different train-test splits) against
a majority baseline, we observe, in Table 1, that
gender could be effectively predicted for non-Asian
name embeddings, and the embeddings are distin-
guishable by race for all races/ethnicities in a One-
vs-All setting. However, Asian name embeddings
encode minimal gender information, decreasing the
likelihood of a model leveraging the inferred gen-
der identity when making relationship predictions
that reflect heteronormative biases.

Does gender association have a stronger influ-
ence on model’s prediction than race/ethnicity?
We hypothesize that models’ tendency to asso-
ciate gender with names influences their relation-
ship predictions. To test this, we substitute names
with generic placeholders (“X” and “Y”) to get
a baseline where a model has no access to char-
acter names (more details in §B). After name-
replacements, any deviation from these results (Ta-
ble 2) would indicate that a model exploits the
implicit information from first names. In Fig-
ure 2, multiple settings have recall values that
significantly differ from those in the anonymized
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Model Precision Recall F1 Accuracy
Gender Pairings

Llama2-7B 0.7978  0.6887 0.7392 0.6125

Llama2-13B | 0.8649  0.3019 0.4476 0.4170

Mistral-7B 0.8269  0.2028 0.3258 0.3432
Racial Pairings

Llama2-7B 0.8063  0.7131 0.7569 0.6422

Llama2-13B | 0.8696  0.3287 0.4665 0.4404

Mistral-7B 0.8406  0.2311 0.3625 0.3761

Table 2: Evaluation scores for anonymous name-
replacements (character replaced with “X” or “Y”’) for
different models under study. These results depict the
model’s performance solely based on the context.

setting (0.6887). This disparity suggests name-
replacements introduce gender information that
significantly influences the model behavior. Such
trends are less prominent for Asian names due to
the model’s apparent inability to distinguish gender
information in Asian names (Table 1). By contrast,
racial information encoded in first names exerts a
lesser impact. Non-Asian heterosexual intra/inter-
racial pairs give rise to similar recall in Figure 3.
We thus do not observe strong prejudice against
interracial romantic relationships here.

5 Social Implications

It has been a prolonged and arduous struggle to
recognize and accept gay marriages in the US (An-
dersen, 2016; Duberman, 2019). Legal recogni-
tion of these relationships remains a challenge
in many other countries (Lee and Ostergard Jr,
2017; Chia, 2019; Ramdas, 2021). Even within
the US, LGBTQIA+ people still encounter discrim-
ination (Buist, 2019; Knauer, 2020; Naylor, 2020).

We believe heteronormative biases we have ob-
served could impact various downstream LLM use
cases, potentially causing both representational and
allocational harms (Blodgett et al., 2020). For ex-
ample, when LLMs are used for story generation
based on social media posts as the premise (Te
et al., 2018; Li et al., 2024a), the life events of
members of the LGBTQIA+ community may be
overlooked or misrepresented. If LLMs struggle to
recognize same-gender romantic relationships, they
may further marginalize the LGBTQIA+ commu-
nity by diminishing their social visibility and rep-
resentation. In addition, such model behavior may
result in uneven allocation of resources or opportu-
nities. Consider an online advertising system that

promotes low-interest home loans for married cou-
ples based on social media interactions. A model
unable to identify same-gender marriages would
exclude these couples from the promotion. There-
fore, building inclusive technology that respects
minority rights is essential.

6 Related Work

Prior works (Wang et al., 2022; Jeoung et al., 2023;
Sandoval et al., 2023; Wan et al., 2023; An et al.,
2023, 2024; Nghiem et al., 2024) show that lan-
guage models often treat first names differently,
even with controlled input contexts, due to factors
like frequency and demographic attributes associ-
ated with names (Maudslay et al., 2019; Shwartz
etal., 2020; Wolfe and Caliskan, 2021; Czarnowska
et al., 2021; An and Rudinger, 2023). Our work
uses models’ interpretations of gender associated
with first names to reveal heteronormative biases
in some LLMs.

Further, NLP systems often fail in interpreting
various social factors (e.g., social norms, cultures,
and relations) of language (Hovy and Yang, 2021).
One such factor of interest is the representation
of social relationships in these systems, including
power dynamics (Prabhakaran et al., 2012), friend-
ship (Krishnan and Eisenstein, 2015), and romantic
relationships (Seraj et al., 2021). Recently, Stewart
and Mihalcea (2024) show failure of popular ma-
chine translation systems in translating sentences
concerning relationships between nouns of same-
gender. Leveraging the task of relationship predic-
tion and using an existing dataset (Jia et al., 2021),
our work contributes to the assessment of social
relationship-related biases in LLMs arising from
gender and race associations with first names.

7 Conclusion

Through controlled name-replacement experi-
ments, we find that LLMs predict romantic rela-
tionships between characters based on the demo-
graphic identities associated with their first names.
Specifically, relationship predictions between same-
gender and intra/inter-racial character pairs involv-
ing Asian names are less likely to be romantic.
Our analysis of contextualized name embeddings
sheds light on the cause of our findings. We also
highlight the social implications of this potentially
harmful model behavior for the LGBTQIA+ com-
munity. We urge advocates to build technology that
respects the rights of marginalized social groups.
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Limitations

Prompt sensitivity and in-context learning.
LLMs are sensitive to prompt formats (Min et al.,
2022; Li et al., 2024b) therefore the accuracy of pre-
dictions may vary within or across models. While
we had experimented with several prompts before
converging to the one we use (gave the best predic-
tion accuracy on the original dataset as well as close
to that reported in Jia et al. (2021)), future work
may investigate the impact of different prompt for-
mulations and if in-context learning can help in
reducing the influence of biases on the downstream
tasks.

Inadequate coverage of names associated with
different identities. We recognize that our paper
has limitations regarding the number of races and
genders studied. This is due to the unavailability of
data sources to compile a sufficiently large number
of names strongly associated with a wide range of
underrepresented races and gender identities.

Linguistic usage might be significantly different
in same-gender romantic relationships. The
test set we have utilized (Jia et al., 2021) does
not contain dialogues between same-gender char-
acter pairs in romantic relationships. As a con-
sequence, we lack conversations that effectively
depict interactions between same-gender partners.
We acknowledge this limitation in our data source.
However, in cases where same-gender partners ex-
hibit behavior similar to different-gender couples,
our results indicate that LLMs tend to demonstrate
heteronormative biases in the intersection of these
interaction styles.

Conversations might contain implicit gender-
revealing cues. While we ensure consistency be-
tween gender associated with an utterance (based
on how a male speaks vs a female) and the gen-
der associated with a name by only consider-
ing the conversations that do not have explicit
gender-revealing cues as described in §2.1, we ac-
knowledge the possibility of the presence of im-
plicit gender-revealing cues which is harder to
detect. However, we believe that our findings
stand valid even if the implicit cues are present
as demonstrated by comparable recall between
name-replacements that preserve the gender (upper-
triangle; specifically top-right) associated with the
original speaker and the swapped variants (lower-
triangle; specifically bottom-left) in Figure 2. We

leave further analysis of the nuances with implicit
cues to future work.

Ethical Considerations

Inconsistency between self-identification and de-
mographic attributes associated with a name.
Our categorization of names into subgroups of
race/ethnicity and gender is based on real-world
data as we observe a strong statistical associa-
tion between names and demographic attributes
(race/ethnicity and gender). However, it is cru-
cial to realize that a person with a particular name
may identify themselves differently from the ma-
jority, and we should respect their individual pref-
erences and embrace the differences. We have at-
tempted to accommodate diverse possibilities in
self-identification by incorporating gender-neutral
names into our experimental setup. While there
is still ample room for improvement in address-
ing this issue, we have taken a step forward in
promoting the inclusion of additional forms of self-
identification in ethical NLP research.

Ethical concerns about the task of relation-
ship prediction. Predicting interpersonal rela-
tionships from conversations may require access
to private and sensitive data. If no proper con-
sent from a user is obtained, using personal data
could lead to serious ethical and legal concerns.
Although building systems that identify the rela-
tionship type between speakers could contribute
to the development of Al agents that better under-
stand human interactions, it is crucial to be trans-
parent about what data is collected and how it is
processed in such systems. Even if data privacy is
properly handled when using a model to predict
relationship types, people often exercise caution
when revealing romantic relationships. Therefore,
the deployment of an NLP system to identify such
relationships should be disclosed to users who may
be affected, and any predictions should remain con-
fidential unless the user’s consent is obtained for
public disclosure.
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A Detailed Experimental Setup

We present additional information about our exper-
imental setup.

Models We use recently introduced two popular
language models for testing our hypothesis, namely
Llama (Touvron et al., 2023) (7B, 13B chat), and
Mistral-7B (Jiang et al., 2023). Each model uses
nucleus sampling (Holtzman et al., 2019) with de-
fault parameters, a temperature of 0, and a maxi-
mum generation length of 512. Each experiment
over 327 test instances takes ~ 30mins for Llama2-
7B, ~ 1hr for Llama2-13B, and ~ 25mins for
Mistral-7B. We ran 870 experiments per race (560
for Hispanic) for studying gender bias and 1600
experiments (400 per race-pair) for racial bias.

Computing Evaluation Scores We first com-
pute precision, recall, F1, and accuracy scores for
each name-pair-replacement and report the average
scores for each name-pair bin, and each race-pair
for studying the influence of gender, and race asso-
ciated with names, respectively.

Dataset Statistics Table 3 presents the frequency
of each relationship label along with romantic and
non-romantic categories used for the purpose of
this study, in the test split of DDRel (Jia et al., 2021)
dataset. Out of 327 conversations with different-
gender characters in the dataset, 271 do not contain
explicit gender information.

Prompts We provide the prompt template used
in our experiments in Figure 4.

Parsing Outputs from LLMs We observe incon-
sistencies in the outputs predicted by LLMs despite
clear instructions regarding formatting. We use reg-
ular expressions to extract the JSON outputs and
the predictions from them. We consider invalid
outputs (i.e., non-pre-defined class) from LLMs as
a separate class (invalid) for evaluation purposes
across all experiments.

Logistic Regression for Name Embeddings We
quantitatively study the amount of gender infor-
mation encoded in these embeddings by training a
logistic regression model, separately for each race,
to classify the gender associated with a name, using
embeddings of 70% of names in a race as the train-
ing set and the remaining as the test set. Similarly,
we train a logistic regression model to conduct a
“One-vs-All" classification for each race. We con-
trol the train and test set in the racial setup to have

Relationship Labels Frequency Romantic #Gender Neutral

Lovers 182 v 155
Courtship 15 v 12
Spouse 57 v 46
Siblings 15 X 13
Child-Other Family Elder 13 X 7

Child-Parent 39 X 11

Colleague/Partners 70 X 59
Workplace Superior-Subordinate 48 X 24
Professional Contact 27 X 10
Opponents 20 X 11
Friends 95 X 83
Roommates 21 X 21
Neighbours 8 X 7

Total 610 - 459

Table 3: Frequency of relationship types in the test split
of DDRel dataset (Jia et al., 2021).

a balanced number of positive and negative sam-
ples by down-sampling the instances from other
races (1/3 from each other race). We repeat the
logistic regression training with 5 different random
train-test splits. We set the random state of the lo-
gistic regression model to 0 and maximum iteration
to 1000. In Table 1, we report the average results
across 5 runs with their standard deviation.

B Anonymous Name-replacement
Experiments

We perform two types of anonymous name-
replacement experiments differing in whether both
names are anonymized or only one.

B.1 Both Names Are Anonymized

We substitute names with generic placeholders (“X”
and “Y”) to get a baseline where a model has no
access to character names to test the hypothesis
that models’ tendency to associate gender with the
names influences their relationship predictions.

B.2 One Name Is Anonymized

We substitute one name and keep the other
anonymized to analyze the impact of one charac-
ter’s gender on romantic relationship predictions
independent of the second. We replace one name
with a male, female or a neutral name either pre-
serving or swapping the original gender of the non-
anonymized name while keeping the other name
anonymized. Male, neutral, and female names be-
long to 0 — 25, 25 — 75, and 75 — 100% bins,
respectively. We report the recall scores for ro-
mantic relationship prediction (same/swapped) for
different models in Table 4.
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System Prompt:

Prompt:

given list of relationship types.

{context}

relationship can only be from the provided list.

Output in JSON format:

You are an avid novel reader and a code generator. Please output in JSON format. No preambles.

Your task is to read a conversation between two people and infer the type of relationship between the two people from the

Input: Following is the conversation between {char_a} and {char_b}.

What is the type of the relationship between {char_a} and {char_b} according to the below list of type of relationships: [Child-
Parent, Child-Other Family Elder, Siblings, Spouse, Lovers, Courtship, Friends, Neighbors, Roommates, Workplace Superior -
Subordinate, Colleague/Partners, Opponents, Professional Contact]

Constraint: Please answer in JSON format with the type of relationship and explanation for the inferred relationship. Type of

Figure 4: Prompt template used in our experiments. “{char_a}”, “{char_b}”, and “{context}” are placeholders here
and they are instantiated with character names and dialogues accordingly for model inference.

Model ‘ Race ‘ Male Neutral Female
Asian | 0.6049/0.6128 0.6085/0.6203 0.6663/0.6517
Llama2-7B Black | 0.6069/0.6230 0.6454/0.6392 0.6572/0.6458
Hispanic | 0.6292/0.6284 0.6486/0.6541 0.7093/0.6897
White | 0.6387/0.6372 0.6328/0.6297 0.6887/0.6761
Asian | 0.2991/0.2940 0.2806/0.2798 0.3090/0.3043
Llama2-13B ]‘31ack’ 0.{’)066/0.2854 0.3004./042909 0?004}/0.{’)105
Hispanic | 0.3021/0.2801 0.2956/0.2980 0.3206/0.3190
White | 0.3149/0.2952  0.2924/0.2878 0.3121/0.3121
Asian | 0.1789/0.1694 0.1808/0.1840 0.1895/0.1906
Mistral Black | 0.1855/0.1828 0.1902/0.1871 0.1922/0.1859
Hispanic | 0.1986/0.1955 0.1848/0.1776 0.2048/0.1973
White | 0.1895/0.1836 0.1887/0.1871 0.1942/0.1922

Table 4: Recall scores (same/swapped) for romantic
relationship predictions when one name is anonymous
while another is either a male, neutral, or female name
as per bins marked in Figure 2. The results show that
models are more likely to predict a romantic relationship
when one of the names is a female name.

C First Names

We detail the name selection criteria in our experi-
ments. We also list all first names we have used in
our experiments to study the influence of different
gender and racial/ethnic name pairing.

C.1 First Names Used to Study the Influence
of Gender Pairing

We first collect names that have frequency over 200
and have more than 80% of the population having
that name identify themselves as a particular race
(Asian, Black, Hispanic, and White) from Rosen-
man et al. 2023. Then, we partition these names
into 10 non-linearly segmented bins (shown in Fig-
ure 2) based on the percentage of population that

has been assigned as female at birth using statis-
tics from the Social Security Application dataset
(SSA?). We randomly sample 3 names per bin to-
taling to 30 names per race* for performing the
replacements. We consider names belonging to a
spectrum of female gender associations to ensure
coverage of gender-neutral names.

We list all the names used in this set of experi-
ments. We include the percentage of the population
assigned female gender at birth in parentheses.

Asian Seung (0.00%), Quoc (0.00%), Dat
(0.00%), Nghia (2.30%), Thuan (2.40%), Thien
(2.70%), Hoang (6.40%), Sang (6.60%), Jun
(9.60%), Sung (13.50%), Jie (17.30%), Wei
(21.80%), Hyun (39.00%), Khanh (41.90%),
Wen (44.60%), Hien (51.70%), An (54.80%), Ji
(61.40%), In (80.80%), Diem (88.60%), Quyen
(88.90%), Ling (91.30%), Xiao (91.50%), Ngoc
(92.40%), Su (95.40%), Hanh (95.60%), Vy
(97.00%), Eun (98.30%), Trinh (100.00%), Huong
(100.00%)

Black Deontae (0.00%), Antwon (0.10%),
Javonte (1.00%), Dejon (2.90%), Jamell (3.40%),
Dijon (4.60%), Dashawn (5.80%), Deshon
(6.20%), Pernell (8.30%), Rashawn (10.10%),
Torrance (13.20%), Semaj (22.60%), Demetris
(25.60%), Kamari (33.60%), Amari (42.00%),
Shamari (56.10%), Kenyatta (57.10%), Ivory
(59.30%), Chaka (76.20%), Ashante (89.40%),

3https: //www.ssa.gov/oact/babynames/

*Except for Hispanic wherein we did not get any names in
5 — 10% bin and only 1 name in 25 — 50% bin.
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Unique (89.90%), Kenya (92.20%), Nikia
(93.80%), Akia (94.30%), Kenyetta (95.50%),
Shante (96.40%), Shaunta (97.00%), Laquandra
(100.00%), Lakesia (100.00%), Daija (100.00%)

Hispanic Nestor (0.00%), Fidel (0.00%), Raul
(0.60%), Leonides (2.70%), Yamil (4.50%), Reyes
(10.80%), Cruz (13.10%), Neftali (14.90%),
Noris (38.10%), Nieves (62.40%), Guadalupe
(72.60%), Ivis (75.00%), Monserrate (78.20%),
Ibis (82.60%), Johanny (89.40%), Elba (91.50%),
Matilde (93.40%), Rocio (96.90%), Lucero
(97.30%), Cielo (97.50%), Lucila (100.00%), Zu-
leyka (100.00%), Yaquelin (100.00%)

White Zoltan (0.00%), Leif (0.10%), Jack
(0.40%), Ryder (3.30%), Carmine (3.40%), Haden
(4.10%), Tate (5.30%), Dickie (5.50%), Logan
(7.40%), Parker (17.50%), Sawyer (20.90%), Hay-
den (22.50%), Dakota (29.70%), Britt (38.30%),
Harley (41.70%), Campbell (53.90%), Barrie
(56.10%), Peyton (61.90%), Kelley (88.00%),
Jodie (88.20%), Leigh (88.70%), Clare (90.90%),
Rylee (92.20%), Meredith (94.70%), Baylee
(97.00%), Lacey (97.30%), Ardith (97.70%),
Kristi (99.80%), Galina (100.00%), Margarete
(100.00%)

C.2 First Names Used to Study the Influence
of Intra/Inter-racial Pairing

By referencing Rosenman et al. 2023 and the SSA
dataset again, we collect another set of both race-
and gender-indicative first names with a minimum
frequency of 200, applying a threshold of 90% for
the percentage of the population assigned either fe-
male or male at birth. For race threshold, we set it
to be 90% for Asian, Black, and Hispanic, and 70%
for White. Although we choose a lower threshold
for White to account for the phenomenon of name
Anglicization (Zhao and Biernat, 2019), we still
obtain empirical results that strongly indicate these
names are represented differently from names as-
sociated with other races/ethnicities. In total, we
obtain 80 names that are evenly distributed among
four races/ethnicities and two genders. We replace
name-pairs while preserving the gender associated
with the names in the original dialogue.

Asian Female Thuy, Thu, Huong, Trang, Ngoc,
Hanh, Hang, Xuan, Trinh, Eun

Asian Male Tuan, Hai, Sang, Hoang, Nam, Huy,
Quang, Duc, Trung, Hieu

Black Female Latoya, Ebony, Latasha, Latonya,
Tamika, Kenya, Tameka, Lakeisha, Tanisha, Pre-
cious

Black Male Tyrone, Cedric, Darius, Jermaine,
Demetrius, Malik, Jalen, Roosevelt, Marquis, De-
andre

Hispanic Female Luz, Mayra, Marisol, Maribel,
Alejandra, Yesenia, Migdalia, Xiomara, Mariela,
Yadira

Hispanic Male Luis, Jesus, Lazaro, Osvaldo,
Heriberto, Jairo, Rigoberto, Adalberto, Ezequiel,
Ulises

White Female Mary, Patricia, Jennifer, Linda,
Elizabeth, Barbara, Susan, Jessica, Kimberly, San-
dra

White Male James, Michael, John, Robert,
William, David, Christopher, Richard, Joseph,
Charles

D Additional Results

We report the results for Llama2-13B (Figures 6
and 9) and Mistral-7B (Figures 7 and 10). We also
report the F1 and accuracy scores for Llama2-7B,
for completeness, in Figure 5 and 8. We observe
similar trends as Llama2-7B discussed in the main
body of the paper.
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Figure 5: Precision, F1-score and Accuracy plots for romantic predictions from Llama2-7B model.
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Figure 10: Precision, Recall, F1, and Accuracy of predicting romantic relationships from Mistral-7B for subset
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