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Abstract

Despite their high predictive accuracies, cur-
rent machine learning systems often exhibit
systematic biases stemming from annotation ar-
tifacts or insufficient support for certain classes
in the dataset. Recent work proposes automatic
methods for identifying and explaining system-
atic biases using keywords. We introduce DIS-
CERN, a framework for interpreting systematic
biases in text classifiers using language explana-
tions. DISCERN iteratively generates precise
natural language descriptions of systematic er-
rors by employing an interactive loop between
two large language models. Finally, we use the
descriptions to improve classifiers by augment-
ing classifier training sets with synthetically
generated instances or annotated examples via
active learning. On three text-classification
datasets, we demonstrate that language explana-
tions from our framework induce consistent per-
formance improvements that go beyond what
is achievable with exemplars of systematic bias.
Finally, in human evaluations, we show that
users can interpret systematic biases more ef-
fectively (by over 25% relative) and efficiently
when described through language explanations
as opposed to cluster exemplars.1

1 Introduction

A broader adoption and trust in machine learn-
ing systems would require a confluence of high
predictive performance and human interpretability.
Despite their high predictive accuracies, current
machine learning systems often exhibit systematic
biases (Robertson, 2024; Kayser-Bril, 2020; Stuart-
Ulin, 2018) stemming from annotation artifacts
(Gururangan et al., 2018; McCoy et al., 2019) or in-
sufficient support for certain classes in the dataset
(Sagawa* et al., 2020). Such biases impede the
deployment of systems for real-world applications.

1Code is available at: https://github.com/rrmenon10/
DISCERN

Hence, identifying data sub-populations where sys-
tems underperform is crucial for a comprehensive
understanding of its limitations, thereby guiding
future refinement strategies.

In line with this objective, to identify semanti-
cally meaningful sub-populations whose examples
have similar characteristics because of a shared
underlying structure, previous work proposes to
cluster examples and qualitatively examine clusters
where the system performs poorly (d’Eon et al.,
2022). In efforts to alleviate the necessity for man-
ual analysis, recent works propose automatic meth-
ods to identify and explain underperforming clus-
ters by associating keywords with underperforming
clusters (Eyuboglu et al., 2022; Jain et al., 2023;
Hua et al., 2023). However, identifying relevant
keywords requires domain expertise and even then,
they may not capture all error types.

Building on recent advancements in large lan-
guage models (LLMs, Achiam et al., 2023; Tou-
vron et al., 2023; Jiang et al., 2023), we aim to
bridge this gap with open-ended natural language
descriptions of error types. Such descriptions can
offer two major advantages: (1) language descrip-
tions can help structure the generations or acquisi-
tions of new labeled examples, and (2) articulation
can allow developers to audit and intervene in the
debugging process. With this premise, we intro-
duce DISCERN, an iterative approach to improve
text-classfiers using precise natural language de-
scriptions of their systematic errors (see Figure 1).

DISCERN utilizes off-the-shelf large language
models for distinct roles. An explainer LLM is
used to generate predicate-style descriptions2 for
underperforming clusters of training examples. To
enhance precision, DISCERN refines the predicates
identified by the explainer through an interaction
loop. In this loop, an evaluator LLM assesses

2Predicate-style descriptions refer to concise statements
in natural language that describe characteristics or patterns
observed within a specific subset of data.
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Figure 1: Overview of our classifier debugging framework, DISCERN. The framework comprises four stages: (1)
clustering validation set examples to identify data sub-populations where the classifier makes most errors, (2) cluster
description generation using an explainer LLM, (3) refining cluster descriptions through interaction between the
explainer and evaluator for higher precision, and (4) model refinement through dataset aggregation.

whether the predicate applies exclusively to exam-
ples within a given cluster. Using this feedback on
the examples successfully explained by the predi-
cate as well as those that it struggles to explain, the
explainer dynamically adjusts its prediction until
a desired precision threshold is achieved. Finally,
the generated descriptions are utilized to augment
training sets, either through data augmentation us-
ing a data-generator LLM or active learning, to
retrain and improve the classifier.

In experiments, on a set of three different
text-classification tasks, we demonstrate the
utility of descriptions generated by our framework
in identifying meaningful systematic biases in
classifiers. On the AGNews dataset, by augment-
ing the training set with synthetically generated
instances, we are able to achieve statistically
significant improvements over baseline approaches
that generate instances from examples of biased
instances alone (Section 5). In other data sets,
DISCERN can reduce misclassification rates in
biased clusters by at least 10%. Importantly, we
show that language explanations of systematic
biases are more helpful for users, and they are 25%
more effective in identifying new biased instances
(Table 5). Finally, we evaluate the multiple design
choices that constitute our framework and ascertain

the capacity of our framework to enhance its
performance in conjunction with the integration of
larger and more robust language models.

Our contributions are as follows:

• A framework for generating precise natural lan-
guage explanations of systematic errors in mod-
els designed for text classification tasks. The
precision of the explanations enables a deeper un-
derstanding of the underlying biases and aids in
developing effective mitigation strategies.

• Quantitative evaluations demonstrating the value
of DISCERN’s explanations through improved
classifier performance by synthetic data augmen-
tation and active learning.3

• Qualitative evaluations of DISCERN explana-
tions against other approaches emphasize the cru-
cial role of explanations in an efficient and effec-
tive understanding of systematic biases.

• We analyze the role of different design choices
that lead to the generalizability of our framework
and outline opportunities for improvement.

3Code to reproduce experiments will be released on first
publication.
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2 Related Work

Automatic Failure Discovery. To identify fail-
ure modes in model predictions, early works em-
ploy manual inspection of model prediction errors
(Vasudevan et al., 2022) or hypothesis testing (Po-
liak et al., 2018), or adversarial testing (Ribeiro
et al., 2018; Kiela et al., 2021). However, manual
inspection requires extensive domain expertise and
can be labor intensive. More recent efforts propose
automatic frameworks that approach this problem
through the lens of slice discovery (Eyuboglu et al.,
2022; Hua et al., 2023), where a slice represents
a portion of the dataset where the model more fre-
quently makes errors in inference. Closer to our
work, Rajani et al. (2022) propose SEAL, an inter-
active visualization tool to describe examples that
exhibit high errors using natural language. Differ-
ent from the objective of this work, we propose
to use natural language descriptions as an inter-
pretable medium to refine text-based classifiers.

Model Refinement. To tackle the challenge of
underperforming subgroups, previous work has
also proposed multiple distributionally robust train-
ing strategies (Sagawa* et al., 2020; Liu et al.,
2021; Sohoni et al., 2020). Note that these ob-
jective functions are complementary to our work
and in principle could be utilized to enhance model
performance (see (Lee et al., 2024) for how to use
language explanations to perform robust optimiza-
tion). However, according to He et al. (2023), these
objectives improve the performance of challeng-
ing subgroups at the expense of overall accuracy.
We follow the recommendation in He et al. (2023)
and use data augmentation and active learning to
demonstrate the utility of our approach.

LLM Refinement. LLMs, while adept at many
tasks without prior training, struggle with more
challenging tasks. As a result, recent studies pro-
pose to refine LLM predictions through an itera-
tive verification process. SELF-REFINE (Madaan
et al., 2023) proposes iterative feedback generation
and refinement of predictions to enhance perfor-
mance in text and code generation tasks, while
SELF-DEBUGGING (Chen et al., 2024) advocates
leveraging unit test execution results to enhance
code quality. In contrast to these studies, we use
refinement to understand classifier behavior, not to
enhance individual predictions from LLMs.

Data Augmentation with LLMs. With the grow-
ing capabilities of LLMs, recent works have pro-

posed to use LLMs to generate examples to super-
vise machine learning models (Whitehouse et al.,
2023; Dai et al., 2023). Our work differs from these
augmentation models in that with DISCERN we
infer the high-level semantic concept that connects
existing examples before performing augmentation.
In other words, natural language (NL) statements
act as the intermediate for the augmentation step
in our procedure. The benefits of the same can be
observed throughout our experiments. Our work
can be considered as an improvement that can com-
plement methods in Whitehouse et al. (2023) and
Dai et al. (2023) that effectively perform example-
based augmentation (our No Description baseline).

3 Method

In this section, we first formally define our problem
setup (§3.1). Next, we provide detailed descrip-
tions of the key stages in DISCERN (§3.2).

3.1 Problem Setup
We consider a classifier denoted as f : X → Y,
where X represents textual inputs, such as sen-
tences, and Y denotes the corresponding set of clas-
sification labels for a specific task (e.g., sentiment
analysis). The classifier has been initially trained
on a dataset, Dtrain. However, it is prone to acquir-
ing spurious correlations between the inputs and
outputs due to prevalent issues such as annotation
artifacts (Gururangan et al., 2018; McCoy et al.,
2019) or inadequate support for certain classes
within the dataset (Sagawa* et al., 2020). Our goal,
given a validation dataset, Dval, is to identify and
describe clusters where the misclassification rate
exceeds the classifier’s general misclassification
rate. Formally, we identify clusters c such that,
E(x,y)∼Dval,c

[f(x) ̸= y] > E(x,y)∼Dval
[f(x) ̸= y]

and utilize the examples in these clusters to in-
form future classifier refinement. Rather than di-
rectly leveraging these problematic examples to
augment the training dataset with additional labeled
instances, we demonstrate the value of generating
natural-language explanations as an intermediary
in the process. This strategy not only augments
the interpretability and understanding of the model,
but can efficiently improve classifier performance.

3.2 DISCERN
Broadly, our framework, DISCERN, is composed
of four stages: (1) clustering of validation set ex-
amples, (2) predicate generation, (3) predicate re-
finement, and (4) model refinement with dataset
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aggregation. Figure 1 illustrates these four stages
in our framework.

Clustering validation set examples. In this
stage, we target the detection of systematic biases:
situations where the model consistently underper-
forms on data points that exhibit common charac-
teristics or features. Our goal is to elucidate these
biases by identifying sub-populations within the
data that share similar features. For this, we per-
form agglomerative clustering4 over the data points
in the validation set based on their sentence em-
beddings. We use the text-embedding-3-small
embeddings for clustering, as these embeddings
encode semantics of the text, thus ensuring that
the systematic biases we identify are substantively
grounded in semantic meaning. Following clus-
tering, we compute the classifier misclassification
rate on different clusters and generate predicates
exclusively for those clusters that have a higher mis-
classification rate than the base misclassification
rate of the classifier (§3.1).

Predicate generation. Using the examples from
the clusters that exhibit a high misclassification
rate, we prompt an explainer LLM (in our experi-
ments, gpt-3.5-turbo-0125) to generate descrip-
tions that precisely capture the defining characteris-
tics of the examples within these clusters. Drawing
on recent work in prompting for planning and rea-
soning (Yao et al., 2023), we employ thought-based
prompting to effectively guide the model to identify
and articulate the common characteristics that link
examples in a cluster. A detailed list of prompts
used through different stages of the framework is
provided in Appendix B.

Predicate refinement. The explainer LLM in
the previous step is directed to generate descrip-
tions that recall the distinctive characteristics of
examples within a cluster. However, the resul-
tant descriptions often lack specificity and encom-
pass examples that belong to multiple clusters. In
other words, the descriptions do not accurately cap-
ture the factors that cause the classifier to perform
poorly in a particular cluster, thus inadequately
representing the systematic bias. Past work sug-
gests that augmenting datasets using inadequate
strategies can result in a decrease in overall clas-
sifier performance (Ribeiro and Lundberg, 2022).
To ensure description specificity for understanding

4We use the sklearn implementation of AgglomerativeClus-
tering with a distance-based threshold.

classifier behavior on a target data cluster, we need
to ensure that the explaining chain can reason over
examples within the cluster and those outside it.

To achieve this, we first assess the specificity
of the generated descriptions using an evaluator
function, which we refer to as the evaluator LLM.
The evaluator LLM, instantiated using a secondary
LLM, guides the explainer LLM by identifying ex-
amples within the target cluster and outside of it
that align with the description generated previously.
To evaluate alignment, we prompt the evaluator
LLM to check if each example in the target cluster
(and outside it) satisfies the predicate in the descrip-
tion.5 Subsequently, the explainer LLM uses the
information of the in-cluster and out-of-cluster ex-
amples to refine its description to be more precise.
We repeat this process until the refined description
passes a specific threshold, measured by the evalu-
ator LLM. This threshold is based on the percent-
age of examples that are satisfied within the target
cluster versus those outside it by the description
generated using the explainer LLM. Through our
iterative refinement process, the model can identify
specific characteristics of clusters that explain the
systematic bias associated with a classifier.

Model refinement with dataset aggregation.
Given the descriptions that have been generated
for the classifier, we now focus on how to utilize
these descriptions to improve the classifier. In this
work, we adopt two different strategies for improv-
ing the classifiers given descriptions: (1) synthetic
dataset augmentation – where we prompt a data-
generator LLM using the iteratively refined de-
scriptions to generate new examples for the clas-
sification task, and (2) active learning – where
we assume access to a pool of unlabeled examples
and augment the training set with annotations for
examples that match our descriptions.

4 Experiments

In this section, we outline our experimental proce-
dures to evaluate DISCERN.

Datasets. We use three multiclass text-
classification datasets: (1) TREC (Li and Roth,
2002) – a six-class classification task comprising
of questions labeled according to the type of the
question, (2) AG News (Zhang et al., 2015) – a
collection of news articles labeled according to
the category of the article, and (3) COVID Tweets

5The prompt to achieve this can be found Appendix §B.
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(Tattle, 2020) – a sentiment-classification task that
classifies tweets related to COVID.

Classifiers. Our framework is designed for
developers who need to provide low-latency,
high-throughput ML solutions with minimal
bias. For our experiments, we hence use
distilbert-base-uncased and roberta-large,
as they are sufficient to handle complex tasks while
being light enough for mobile deployment. This en-
sures that our approach is practical and effective for
real-world applications, enabling users to benefit
from advanced ML capabilities on mobile devices
offline, without compromising performance or fair-
ness. Hence, we assume only the developer has
access to the LLMs while the user at test-time does
not have access to a model as complex.

These classifiers are initially trained on a subset
of the complete training set to simulate realistic
learning scenarios with limited data. Validation
sets are subsampled to match these subsets, and
the remaining training data is used as an unlabeled
pool for active learning experiments.

Metric. We assess the utility of precise and se-
mantically meaningful natural language explana-
tions from DISCERN by evaluating the perfor-
mance of classifiers trained with augmented data
on the validation set. We report the average perfor-
mance and standard deviation across five random
seeds, unless otherwise noted.

Baselines. For the dataset augmentation experi-
ments, we use two baselines to compare with DIS-
CERN. The first baseline is a naive augmentation
(or no descriptions) baseline (No Desc.), where
we generate additional instances that adhere to
the style and semantic content of the cluster ex-
emplars. This baseline helps us to evaluate the role
of natural language as a bottleneck for successful
model debugging. To establish the value of refine-
ment, our second baseline uses the explanations
generated without iterative refinement to augment
the training dataset. We refer to this baseline as
DISCERN-F6. It is worth noting that this baseline,
while sharing similarities with the visualization ap-
proach proposed in Rajani et al. (2022), is distinct
in its application for classifier improvement.7

Experimental Setup. We utilize
gpt-3.5-turbo-0125 as our explainer LLM and

6F for first explanation generated by the explainer LLM.
7This is not an exact replication of SEAL as we use more

recent LLMs with the thought-based prompting.

data generator LLM. As our evaluator LLM,
we use Mixtral-8x7B-Instruct (Jiang et al.,
2024), a recent open source instruction-tuned
large language model.8 Choosing the evaluator
LLM to be different from the explainer LLM,
allows us to be leverage the diverse perspectives
from different models and avoid confirmation bias
(Panickssery et al., 2024). This strategic choice
also serves as a safeguard against the potential
pitfalls of confirmation bias, thus ensuring the
quality and accuracy of cluster characterizations.
We set the refinement threshold as recognizing
more than 80% of examples within a target cluster
and less than 20% of the examples outside the
cluster and the maximum number of refinement
iterations to five. For fair comparison across
methods, we only perform dataset augmentation
for those clusters that have passed the refinement
threshold. Additionally, we do not alter training
hyperparameters between pre-debugging and
post-debugging stages.

A full list of hyperparameters used in our
experiments can be found in Appendix §A.

5 Results and Analyses

Generating synthetic examples using DISCERN
descriptions leads to significant classifier im-
provement. We evaluate the accuracy of the
distilbert classifier, fine-tuned with examples
generated by various methods. Table 1 shows
the impact of using 500 and 1000 augmented ex-
amples on classifier performance. First, we ob-
serve that descriptions of both DISCERN and DIS-
CERN-F improve over the naive augmentation
baseline in most settings, with DISCERN show-
ing marginal statistical significance (paired t-test;
p-value= 0.05) across three datasets and augmen-
tation configurations. This highlights the utility of
language descriptions in designing classifier debug-
ging frameworks. Second, our proposed method,
DISCERN, consistently outperforms DISCERN-
F, showing the benefit of high-precision descrip-
tions with marginal statistical significance (paired
t-test; p-value= 0.09). Furthermore, in the AG-
News news classification task, we note that the
addition of 1000 synthetic examples leads to a sub-
stantial improvement (∼ 3% absolute) in classifier
accuracy.9

8We evaluate other choices of predicate evaluators in §6.
9The accuracy improvements obtained for DISCERN in

this setting is statistically significant compared to naive aug-
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Dataset→ TREC (2000) AGNews (1500) Covid (4000)
# Aug. Ex. 500 1000 500 1000 500 1000

Base 58.48 75.8 47.68

No Exp. 77.09(2.18) 78.04(1.74) 80.03(1.51) 80.68(1.08) 51.07(0.66) 48.08(1.14)
DISCERN-F 76.99(2.49) 78.98(1.88) 79.75(1.25) 80.96(1.98) 51.12(0.64) 48.60(1.36)
DISCERN 77.20(1.80) 79.21(1.53) 80.39(1.35) 83.44(1.00)

† 51.55(0.47) 49.06(0.79)

Table 1: Accuracy of distilbert-base-uncased classifier after augmenting the training set with examples that
have been generated using different approaches. Numbers in brackets next to dataset names indicate the number of
training examples used for learning the initial classifier. Bold numbers indicate the best average classifier accuracy
across five runs. † indicates statistically significant improvement over other approaches using t-test.

Method TREC Covid

Base 100.00 72.73

No Desc. 3.17 30.95
DISCERN-F 4.76 40.91
DISCERN 0.00 27.78

Table 2: Median misclassifica-
tion rates for erroneous clusters
before (Base) and after training
of a distilbert classifier with
1000 augmented examples using
different approaches.

Dataset→ TREC (1500) AG News (500)
# Aug. Ex. 500 1000 500 1000

Base 70.85 41.2

No Desc. 71.99(14.04) 85.26(3.13) 58.88(10.57) 61.96(9.47)
DISCERN-F 72.25(11.95) 86.51(1.98) 58.60(10.35) 64.28(10.67)
DISCERN 78.11(3.38) 88.54(0.90) 55.44(14.50) 67.00(10.39)

Table 3: Accuracy of roberta-large classifier after augmenting the train-
ing set with examples that have been generated using different approaches.
Numbers in brackets next to the names of the dataset indicate the number of
training examples used to learn the initial classifier. Bold numbers indicate
the best average classifier accuracy across five runs. Full results in Table 16.

In Table 2, we show that DISCERN substantially
reduces misclassification rates in the underperform-
ing clusters on the other two datasets. Specifi-
cally, for the TREC and Covid datasets, DISCERN
achieves perfect classification and reduces the mis-
classification rate to 27.78%, respectively. Com-
pared to the baseline of naive augmentation (No
Desc.), we observe that DISCERN has a substantial
improvement in misclassification rates. More no-
tably, we observe the value of precision in language
descriptions by comparing the result with DIS-
CERN-F, whose misclassification rates are worse
than the naive augmentation baseline.

Figure 2 presents descriptions generated by DIS-
CERN-F and DISCERN for the AGNews datasets
(examples for other datasets in Figure 5 in the Ap-
pendix). From the descriptions, we can observe the
ability of DISCERN to capture the nuances that
enable targeted improvement. In particular, DIS-
CERN descriptions provide a more precise observa-
tion of “debate” in the corresponding news articles,
as opposed to DISCERN-F. Put together, these
findings underscore the potential of DISCERN to
improve classifiers by addressing systematic errors.

mentation and DISCERN-F baselines using an independent
samples t-test (p < 0.05).

1. US Judge Rejects Law to Block Child Porn on Web A Pennsylvania law 
allowing the state to force Internet service providers to block access to 
child pornography sites is unconstitutional, a federal judge ruled on 
Friday.

2. FCC Asserts Role as Internet Phone Regulator The ruling, which 
asserts that the federal government, not states, has the authority to 
regulate phone service provided over the Internet.

3. Public Fiber Tough to Swallow Cities that try to set up their own 
broadband networks are facing staunch opposition from cable and 
phone companies, who see publicly funded fiber-optic networks as a 
threat to their own bottom line. By John Gartner.

DiScErN-F: Sci/Tech news articles discuss legal and regulatory 
challenges in internet and technology sectors

DiScErN: Legal and regulatory issues in the internet and 
technology sectors are debated in various news articles.

Figure 2: Example of descriptions generated by DIS-
CERN and DISCERN-F for an underperforming cluster
in the AGNews dataset. Examples for descriptions with
other datasets can be found in the Appendix.

DISCERN improvements generalize across mod-
els. We evaluate the performance of a different
classifier model, roberta-large, to assess the
generalization of the observed improvements. In
Table 3, we compute the accuracy of the classi-
fier following the augmentation of the training
set with examples generated through different ap-
proaches. Similar to the results for the distilbert
classifier, we observe consistent improvements in
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Figure 3: Average accuracy of distilbert-base-uncased classifiers after augmenting the training set with
examples identified and annotated from a large unlabeled pool using different approaches. Shaded regions indicate
the standard deviation over five runs.

classifier accuracy using examples generated us-
ing DISCERN descriptions as opposed to the no-
description baseline. This highlights the classifier-
agnostic utility of our framework in identifying
systematic errors and rectifying them through data
augmentation.

Active Learning using DISCERN Descriptions.
Language descriptions derived using our method
can also be used to identify examples from an unla-
beled pool that could help improve classifier perfor-
mance. Consequently, we employ this strategy to
identify examples from the unlabeled pool of each
of these datasets. Specifically, given the language
descriptions, from DISCERN and DISCERN-F, we
use the Mixtral-8x7B-Instruct model to iden-
tify examples that satisfy the predicate mentioned
in the description. All examples identified through
this process are then added to the training set to
retrain the classifier. We measure the classifier ac-
curacies post training with new training set. We use
two standard active learning baselines: (a) random –
annotating and augmenting random examples from
the unlabeled pool, and (b) confidence – selecting
examples predicted with least classifier confidence
for annotation and augmentation. Recent work indi-
cates these strategies remain competitive for active
learning with large language models (Margatina
et al., 2023).

In Figure 3, we plot the accuracy of the classifier
as a function of the number of annotated exam-
ples incorporated into the training process.10 We

10The x-axis varies based on the size of the unlabeled pool
for each dataset and the number of labeled examples identified
by the description-based methods.

make a couple of observations. First, the addition
of examples suggested by DISCERN is better than
the addition of random samples to the training set,
especially on the TREC and Covid datasets. This
suggests that DISCERN is adept at identifying in-
formative examples to improve the classifier. Sec-
ond, the confidence-based approach predominantly
outperforms description-based approaches, particu-
larly when few examples are added to the training
set. However, it is noteworthy that the improve-
ment achieved through the DISCERN suggested
examples gradually catches up as the number of
annotated examples increases.

DISCERN outperform keyword-based ap-
proaches. Prior work in NLP has proposed to
identify clusters using manually prescribed key-
words, typically provided by domain experts (Hua
et al., 2023). Here, we compare the performance of
DISCERN against the approach (Hua et al., 2023).
To this end, we utilize gpt-3.5-turbo to gener-
ate keywords describing the semantic content for
the datasets we use in our experiments. Next, we
assign clusters (obtained from agglomerative clus-
tering) towards one of the keywords. Finally, we
use the keywords for the cluster to guide the gener-
ation for new examples and re-train the classifier.
This approach roughly follows the work in DEIM
(Hua et al., 2023) and hence we name it DEIM*.
In Table 4, we present the results from the com-
parison. On average, we observe that DISCERN
beats the keyword-based approach with statistical
significance in the AGNews dataset. This further
underscores the advantage of free-form language
descriptions of underperforming clusters.
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Dataset→ TREC (2000) AGNews (1500) Covid (4000)
# Aug. Ex. 500 1000 500 1000 500 1000

Base 58.48 75.8 47.68

No Exp. 77.09(2.18) 78.04(1.74) 80.03(1.51) 80.68(1.08) 51.07(0.66) 48.08(1.14)
DEIM* 71.91(4.20) 75.69(3.14) 80.52(0.77) 80.76(1.33) 51.16(0.34) 49.29(0.80)
DISCERN-F 76.99(2.49) 78.98(1.88) 79.75(1.25) 80.96(1.98) 51.12(0.64) 48.60(1.36)
DISCERN 77.20(1.80) 79.21(1.53) 80.39(1.35) 83.44(1.00)

† 51.55(0.47) 49.06(0.79)

Table 4: Accuracy of distilbert-base-uncased classifier after augmenting the training set with examples that
have been generated using different approaches. Numbers in brackets next to dataset names indicate the number of
training examples used for learning the initial classifier. Bold numbers indicate the best average classifier accuracy
across five runs. † indicates statistically significant improvement over other approaches using t-test.

Language descriptions facilitate a more effec-
tive and efficient understanding of biases among
users. Here we explore how language descrip-
tions help users understand biases in classifiers
and identify likely misclassified instances. This
concept aligns with simulatability from previous
explainability research (Hase and Bansal, 2020;
Menon et al., 2023), which assesses users’ compre-
hension of classifier predictions.

To do this, we conduct a user study, in which
users are shown examples or DISCERN descrip-
tions of clusters where the classifier has a higher
misclassification rate than its base rate. Based on
the information provided, users are tasked with
identifying if new examples, drawn from one to two
erroneous clusters per dataset, match the charac-
teristics of given descriptions or cluster exemplars.
The test uses new examples from within and out-
side the erroneous clusters, the latter having a high
BERTScore (Zhang* et al., 2020) similarity with
at least one example in the cluster. Participants pro-
vided predictions for six new examples in each HIT,
and we measured the accuracy of predicting exam-
ples belonging to the erroneous cluster. 24 workers
took part in this study conducted on Prolific and
were compensated at $12/hr.

Method Acc. (↑) Time (↓) Help. (↑)
No Desc. 62.5% 185s 3.00
DISCERN 79.2% 177s 3.83∗

Table 5: User evaluations in understanding classifier
biases based on cluster exemplars (No Desc.) vs DIS-
CERN descriptions.* = marginal statistical significance
with t-test (p-value < 0.1).

In our results (Table 5), show that after reviewing
DISCERN descriptions, users accurately predict
new examples that exhibit characteristics similar to

those in the erroneous clusters in 79.2% of cases,
compared to 62.5% without descriptions. Further,
users provided with descriptions required less time
to perform the task and found them more helpful.
These findings underscore the potential of language
descriptions in enhancing users’ understanding of
systematic biases in classification models, a crucial
step towards designing fairer and equitable models
for real-world deployment.

6 Ablations

Impact of Embeddings used during Clustering.
We examine the impact of different embeddings
on the initial stage of the DISCERN framework,
specifically focusing on clustering datapoints in the
validation set. We compare the OpenAI embed-
dings Ada and v3 here for the TREC dataset. As
shown in Table 6, across all methods, utilizing the
v3 embedding consistently yields higher accuracy
compared to Ada. This finding underscores the
importance of choosing effective embeddings for
identification of biases using our framework. Ad-
ditionally, we observe that DISCERN outperforms
the naive augmentation (No Descriptions) baseline
even when employing weaker embeddings, high-
lighting the versatility of our framework.

Method Ada v3

No Descriptions 65.76 78.04
DISCERN-F 67.61 78.98
DISCERN 68.18 79.21

Table 6: Classiifer accuracies post synthetic data aug-
mentation using different embeddings to cluster valida-
tion set datapoints on the TREC dataset.

Stronger Explainers enhance Classifier Perfor-
mance. Table 7 evaluates the impact of different
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Zero-shot accuracy

0.00 0.25 0.50 0.75 1.00

Figure 4: Zero-shot performance of different language
models used as predicate evaluators for our task.

language models used for describing underperform-
ing clusters and their subsequent classifier improve-
ment. Specifically, it compares the accuracy of a
distilbert classifier trained using cluster descrip-
tors derived from two distinct language models:
gpt-3.5-turbo-0125 and gpt-4-0125-preview.
We compute classifier improvements by adding
1000 synthetic instances generated using the dif-
ferent descriptions. Both DISCERN-F and DIS-
CERN show marked improvements across datasets,
highlighting the potential for improvement of our
approach with larger and more capable language
models.

distilbert accuracy with explainer LLM
changing from gpt-3.5-turbo→ gpt-4-turbo

Method TREC AG News

Base 58.48 75.8

DISCERN-F 78.98→ 81.12 80.96→ 86.44
DISCERN 79.21→ 79.62 83.44→ 86.85

Table 7: Accuracies post synthetic data augmentation
using different language models for describing clusters.

Predicate Evaluators. The predicate evaluator
in our framework provides signal to the explainer
about the alignment of the generated explanations
with the examples. Hence, we need the predicate
evaluator to accurately predict whether a predi-
cate applies to a given example. For this eval-
uation, we sampled 10 clusters from our three
datasets, along with a random collection of dat-
apoints from within and outside these clusters. We
obtain the “ground-truth” annotations for the align-
ment between an explanation and a datapoint us-
ing gpt-4-turbo (Achiam et al., 2023)11. In Fig-

11GPT-4 judgments, found to align well with human judg-
ments, serve as our proxy (Rafailov et al., 2023).

ure 4, we evaluate the performance of different
open-source LLMs for this task. We observe that
Mixtral-8x7B-Instruct has the highest agree-
ment with the ground-truth. Consequently, we used
it for evaluations in our experiments.

7 Conclusion

In this work, we propose a framework DISCERN,
to address systematic biases and improve the per-
formance of text classifiers. Using large language
models to generate precise natural language de-
scriptions of errors, DISCERN surpasses example-
based augmentation techniques to identify and rec-
tify systematic biases in multiple classifiers across
diverse datasets. Through extensive experimen-
tation, we have demonstrated the capability of
DISCERN in reducing misclassification rates and
improving classifier accuracy, consistently outper-
forming alternative approaches. Further, our hu-
man evaluations indicates user preference for un-
derstanding bias using natural language descrip-
tions. Overall, our findings underscore the poten-
tial of DISCERN as a powerful tool to improve
the performance of text classifiers, thus enabling
the design of more reliable and equitable machine
learning systems in various domains. Building
on our results, future research directions can ex-
plore ways to enhance other applications using the
refinement approach used in our work, integrate
DISCERN into informing training recipes (such
as, large language model training), and investigate
biases transferred between different classifiers.

Limitations

The exact instantiation of our framework in this
work makes use of proprietary large language mod-
els. The accessibility of these models is contin-
gent upon evolving corporate policies of the respec-
tive entities. Nevertheless, we believe that with
the increasing capabilities of smaller open-source
large language models such as Mixtral, we should
be able to achieve very similar performance with
newer models while being accessible to everyone.

Our agglomerative clustering approach also de-
pends on the distance threshold hyperparameter
which can affect the granularity of the explanations.
Future work can look into top-down approaches
that can explain classifier biases at the right levels
of granularity, thereby enabling interpretability and
advancing the efficacy of our framework.
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Appendix

In the Appendix, we provide details regarding the
compute and training hyperparameters for our ex-
periments (Section A), prompt templates (Section
B), discuss extended related work (Section C), pro-
vide additional analysis (Section D), and show ex-
ample templates used in human evaluation (Section
E).

A Training Details

In Table 8, we detail the hyperparameters used for
fine-tuning the distilbert-base-uncased and
roberta-large models. We maintain the same
hyperparameters during re-training of the model
using the augmented training set. We implement
these classifiers in Pytorch (Paszke et al., 2019)
using the Huggingface library (Wolf et al., 2020).
Classifiers were fine-tuned with full precision on

Hyperparameters Values

train batch size 32

eval batch size
512 (distilbert)

64 (roberta)

gradient acc. steps 1

learning rate
1e-5 (distilbert)

2e-5 (roberta)
weight decay 0.01
adam beta1 0.9
adam beta2 0.999
adam epsilon 0.0
max grad norm 1.0
num train epochs 3
lr scheduler type linear
warmup ratio 0.0
warmup steps 600
seed 42
optim adamw torch

Table 8: Hyperparameters used for fine-tuning pre-
trained models used across different datasets.

a single NVIDIA A100-PCIE-40GB GPU, 400GB
RAM, and 40 CPU cores.

In Table 9, we report the hyperparameters for the
cluster description generation and synthetic data
augmentation. Using the agglomerative clustering
algorithm and our preset distance thresholds, the
number of examples in a cluster typically varies be-
tween 10-60. We use the OpenAI API to make calls
to the GPT-3.5 and GPT-4 models. We also load
the Mixtral model with 16-bit precision (bfloat16).
The same system configuration, as used for classi-
fier training, is used for these experiments.

In Algorithm 1, we summarize the explain and
refine iterative setup used in DISCERN.

Note: Since the submission of this work
and its eventual acceptance, the codebase for the
Mistral tokenizer has been modified in a way that
irreversibly affects its functionality. Unfortunately,
due to these changes, it is no longer possible
to load or utilize the original version of the
transformers (original: 4.38.0) that was used in
the experiments described in this paper, resulting
in differences in numbers.
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1. What happened on January 15 , 1969 ?

2. What was the top box office movie in April 1998 ?

3. What dropped 1 , 313 feet in 1980 ?

4. What does the Peugeot company manufacture ?

5. Name a movie that the actress , Sandra Bullock , had 
a role in .

6. What war did the Potsdam Conference follow ?

7. What did the Yalta Conference lead to ?

8. What novel did Ian Fleming introduce James Bond 
in?

DiScErN-F: Answering a variety of historical and 
entertainment-related questions, each sentence 
inquires about a specific entity or event.

DiScErN: Answering specific historical and 
entertainment-related queries with a focus on 
individual entities or events.

1. US Judge Rejects Law to Block Child Porn on Web A 
Pennsylvania law allowing the state to force Internet 
service providers to block access to child pornography 
sites is unconstitutional, a federal judge ruled on Friday.

2. FCC Asserts Role as Internet Phone Regulator The ruling, 
which asserts that the federal government, not states, 
has the authority to regulate phone service provided 
over the Internet.

3. Public Fiber Tough to Swallow Cities that try to set up 
their own broadband networks are facing staunch 
opposition from cable and phone companies, who see 
publicly funded fiber-optic networks as a threat to their 
own bottom line. By John Gartner.

DiScErN-F: Sci/Tech news articles discuss legal and 
regulatory challenges in internet and technology 
sectors

DiScErN: Legal and regulatory issues in the internet 
and technology sectors are debated in various 
news articles.

1. Has the Reserve Bank lost control of the economy? It's not 
just supermarket shelves going bare, the money market is 
drying up writes @IanVerrender https://t.co/vK9Nv0nDph 
@abcnews #coronavirus #coronavirusaustralia

2. .@CBCNews Amplifying opinions like this is dangerous 
practice. There have not been additional costs incurred to 
those on social assistance due to this pandemic, unless 
they chose to "stock up" on extra supplies, against the 
advice of Canadian officials. https://t.co/n0yw9aKJ55

3. Why Rationing Food Instead of Raising Prices Could Be 
Exposing More People to COVID-19 | Jon Miltimore 
https://t.co/3Ttcr6uKHr via @feeonline

DiScErN-F: Various instances of price gouging and inflated 
prices during the COVID-19 pandemic are being reported, 
prompting actions by authorities and calls for accountability.

DiScErN: Combatting price gouging and 
inflated prices during the COVID-19 crisis.

TREC AGNews Covid

Figure 5: Descriptions generated using DISCERN-F and DISCERN for erroneous clusters in different datasets
using the distilbert-base-uncased classifier.

Hyperparameters Values

Clustering Alg. Agglomerative Clustering

Distance Threshold
2 (openai-v3)

1.2 (openai-ada)
Explainer LLM gpt-3.5-turbo-0125
Explainer Temperature 0.1
Explainer top-p 1
Max explainer
generation tokens

512

In-cluster
description threshold

0.8

Out-of-cluster
description threshold

0.2

Num. In-cluster
Examples in Prompt

64

Num. Out-of-cluster
Examples in Prompt

32

Evaluator LLM
Mixtral-8x7B

Instruct-v0.1
Max evaluator
generation tokens

1

Evaluator precision bfloat16
Data generator LLM gpt-3.5-turbo-0125
Generator Temperature 0.7
Generator top-p 1
Generator seed 0
Max generator tokens 4096
Max generated examples
(per cluster)

100

Table 9: Hyperparameters used for generation and re-
finement of cluster descriptions + synthetic data aug-
mentation.

Objective Reference

Predicate Generation Table 11
Predicate Refinement Table 12
Example Evaluation Table 13
Data Generation - Examples Table 14
Data Generation - Explanations Table 15

Table 10: Legend for prompts used in the various stages
of DISCERN.

B Prompt Templates

In this section, we present the prompt templates
used during the different stages of our framework.
The table below provides a legend to the exact
prompts used for each scenario.

C Extended Related Work

Model Explainability. Explainability methods
aim to uncover the relevant features that influence
model predictions. The majority of works in this
area emphasize local explanations of model pre-
dictions (Sundararajan et al., 2017; Ribeiro et al.,
2016). Although local explanations help to under-
stand model behavior on specific instances, they do
not provide a global understanding of model behav-
ior. More recently, Singh et al. (2023); Menon et al.
(2023) proposed approaches to provide language
explanations for the behavior of a model. However,
they generate explanations from a restricted set of
features, either n-grams or tabular features.

19577



Here are a group of sentences:

{samples in prompt}

Generate a single-line predicate description that incorporates the specific word
or label ‘{label}’.

Your response should be formatted in the following manner:
Thoughts:
1. The sentences are mainly <type of sentences>.
2. The sentences talk about <topic>.
3. I will also focus on the following attributes about the sentences in the
generated predicate to be precise: <list of attributes>
PREDICATE:
- ‘‘<predicate>"

Try to make sure that the generated predicate is precise and will only satisfy
the examples mentioned above.

Thoughts:

Table 11: Prompt used to elicit the first set of explanations given cluster examples alone.

2 3 4

Iteration

0.84

0.86

0.88

0.9

Ac
cu

ra
cy

No Descriptions
DiScErN

Figure 6: Average distilbert-base-uncased accu-
racy when successively improved with the application
of DISCERN and the naive augmentation (No Desc.)
baseline. Remarkably, the enhancement in classifier
performance achieved by the No Desc. baseline in four
iterations is attainable with DISCERN in merely three
iterations.

D Additional Analysis

Successive use of DISCERN enhances the clas-
sifier even more. We investigate whether the
performance of a text classification model can be
improved through the successive application of
our framework, DISCERN, over multiple itera-
tions. We hypothesize that by iteratively refining
the model using the explanations provided by DIS-
CERN, and then reevaluating the model’s perfor-

Figure 7: Misclassification rate of the top-K examples
as sorted based on embedding match.

mance, we can achieve further improvements in the
classifier’s accuracy. In Figure 6, we present the
results of applying this iterative process over four
successive rounds. The figure shows that through
the repeated use of our framework and also the
naive augmentation approach, the performance of
the classifier continues to increase with each itera-
tion, demonstrating the its effectiveness. Interest-
ingly, the enhancement in classifier performance
achieved by the naive augmentation baseline in
four iterations is attained with DISCERN in merely
three iterations.

Can DISCERN explanations identify the most
important examples? In Section 5, we present
a novel active learning approach that leverages an
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You were asked to provide a single-line predicate description for a set of
examples (let’s call this CLUSTER 1) shown below:

{samples in prompt}

You generated the following description: ‘‘{description}"

This description satisfied the following examples:

{in cluster satisfied examples}

However, the description also identifies with the following examples (that it
should not ideally) (let’s call this CLUSTER 2 examples):

{out of cluster satisfied examples}

In other words, the current description explains {pass rate:.1f}

Please re-write the description that explain only examples from CLUSTER 1 while
excluding examples from CLUSTER 2.

Try to make descriptions simple and general. For example, you could focus on
the syntax, topic, writing style, etc.
First, for the failing description above, explain why the description does not
accomplish the goal of describing only the examlpes in CLUSTER 1. Output this
reasoning as:
Thoughts:
1. The examples in CLUSTER 1 and CLUSTER 2 talk about one common topic: {label}.
2. The examples in CLUSTER 1 emphasize on <CLUSTER 1 description>.
3. Whereas, the examples in CLUSTER 2 emphasize on <CLUSTER 2 description>.
4. The previous description failed because <reason>.
5. The examples in CLUSTER 2 are about "<reason>" which is not present in
CLUSTER 1. I will focus on mentioning this reason in the new predicate.
Then output the description so that it explains only examples in CLUSTER 1, using
the following format:
NEW PREDICATE:
- ‘‘<more precise-yet-simple CLUSTER 1 description that highlights difference
with CLUSTER 2>"

Note: The new predicate has to be strictly different from the previous one.
Note: Do not mention the words CLUSTER 1 or CLUSTER 2 in your new predicate. It
should be part of your thought process however.

Thoughts:
1. The examples in CLUSTER 1 and CLUSTER 2 talk about one common topic: {label}.

Table 12: Prompt used to refine explanations given in-cluster examples and out-of-cluster examples.
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Check if this statement ‘{example}’ satisfies the given condition:
‘{description}’. Provide only ‘Yes’ or ‘No’. When unsure, respond with ‘No’.

Table 13: Prompt used to check alignment of example with the generated description.

In this task, you will be shown some examples sentences that share some property.
Your task is to generate 100 more diverse examples that satisfy the shared
property of these texts.

The examples you generate should follow the style and content of the examples
mentioned below:
{list of examples}

Consider the linguistic style, content, length, and overall structure of the
provided examples. Your generated examples should resemble the provided set in
terms of these aspects. Aim to produce sentences that convey similar information
or ideas while maintaining consistency in tone, vocabulary, and grammatical
structure.

Feel free to vary the details and specifics while ensuring that the generated
examples capture the essence of the provided set. Pay attention to context,
coherence, and any relevant patterns present in the examples to produce outputs
that closely align with the given set.

Your response:
-

Table 14: Prompt used to generate synthetic instances for the classification task using only cluster exemplars.
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In this task, you will be shown some examples sentences that share a property
given by the predicate below. Your task is to generate 100 more diverse examples
that satisfy the predicate.

Predicate: {predicate}

The examples you generate should follow the style and content of the examples
mentioned below:
{list of examples}

Consider the linguistic style, content, length, and overall structure of the
provided examples. Your generated examples should resemble the provided set in
terms of these aspects. Aim to produce sentences that convey similar information
or ideas while maintaining consistency in tone, vocabulary, and grammatical
structure.

Feel free to vary the details and specifics while ensuring that the generated
examples capture the essence of the provided set. Pay attention to context,
coherence, and any relevant patterns present in the examples to produce outputs
that closely align with the given set.

Your response:
-

Table 15: Prompt used to generate synthetic instances for the classification task using descriptions.

instruction-tuned model to identify whether an ex-
ample complies with a given instruction through
a binary classification task. Here, we explore an
alternative retrieval-style method that utilizes large
language model (LLM) embeddings to identify
examples that are most likely to be misclassified.
Specifically, we employ the LLM2Vec embeddings
(BehnamGhader et al., 2024) to compute the seman-
tic similarity between the instruction descriptions
(queries) and the unlabeled examples (passages) in
the dataset. By sorting the examples in decreasing
order of their cosine similarity to the descriptions,
we are able to plot the misclassification rate for the
top-K examples as the value of K is varied.

The results presented in Figure 7 demonstrate
that our retrieval-based approach, using both DIS-
CERN and DISCERN-F descriptions, is capable
of identifying examples that achieve a higher mis-
classification rate compared to randomly selecting
examples. This finding suggests that our method is
effective in identifying potentially erroneous exam-
ples. Interestingly, we observe that the examples se-
lected based on the highest classifier uncertainty are
consistently more challenging and exhibit a signifi-
cantly higher misclassification rate. These insights

motivate future research directions that explore ap-
proaches to more consistently and effectively select
harder subpopulations of data, potentially outper-
forming the highest classifier uncertainty approach.

Extending to more recent LLMs. In Section 6
and Table 7, we demonstrate improvements in clas-
sifier performance facilitated by descriptions de-
rived from the more stronger gpt-4-turbo model.
Building upon this analysis, we extend our investi-
gation to include the more recent 4o model series,
assessing their influence on the performance of
the distilbert-base-uncased classifier across
the AG-News and TREC datasets.12 As can be
observed in Figure 8, using the newer variants in
gpt-4o and chatgpt-4o-latest, we can obtain
marked improvements over the gpt-3.5-turbo
model. However, utilizing gpt-4o-mini results in
slightly lower performance of the classifier in AG-
News. This underscores the importance of using
the strongest variants of language models rather
than their distilled counterparts. Taken together,
this experiments points to the potential of stronger
language models contributing more accurate repre-

12Note: these experiments were run after the version change
mentioned in Appendix §A.
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Dataset→ TREC (1500) AG News (500) Covid (4000)
# Aug. Ex. 500 1000 500 1000 500 1000

Base 70.85 41.2 55.1

No Desc. 71.99(14.04) 85.26(3.13) 58.88(10.57) 61.96(9.47) 50.76(1.42) 46.45(3.07)
DISCERN-F 72.25(11.95) 86.51(1.98) 58.60(10.35) 64.28(10.67) 52.35(1.48) 48.08(1.39)
DISCERN 78.11(3.38) 88.54(0.90) 55.44(14.50) 67.00(10.39) 51.75(1.76) 47.64(0.91)

Table 16: Accuracy of roberta-large classifier after augmenting the training set with examples that have been
generated using different approaches. Numbers in brackets next to the names of the dataset indicate the number
of training examples used to learn the initial classifier. Bold numbers indicate the best average classifier accuracy
across five runs.

Algorithm 1 DISCERN
Require: Explainer LLM E
Require: Evaluator LLM P
Require: Data Generator LLM DG
Require: validation dataset Dval = (Xval, Yval)
Require: classifier f

1: // Get validation set predictions
2: Ypred = f(Xval)
3: Y = UNIQUE(Yval)
4: // Cluster Dval for each class
5: Xval,y ← {x : (x, y′) ∈ Dval, y = y′},∀y ∈
Y // Split dataset based on ground-truth label

6: C1:m,y ← AGGLCLUSTERING(Xval,y),∀y ∈
Y

7: for c ∈ C1:m,y do
8: iterations = 0
9: cout = {}

10: while not refinement threshold met or it-
erations < max iterations do

11: if iterations > 0 then
12: cout =

SAMPLEEXAMPLES(C1:m,y − {c}) //
sample out of cluster examples

13: end if
14: ec ← E(c, cout)
15: // in-cluster evaluation
16: rin cluster = P(c, ec)
17: // out-of-cluster evaluation
18: rout cluster = P(C1:m,y − {c}, ec)
19: refinement threshold met =

(rin cluster > in-cluster threshold) and
(rout cluster < out-cluster threshold)

20: iterations = iterations + 1
21: end while
22: // Generate data using the explanation
23: X ′, y′ ← DG(ec, c)
24: Xtrain, ytrain.append(X ′, y′)
25: end for
26: RETRAINCLASSIFIER(f , Xtrain, Ytrain)

sentations of systematic bias in text classifiers.

E Human Evaluation Templates

In Figure 9, we provide screenshots of the tem-
plates used for human evaluation.
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distilbert-base-uncased Accuracies with Different Explainers

gpt-3.5-turbo-0125
gpt-4-0125-preview
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chatgpt-4o-latest

Figure 8: Accuracies post synthetic data augmentation using different language models for describing clusters. 1000
examples were augmented to the classifier based on each explanations. Results show the mean across five runs.

Figure 9: Example templates used for human evaluation of cluster descriptions and examples of the AGNews dataset
in Section 5.
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