Multi-Reference Benchmarks for Russian Grammatical Error Correction

Frank Palma Gomez*
Boston University
frankpalmal2@gmail . com

Abstract

This paper presents multi-reference benchmarks
for the Grammatical Error Correction (GEC) of
Russian, based on two existing single-reference
datasets, for a total of 7,444 learner sentences
from a variety of first language backgrounds.
Each sentence is corrected independently by
two new raters, and their corrections are re-
viewed by a senior annotator, resulting in a total
of three references per sentence. Analysis of
the annotations reveals that the new raters tend
to make more changes, compared to the orig-
inal raters, especially at the lexical level. We
conduct experiments with two popular GEC ap-
proaches and show competitive performance on
the original datasets and the new benchmarks.
We also compare system scores as evaluated
against individual annotators and discuss the
effect of using multiple references overall and
on specific error types. We find that using
the union of the references increases system
scores by more than 10 points and decreases the
gap between system and human performance,
thereby providing a more realistic evaluation of
GEC system performance, although the effect
is not the same across the error types. !

1 Introduction

Grammatical Error Correction (GEC) is the task
of detecting and correcting mistakes in text. Most
of the GEC research effort has been devoted to
correcting mistakes made by English language
learners (Jianshu et al., 2017; Chollampatt and Ng,
2018; Grundkiewicz and Junczys-Dowmunt, 2019;
Omelianchuk et al., 2020; Awasthi et al., 2019; Li
and Shi, 2021; Rozovskaya and Roth, 2016).

The standard approach to evaluating GEC sys-
tems is to make use of reference-based measures,
where system output is compared against a human-
generated reference. A system is rewarded for
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The settings are very reallistic and the actors had a
great performance .

Source

Ref. 1 The settings are very realistic and the actors gave a
great performance .

The settings are very realistic and the actors had
great performances .

System | The settings are very realistic and the actors had
output | great performance .

Scoring against ref. 1:

Ref. 2

Gold edits: (1) reallistic -> realistic; (2) had -> gave

System edits: (1) reallistic -> realistic; (2) had a great -> had great
Correct edits: (1) reallistic -> realistic

Precision: 1/2=0.5 Recall: 1/2=0.5 F: 0.5

Scoring against ref. 2:

Gold edits: (1) reallistic -> realistic; (2) had a great -> had great;
(3) performance -> performances

System edits: (1) reallistic -> realistic; (2) had a great -> had great
Correct edits: (1) reallistic -> realistic; (2) had a great -> had great
Precision: 2/2=1.0 Recall: 2/3=0.66 F: 0.9

Figure 1: Top (grey): Original (source) sentence with
errors, and two corrected versions (ref. 1 and ref. 2).
Original erroneous tokens are in bold, and the changes in
the references are underlined. Bottom (green): System-
produced output and system scores with respect to ref.1
and ref. 2.

proposing corrections that are in the reference, and
penalized for proposing corrections not found in the
reference. A sample sentence with errors from the
NUCLE corpus of English language learners (Ng
et al., 2013), along with two corrected versions (ref-
erences 1 and 2) generated independently by two
human experts, is depicted in Figure 1 (top part).
When more than a single reference is available,
system output is evaluated independently against
each reference, and the reference that maximizes
the score for the sentence is selected.

There are usually multiple ways of correcting
a single sentence, but, since generating human
annotations is expensive, many GEC benchmarks
contain a single human reference. A large body
of work strongly suggests that evaluating against
a single reference severely underestimates system
performance (Choshen and Abend, 2018b; Bryant
et al., 2019; Mita et al., 2019), making it difficult
to accurately evaluate GEC models and preventing
progress in developing robust GEC systems that
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are not overly sensitive to the data from a single
annotator. Using more than a single reference has
been shown to provide a more realistic evaluation
of GEC systems (Bryant and Ng, 2015). This is
because having multiple references increases the
chance that a valid system correction will match a
correction proposed by a human expert. For this
reason, system scores tend to increase with the
number of annotators used in the gold standard,
although at a diminishing rate, suggesting that
using three annotators might be sufficient for a
more accurate GEC evaluation (Bryant and Ng,
2015).

The goal of this work is to contribute to the task
of building robust GEC systems by creating bench-
mark datasets with multiple reference annotations.
We consider Russian that has two benchmark GEC
datasets — RULEC (Rozovskaya and Roth, 2019)
and RU-Lang8 (Trinh and Rozovskaya, 2021) — both
annotated with a single reference, and construct
two new reference annotations for each sentence.

Analysis of the generated corrections reveals that
the new annotators have a high degree of variability
in proposing corrections, and, compared to the
original raters, propose more changes related to
overall fluency.> We attribute this to the use of
the annotation framework that does not focus on
identifying error spans and error types, but, instead,
encourages sentence-level re-writing.

The paper makes the following contributions:
(1) We enhance two existing GEC benchmarks for
Russian with two additional references, for a to-
tal of three references per sentence; (2) Using the
multi-reference datasets, we benchmark two models
that implement state-of-the-art techniques; the mod-
els show competitive performance on RULEC and
achieve a new state-of-the-art performance on RU-
Lang8, with original single-reference benchmarks;
Using the union of 3 references increases system
scores by 10 F-score points on average against a sin-
gle annotator; (3) We analyze the effect of multiple
references on individual error types and reveal inter-
esting trends that are error specific: using multiple
references substantially increases system scores on
grammar and orthography, while the scores on lexi-
cal errors are affected only slightly; (4) We have the
original annotator re-annotate a subset of RULEC
in accordance with the new re-writing annotation
paradigm and show that the direct re-writing ap-
proach negatively affects system scores.

ZFollowing Napoles et al. (2017), we consider fluency

changes as those that not only correct grammatical errors but
also make the original text more native sounding.

2 Multi-Reference Annotation

Below, we start with an overview of the reference-
based evaluation in GEC. Then we describe the
annotation paradigms and motivate our choice of
the direct-re-writing annotation approach. The rest
of the section describes the Russian datasets and
the multi-reference annotation.

2.1 Reference-Based Evaluation

The standard approach to evaluating GEC systems
is to use reference-based measures, comparing sys-
tem output to a reference generated by a human
expert who corrected mistakes in the original source
sentence.

Aligning the source sentence with a reference,
a set of token-level edits required to transform
the source into its corrected version, is generated.
Similarly, the source is aligned with the system
output. A gold edit is an edit between the source
and a reference. A system edit is an edit between the
source and system output. A correct edit is an edit
in the intersection of gold and system edits. Given
the sets of edits, precision, recall, and F-score are
computed in a standard way, where precision is
the percentage of system edits that are correct, and
recall is the percentage of gold edits that are also
part of the system edits. Top part of Figure 1 depicts
a sample source sentence and two references. The
bottom part shows system output, the corresponding
edits, precision, recall, and F-scores. Ref. 2 scores
would be picked for that sentence, as the F score is
higher when ref. 2 is used. Please see Appendix A
for an overview of evaluation metrics.’

Note that if only ref. 1 was available for the
sentence in Figure 1, the resulting score for the
sentence would be lower, resulting in performance
underestimation.* When more than one reference
is available, system output is compared indepen-
dently with each reference, and the reference that
maximizes the F-score for that sentence is selected.
Having more references increases the chance that
valid corrections in system output match those in
one of the human-generated references, making
that reference close to system output. This would

3Please see Choshen and Abend (2018a) for a good survey
on the topic. We use M2 scorer (Dahlmeier and Ng, 2012)
that has been widely used in GEC research, with the default
value of beta 0.5, i.e. weighting precision twice as high as
recall, and refer to the result as Fj s.

4We do not claim that evaluating against ref. 2 yields an
accurate performance estimate, but we show that ref. 2 give
a more accurate estimate than ref. 1. It is possible that there
exists another reference that would result in an even higher
score for that sentence.
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allow for a more accurate evaluation of system per-
formance (Bryant and Ng, 2015; Rozovskaya and
Roth, 2021; Choshen and Abend, 2018b). Thus,
building benchmarks with multiple references is
crucial for an accurate evaluation of GEC systems.
It has also been suggested that the score differences
tend to even out with more than three references,
so that the use of three references is sufficient for
providing a more realistic idea of system perfor-
mance (Bryant and Ng, 2015).  Following these
recommendations, there have been efforts to pro-
duce English GEC datasets with multiple references
(Bryant et al., 2019; Napoles et al., 2017), however,
benchmarks in other languages often have a single
reference annotation, due to the effort involved in
producing human-labeled GEC data, with a few
exceptions (Zhang et al., 2022; Naplava et al., 2022;
Syvokon and Nahorna, 2021).

2.2 Annotation Paradigm: Direct Re-Writing

There are two main approaches to GEC annota-
tion: In the error-coded approach, a human expert
corrects all mistakes in the original sentence, and
also marks the error span and chooses the error
type based on some linguistic taxonomy. This
paradigm was adopted in the construction of sev-
eral English GEC corpora (Yannakoudakis et al.,
2011; Rozovskaya and Roth, 2010a) and corpora
in other languages, including RULEC (Rozovskaya
and Roth, 2019). A relaxed version of this approach
consists of having the annotator correct all errors,
while also marking the error spans (without having
to specify the linguistic error type). This approach
was used to annotate several GEC corpora, e.g., the
Arabic QALB corpus (Mohit et al., 2014) and the
RU-Lang8 dataset used in this work.

Sakaguchi et al. (2016) discuss the challenges
of using the error-coded paradigm, specifically, an
additional load on the human experts, which may
impact annotation quality (Zhang et al., 2022), and
the inconsistencies in annotations, when selecting
error spans and error types, especially if the error
taxonomy is large. In addition, there is the issue of
inconsistencies in annotations for multiple datasets
for the same language that may follow different
error taxonomies (Bryant et al., 2017). To address
these issues, Napoles et al. (2017) propose to use
“holistic fluency edits to not only correct grammati-
cal errors but also make the original text more fluent
or native sounding.” This is the approach we adopt

5The use of error-coded paradigm also requires a certain
level of linguistic background to be able to choose the appro-
priate error type.

Partition Sents. | Tokens
Train (gold) | 4,980 | 83,404
RULEC Dev (gold) 2,500 | 41,161
Test (gold) 5,000 | 81,693
Dev (gold) 1,968 | 23,138
RU-Lang8 | oot (gold) | 2.444 | 31.603

Table 1: Statistics on the Russian learner datasets. We
add two new references to the test partitions of each
benchmark.

Please correct the following sentence to make it
sound natural and fluent to a native speaker of
Russian. You should fix grammatical mistakes,
awkward phrases, spelling errors, etc. following
standard written usage conventions, but your
edits must be conservative. Please keep the
original sentence (words, phrases, and structure)
as much as possible.

Table 2: Annotation instructions (based on Napoles et al.
(2017)).

in our work, and we refer to it as direct re-writing,
following Zhang et al. (2022): a human expert is
asked to re-write the sentence and make it fully
grammatical and fluent, while preserving the origi-
nal meaning. Note that both annotation paradigms
follow the “minimal-edit principle”® in that they
aim to preserve the original sentence as much as pos-
sible. Nevertheless, the direct re-writing paradigm
is more conducive to making the output text fluent,
since it allows the annotator to focus on provid-
ing the appropriate corrections, without having to
think about the linguistic error type and edit span
boundaries (Napoles et al., 2017; Sakaguchi et al.,
2016). The direct re-writing approach has been
used in GEC annotation efforts for a variety of lan-
guages — English, Chinese, and Ukrainian (Syvokon
and Nahorna, 2021; Napoles et al., 2017; Zhang
et al., 2022). Figure A.1 in Appendix illustrates the
difference between the annotation paradigms.

2.3 Russian Learner Datasets

Two datasets of Russian learner data are avail-
able, that are manually corrected for errors: the
RULEC-GEC corpus (Rozovskaya and Roth, 2019)
(henceforth RULEC) and and RU-Lang8 (Trinh and
Rozovskaya, 2021). Statistics are in Table 1.
RULEC contains essays written by learners of

®It is common to instruct the annotators to follow the
principle of “minimal edits”, that is making the smallest
number of edits to render the sentence grammatical and well-
formed.
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Dataset Error rate (%)

Rater S | Rater A | Rater B
RULEC 6.8 14.7 14.6
RU-Lang8 10.9 18.0 20.5

Table 3: Error rates by dataset and annotator.

Russian studying at the University of Oregon (Alsu-
fievaetal., 2012). RU-Lang8 is a dataset of Russian
learner writing collected from the online language
learning platform Lang-8 (Mizumoto et al., 2011).”
While RULEC consists of essays written in a Uni-
versity setting in a controlled environment, the
majority of texts in RU-Lang8 are short paragraphs
or questions posed by learners. Further, while
RULEC data is relatively uniform in that it is all
produced by native English speakers, the RU-Lang8
data comes from speakers with a diverse set of first
language backgrounds (Mizumoto et al., 2012).

The original RULEC annotation uses the error-
coded method. The annotation of RU-Lang8 is
performed using a relaxed error-coded method:
while errors in RULEC are also tagged with a
linguistic error type at the level of syntax, morphol-
ogy, and lexical usage (a total of 22 categories),
the annotation of RU-Lang8 is performed at the
level of four operations: Replace, Insert, Delete,
and Word Order. In other words, error spans are
marked manually in both RULEC and RU-Lang8,
but error categories are not specified in RU-Lang8
(see Figure A.1 in Appendix).

2.4 Constructing New Annotations

We have generated two additional references for
the fest partitions of RULEC and RU-Lang8 (5,000
sentences of RULEC and 2,444 sentences of RU-
Lang8), as shown in Table 1. The training and
development data were not re-annotated. Two new
annotators, native speakers of Russian, were re-
cruited to perform the additional annotation. The
annotators are college graduates without prior an-
notation experience. We have also used one of the
annotators who participated in the original annota-
tion of RULEC and RU-Lang8 (referred to as senior
rater), for quality control and analyses. We denote
the senior annotator as S, and the new annotators
are referred to as A and B.%

The new annotators were given a trial set of 50
sentences each, and the annotation instructions (Ta-

7https:/lang-8.com

8The senior rater previously participated in the RULEC
annotation as one of the two raters (each rater corrected a
different subset of RULEC sentences), and also performed the
annotation of RU-Lang8.

Onallt paccunTanalis intended c

ially pnsilfor
is,masc. ic cabe /sph

Source

OHal/lt paccuntanalis intended Ha/on cneuynanuctos/specialists atoii/this, fem.
i @asE h

an

Ref.

Manual edits produced by human rater:

{ OHa paccuuTtaHa \[:] Ha H cneuuanucTos J aTon { akagemunyeckon coepsl \

Automatic edits produced with ERRANT:
[ OHa paccunTaHa \[ Ha J[ creynanvcTos ][ aTOM ][ aKageMn4eckoin ccepbl J

Figure 2: A comparison of manual edit spans and those
automatically extracted with ERRANT. Green blocks
are edits.

ble 2). The senior rater both reviewed the resulting
annotations and performed second-pass annotation,
which we also use for inter-annotator agreement
(see Section 2.6). We computed the error rates
on the second pass (shown in Table 5) and de-
termined that the new annotators are eligible to
perform the annotation, based on the error rates be-
ing below 10%. Following previous work of similar
annotation in Russian and Ukrainian (Syvokon and
Nahorna, 2021; Rozovskaya and Roth, 2019), we
assume that the error rates below 10% are accept-
able. Following the review of the senior annotator,
the raters were also given additional instructions.

2.5 Statistics on the Annotated Data

Identifying error spans and extracting edits in
new annotations Since the error spans are not
marked in the direct re-writing annotation paradigm,
we apply the ERRANT tool (Bryant et al., 2017)
to align the original sentence with each of its new
references to get a list of edits. For consistency and
direct comparison with the original references, we
also apply ERRANT to obtain automatic error spans
for the original sets of references in both datasets.
The automatic error spans obtained with ERRANT
do not always match the manual error spans in the
original annotations. This is illustrated in Figure 2:
the annotator marked three edits, while ERRANT
produced two edits, merging the first two changes
(word deletion and preposition replacement) into a
single edit. Differences in error spans may result in
different F-scores (see Section 3), but the changes
are minor (about 5% of sentences have mismatches
in error spans).

Computing error rates Table 3 shows the error
rates (percentage of tokens that have been cor-
rected). The senior rater made significantly fewer
changes in each dataset, compared to the new anno-
tators.

Distribution of edits by error type To assign er-
ror categories to the edits produced by ERRANT,
we apply an error classification tool developed
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for Russian (Rozovskaya, 2022), that uses a part-
of-speech (POS) tagger and a morphological an-
alyzer (Sorokin, 2017) to automatically classify
the edits into appropriate linguistic types (the tool
follows the error taxonomy adopted in the original
RULEC annotation; please see further discussion
on the choice of the tool in Appendix B). Note that
because the original RULEC annotation follows
the error-coded approach, the original references
in RULEC come with manually-assigned error cat-
egories. For consistency and a fair comparison
with the new references, we use ERRANT to get
automatic error spans and apply the tool to ob-
tain automatic error categories for the edits in the
RULEC original references. Results on the top-12
most frequent error types are shown in Tables 4
and Appendix Table B1 for RULEC and RU-Lang8,
respectively. Common Russian learner errors are
illustrated in Appendix Table D3.

The new raters make more changes, compared
to the senior rater. However, the difference is
more pronounced on RULEC (an increase of 80-
90%), vs. 50% in RU-Lang8. Further, the largest
increase occurs in the open-class lexical categories.’
We conjecture that the new annotators may have
more strict criteria for grammaticality, and that
the direct re-writing paradigm is conducive to the
annotators making more changes, which would
explain the larger increase in RULEC, where the
original annotation used the error-coded approach.
See also discussion in Section 4.

2.6 Inter-Annotator Agreement

We compute agreement in two ways. First, we
follow the method used for computing agree-
ment for English (Rozovskaya and Roth, 2010b),
Russian (Rozovskaya and Roth, 2019), and
Ukrainian (Syvokon and Nahorna, 2021), where
the texts corrected by first annotator were given to
the second annotator, and agreement was measured
as the error rate relative to the text corrected on
the first pass, as our goal is to make the sentence
well-formed, without enforcing that errors are cor-
rected in the same way. 100 sentences from each
annotator were given to the other annotator for the
second pass. Table 5 shows that the error rate of
the sentences corrected by the senior rater on the
second pass is lower than for the new raters. This
is consistent with the earlier finding that rater S is
more conservative. Overall, the numbers are higher

9Lex. (word) and Lex. ( ‘phrase) denote lexical changes
that involve single-token and multi-token replacements, re-
spectively.

Error type Rel. freq. by rater(%)

S (gold)|S (auto)/A (auto) B (auto)
Spelling 20.0 21.7 15.1 159
Lex. (word) 11.7 11.8 9.7 10.3
Punc. 11.0 11.3 16.8 15.7
Noun 178 56 51
case/num.
Prep. 33 5.3 4.2 4.0
Lex. (phrase) 4.2 9.6 19.3 19.1

Noun case 13.2 6.2 4.4 3.8
Insert 9.2 4.0 3.2 4.2
Adj. case 3.7 2.5 2.2 2.0
Verb agr. 29 2.5 1.6 1.5
Delete 5.6 1.2 3.5 34
Morph. 4.7 1.5 1.2 1.1
Total edits 5,283| 5,093] 9,741 9,819

Table 4: List of top-12 error types and their distribution
in RULEC (by rater). Gold refers to the results obtained
using manually-assigned edit spans and original gold
error labels in RULEC. Auto denotes edit spans and
error types obtained automatically: error categories are
obtained when the automatic error classification tool is
applied to the edit spans identified with ERRANT. Most
frequent edit type for each rater is in bold.

Second First pass

pass Rater S | Rater A | Rater B
Rater S - 4.36 2.83
Rater A 7.37 - 3.68
Rater B 7.78 9.56 -

Table 5: Inter-annotator agreement using 100 sentences
from RULEC. Error rates (the percentage of tokens that
have been corrected on the second pass) based on the
corrections on the second pass.

than those reported for RULEC (0.67%-2.4%) and
for Ukrainian (1.2%-2.9%). The highest error rates
occur when a new rater re-annotated the texts origi-
nally corrected by the senior annotator, which we
attribute to the new annotation strategy (see also
Section 4).

Diversity of annotations Our second evaluation
measures agreement by treating one annotator as
gold and another annotator as system output. This
evaluation is expected to reveal the degree of vari-
ability of corrections. Results are presented in
Table 6 for RULEC. Appendix Tables D4 and D5
show detailed results with Precision and Recall for
RULEC and RU-Lang8, respectively.

The scores are lower than those reported previ-
ously for Russian (66.7 and 69.9, Trinh and Ro-
zovskaya (2021)) but are similar to those reported
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Gold Fo.s

annotator S A B
Rater S 100.0 | 42.7 44.5
Rater A 489 | 100.0 | 422
Rater B 51.3 43.0 | 100.0

Table 6: Scoring one rater against another (RULEC).
80
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Figure 3: Overlap in edits based on pairwise annotator
comparison for RULEC and RU-Lang8 combined (aver-
aged over the 3 annotators). The top-12 error types.

for English (score of 45.91, Bryant and Ng (2015)).
The scores indicate that the annotators exhibit a
high degree of variability, which we attribute to the
new annotation schema.

Overlap in edits by type To compare how often
the raters agree on edits of various types, for each
error type and rater, we compute the percentage of
edits of that type, that is also found in the annota-
tions of another rater. Combined results on the 12
most frequent error types for the two datasets, aver-
aged over each pair of raters are shown in Figure 3.
The error categories with the highest agreement are
related to spelling and grammar. The errors with
the lowest agreement are punctuation and mistakes
related to lexical choice. Our results are consis-
tent with previous findings in English suggesting
that lexical choice errors have more correction op-
tions (Choshen and Abend, 2018b), which would
result in lower human agreement on those mistakes.

3 Benchmarking Experiments

We implement two models, evaluate these on
the original references and on the multi-reference
benchmarks, and investigate how system scores are
affected by a choice of a single rater. In Section 4,
we perform additional analyses.

Models We have selected GEC models that draw on
methods that showed competitive performance in

multilingual GEC. Broadly speaking, there are two
leading approaches to GEC: sequence-to-sequence
(seq2seq) and edit-based (Bryant et al., 2023). We
chose the seq2seq framework for both of our mod-
els, as it demonstrated superior performance on
multiple languages (e.g., Rothe et al. (2021); Palma
Gomez et al. (2023)). Indeed, we show below
that our results are competitive with previous work
on the original RULEC benchmark (Table 7) and
outperform state-of-the-art on RU-Lang§8 (Table 8).

Regarding the edit-based framework GEC-
ToR (Omelianchuk et al., 2020), it was shown
to be competitive on English, however, attempts to
use it with other languages proved to be less suc-
cessful (Syvokon and Romanyshyn, 2023). This is
because GECToR requires language-specific knowl-
edge to develop rules, while the seq2seq approach
does not require special knowledge and can be
implemented by researchers not proficient in the
target language. A recent survey of GEC research
notes the following, as it discusses edit-based ap-
proaches such as GECToR (Bryant et al., 2023):
“Their main disadvantages, however, are that they
generally require human engineering to define the
size and scope of the edit label set and that it is
more difficult to represent interacting and complex
multi-token edits with token-based labels.”

Model 1: seq2seq model Our first (smaller) model is
aseq2seq Transformer (henceforth, seq2seq): the er-
roneous sentences are treated as the source language,
and their corrected counterparts are treated as the
target language. Seq2seq approaches have demon-
strated strong empirical results in GEC (Chollam-
patt and Ng, 2018; Yuan and Briscoe, 2016; Grund-
kiewicz et al., 2019; Grundkiewicz and Junczys-
Dowmunt, 2019; Kiyono et al., 2019; Zhao et al.,
2019; Jianshu et al., 2017; Yuan and Briscoe, 2016;
Katsumata and Komachi, 2019; Xie et al., 2018).

Model 2: mT5 model For our second seq2seq
model, we adopt the approach of Rothe et al. (2021)
and make use of mT5 (Xue et al., 2021), pre-trained
on a subset of Common Crawl, covering 101 lan-
guages and composed of about 50 billion docu-
ments (Xueetal.,2021). Rotheetal. (2021) finetune
mT5 on GEC gold data, although state-of-the-art
results are only achieved, when they re-train mT5
with a different objective and use an extremely large
model xx1 with 13B parameters. We use the origi-
nal mT5 model of smaller sizes (mT5-base, S80M
parameters, and mT5-large, 1.2B parameters). We
refer to this model as mT5.
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Generating synthetic data with morphological
transformations Both models are pre-trained on
native data where the source side has been cor-
rupted with artificial noise. Common data corrup-
tion strategies include spelling-based transforma-
tions (Grundkiewicz and Junczys-Dowmunt, 2019)
and morphology-based transformations (Choe et al.,
2019). The latter utilizes morphological variants of
the same word, when generating synthetic noise. In
this work, we adopt the morphology-based transfor-
mations, and generate noise based on the output of a
morphological analyzer for Russian (Sorokin et al.,
2016). Please see Appendix C for more details
about the method.

Experimental Setup The seq2seq models are
trained on 15M sentences with synthetic errors,
while the mT5 models use 10M synthetic sentences
(due to computational constraints). The mT5 mod-
els are further finetuned on the RULEC training
data. Please see more detail on the experimental
setup in Appendix D. Appendix Table D2 summa-
rizes the gold and synthetic data used to train the
models.

3.1 Results on the Original References

RULEC Table 7 shows that our results are compa-
rable to or better than previously reported. The
top segment of the table lists models trained in this
work. The remaining three segments show results
of previous work broken down by the amount of
gold data used in training and fine-tuning. The
special symbols next to each model indicate the
type and amount of gold data used (explained in the
table caption). Our mT5-base result is comparable
to gT5 xxI (13B parameters, last table section); with
mT5-large, we obtain a 2-point improvement. Our
smaller seq2seq model outperforms all models of
similar sizes (section 2 in the table) that also use
RULEC training data. Sorokin (2022) uses ruGPT-
3 and RoBERTa-large. Their model is comparable
to mT5-large, in terms of parameters, but is trained
on Russian data, whereas mT5 is multilingual.
RU-Lang8 There are only two results avail-
able (Trinh and Rozovskaya, 2021). Comparison is
shown in Table 8. Both models show competitive
performance, and both the mT5-base and mT5-large
model improve over existing state-of-the-art.

3.2 Results on Multi-Reference Benchmarks

Main results In the remainder of the paper, we
report results on seq2seq as a smaller model and an
mT5-large as a larger model. Tables 9 and 10 show

Model Fos
This work seq2seq <> 47.4
This work mT5-base % 51.0
This work mT5-large % 53.2
Rothe et al. (2021) gT5 base * 26.2

Grundkiewicz and Junczys-Dowmunt|34.5
(2019) %

Naplava and Straka (2019) % 47.2
Flachs et al. (2021) % 44.7
Katsumata and Komachi (2020) % 44 4
Naplava and Straka (2019) % 50.2
Rothe et al. (2021) gT5 xxI 4+ 51.6
Sorokin (2022) ‘scorer-only’ 4 534
Sorokin (2022) ‘combined’ 4 55.0

Table 7: Comparison with previous work for RULEC,
using original reference. The top segment shows models
trained in this work. The remaining segments show
results obtained in previous work, broken down by the
amount of gold data used. Extra large models are
grouped in the bottom segement. <> denotes models
that do not use RULEC gold training data; % refers to
models that use RULEC training data for fine-tuning. %
denotes models that use RULEC training and dev data
for fine-tuning; 4 denotes extra large models in terms
of parameters and native data used that also use RULEC
training data.

Model F0_5
This work seq2seq <> 47.7
This work mT5-base % 49.8
This work mT5-large % 54.5
Trinh and Rozovskaya (2021) % 47.0
Trinh and Rozovskaya (2021) & 49.1

Table 8: Comparison with previous work for RU-Lang8,
using original reference. <> denotes a model that does
not use RULEC training data. % refers to models that
use RULEC training data for fine-tuning. & denotes a
model that uses RULEC training and data from Lang8.

Model | Rater Performance
P R Fys
S (gold) | 58.8 26.7 474
S (auto) | 58.3 27.2 474
seq2seq | A 552 135 341
B 56.9 13.8 35.1
S,A,B 69.9 338 57.6
S (gold) | 64.1 31.7 532
S (auto) | 63.7 32.3 534
mT5 A 619 164 398
B 62.1 163 39.7
S,A,B 76.7 399 64.8

Table 9: Performance on RULEC (test) by individual
rater and when using a union of all three. Best result
against original reference and the union of 3 in bold.
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Model | Rater Performance
P R Fos
S 57.6 282 47.7
seq2seq A 559 18.7 40.0
B 529 162 364
S,AB | 653 355 56.0
S 65.1 33.0 545
TS A 62.0 212 448
B 57.5 18.0 40.0
S,AAB | 71.6 405 62.1

Table 10: Performance on RU-Lang§ (test) by individual
rater and when using a union of all three. Best result
against original reference and the union of 3 in bold.

results on RULEC and RU-Lang8, respectively. For
RULEC original reference, we show performance
using original edit spans (gold) and automatic spans
produced with ERRANT (auto).

System scores, when evaluating against a sin-
gle annotator, vary widely, and scores are much
higher, when evaluated against the original refer-
ence. Using 3 references increases the scores for
both models and benchmarks. Similar behavior has
been observed for English (Bryant and Ng, 2015).
Also of note is that while the use of multiple refer-
ences does not change the ranking of the systems,
the gap between the system scores increases when
three references are used, suggesting that multiple
references provide more robust results. The results
support the view that the use of multiple references
helps account for variability in GEC system correc-
tions, thereby providing a more accurate evaluation
of GEC system performance (Bryant and Ng, 2015).

4 Further Analysis and Discussion

Effect of using multiple references on individual
error types Choshen and Abend (2018b) show
that the performance on some error types in English
are more severely underestimated than on others.
This happens because some errors, such as lexical
errors, have a larger set of correction options.

We compare the effect of using multiple refer-
ences on individual error types. Results are shown
in Figure 4 and 5 for mT5-large model on RULEC
and RU-Lang8, respectively. Across categories,
the best performance is obtained on spelling er-
rors and inflectional grammar errors. The highest
gains when 3 references are used are observed on
punctuation errors, preposition errors, deletion er-
rors, morphology and adjective case. The smallest
gains are on lexical errors and insertions. Compar-
ing system performance on individual error types,

B 1 rater B3 raters

@ & £ o & o N
& & & S ® Q@Q S L & @&
5 < L AR N >
& S P K@ e W8
(\(:b") N \/Q,
S

Figure 4: Fy 5 on RULEC for the top-12 automatic error
types. Results when one annotator (senior) is used vs. a
union of 3. mT5 model.

5 B 1rater M 3raters

30
20
10
0
2 . &
S ]

HlHI :

Figure 5: Fj5 on RU-Lang8 for the top-12 automatic
error types. Results when one annotator (senior) is used
vs. a union of 3. mT5 model.

higher scores seem to correlate with higher human
agreement on those errors (see Fig. 3).

Impact of multiple references and comparison
to human performance We evaluate system per-
formance using 1, 2, and 3 references. When using
1, and 2 references, we average the results across
different (subsets of) annotators. We perform a sim-
ilar experiment scoring one human against another
or a set of 2 human raters (Figure 6).

The scores increase for both models with the num-
ber of references used. Human performance also
increases with 2 references, compared to a single
one. Note also that the gap between human perfor-
mance and system is larger for a single-reference
evaluation, compared to 2 references used. The gap
between the system performance also increases as
the number of references used increases from 1 to 3.
This suggests that a multi-reference dataset reduces
the risk of underestimating performance, and thus
provides more robust model evaluation.

Comparison of the annotation paradigms To
evaluate the effect of the annotation guidelines on
the corrections and on evaluation, as well as to
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--seq2seq ~=-mT5 =--human Model |Rater/ Performance
65 number of edits| P R Fys
S (320) 4 54.7 23.8 43.4
" seq2seq S (352) O 55.8 21.9 42.6
55 e et A (443) O 58.8 18.1 40.5
5 _/’,/” B (506) O 50.0 134 324
h Rt S (32000 60.9 262 482
45 TS S(352)O 60.7 24.1 46.6
A (443) O 58.3 17.4 39.6
‘ B (506) O 52.6 14.0 33.9

. 1 2 3 Table 12: Performance on 200-sentence RU-Lang8

Figure 6: Effect of the number of references on Fj s.

Number of references used

Model |Rater/ Performance
number of edits| P R Fy;
S (326) 60.4 26.7 48.2
seq2seq S (388) O 53.8 20.1 40.3
A (382) O 48.6 18.1 36.3
B (515 0O 53.8 15.1 35.6
S (326) 63.9 28.2 51.0
TS S (388) O 64.6 24.0 48.2
A (382) O 54.6 20.2 40.7
B (515 0O 57.0 15.7 374

Table 11: Performance on 200-sentence RULEC subset.
4 denotes error-coded annotation paradigm, and O
stands for direct re-writing.

perform a fair comparison with the new raters, we
have the senior annotator re-annotate a subset of
the data, using the direct re-writing approach. To
this end, the senior annotator is asked to perform a
re-annotation of a 200-sentence subset from each
dataset, following the new guidelines. Column 2 in
Table 11 and Appendix Table 12 show the number
of automatic edits in the original and newly cor-
rected files, and compare these to the other 2 raters.
The direct re-writing paradigm results in a higher
number of edits (20% increase in RULEC and 10%
increase in RU-Lang8). The lower increase in RU-
Lang8 can be attributed to the relaxed error-coded
approach used in the annotation for this dataset
(see Section 2.3). It should also be noted that the
senior annotator still makes fewer edits compared
to the new annotators, which we can attribute to
the personal preference of that annotator. In Ta-
bles 11 and 12, we show the performance on the
200-sentence subset for each annotator. The general
trend is that the new annotation schema results in
a lower Fj s score on both datasets, although the
difference is more pronounced on RULEC.

subset. [d denotes error-coded annotation paradigm, and
O stands for direct re-writing.

Recommendations We believe the findings of
this work should be useful for thinking about how to
modify evaluation, as well as the training and tuning
paradigms in GEC, and we would like to propose
several ideas. One recommendation is to develop
different strategies for evaluating performance on
different error types. Specifically, one finding of
the paper is that using 3 references alleviates the
problem of performance underestimation on gram-
mar and orthography errors, whereas performance
on lexical errors remains unchanged. This suggests
that, perhaps, a different approach to evaluating
performance on lexical errors should be used, one
that considers paraphrasing instead of simple edit
matching. Another recommendation and a direc-
tion for future work is understanding how training
and finetuning on data with a single reference affect
system performance, and whether it would be valu-
able to develop validation and training sets with
multiple references.

5 Conclusion

We enriched two Russian GEC benchmarks with
additional annotations. We have analyzed and com-
pared the resulting annotations and the original refer-
ences and shown that the new annotators make more
changes compared to the original raters, especially
at the lexical level. We computed inter-annotator
agreement and human-vs-human performance. We
implemented two strong GEC models and evaluated
their performance on the new benchmarks. The gap
between the model scores increases with the use
of more references, whereas gap between human
performance and system scores decreases, suggest-
ing an improvement in the robustness of the results
when multiple references are used.
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Limitations

This work presented annotations for two Russian
GEC benchmarks. This resource should help de-
velop robust GEC systems for Russian that provide
a more realistic evaluation of system performance
and are not overly sensitive to the data from a single
annotator. We note that a limitation of this work is
that it does not completely solve the issue of perfor-
mance underestimation, especially in the context
of correcting lexical errors that have a large set of
possible corrections.

Another limitation of this work is that, while we
consider the models to be low-resource for GEC,
the methods that we used for creating synthetic
training data rely on language-specific resources,
such as a POS tagger and a morphological analyzer.
Finally, we adopt the most common approach to
GEC that operates at the sentence level, and we do
not investigate error correction that looks at broader
context.

Ethical Considerations

The annotation presented in this work is performed
using data from an existing dataset that is publicly
available for research (Mizumoto et al., 2012), and,
more specifically, a subset of that data that was
previously extracted and pre-processed (Trinh and
Rozovskaya, 2021), which is also publicly available.
The annotation presented in this work was manually
generated by two native Russian speakers that were
hired to perform the annotation for a compensation.
The amount was set according to a compensation
that was offered for similar annotation efforts, and
that pay was deemed acceptable by the annotators.

The resulting annotations are expected to con-
tribute to the development of robust systems for the
grammatical error correction of Russian and should
benefit learners of Russian as a foreign language.
The dataset could also be of use to linguists working
on second language acquisition, as it could provide
insight about the types of errors made by learners of
Russian. The authors are not aware of any potential
problems that could result from the use of the data
and the annotations.
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A Evaluation Metrics

Reference-based evaluations include several mea-
sures (Napoles et al., 2019; Dahlmeier and Ng,
2012; Bryant et al., 2017; Napoles et al., 2015a;
Felice and Briscoe, 2015), and their comparison is
out of the scope of this work.

The M2 metric used in this work is the most
commonly used metric in GEC. M2 is edit-based
and computes F-score (typically Fy s score, with
precision being weighted higher than recall). ER-
RANT (Bryant et al., 2017), another commonly
used metric, is very similar and also computes
F-score. I-measure (Felice and Briscoe, 2015) cal-
culates a weighted accuracy of edits, and GLEU
(Napoles et al., 2015b) (inspired by BLEU from
machine translation, as BLEU itself is not appro-
priate for GEC) calculates a weighted precision
of overlapping n-grams. GLEU rewards n-gram
overlap of the correction with the reference and
penalizes unchanged incorrect n-grams in the cor-
rection. There is currently no consensus on the
best reference-based evaluation metric for GEC.
For example, GLEU seems to correlate better with
human judgments than M2 (Napoles et al., 2017),
but it is also a metric that tends to penalize most
error types and discourages system from proposing
changes (Choshen and Abend, 2018a).

The multi-reference evaluation we consider ap-
plies both to M2 and ERRANT. We expect the
multi-reference benchmarks to be also useful for
GLELU, as previous research suggests that the error
types being penalized in GLEU and M2 are due to
the edits being under-represented in the reference
sets (Choshen and Abend, 2018a).

Finally, note that the F-scores are calculated in-
dependently for each reference in the presence of
multiple references, and then the reference that
maximizes the score is selected. One reason why
taking a reference with the highest score makes
sense is because we assume that the reference that
is closest to the system output (in terms of edit
overlap between system output and gold reference)
will provide a more realistic evaluation of system
performance. However, it can also be argued that
because the set of gold references does not include
all possible corrected versions of the source sen-
tence, that there exists a reference that is even closer
that might contain a set of (independent) changes
from a union of two or more references. A recent
work by Ye et al. (2023) attempts to address this
issue by identifying independent changes in a set
of multiple references. They show experiments on

Error type Rel. freq. by rater(%)
S (auto)|A (auto)|B (auto)
Spelling 24.3 20.3 17.9
Lex. (word) 10.4 6.9 9.1
Punc. 7.6 15.8 12.7
Noun case/num. 4.1 3.3 2.9
Prep. 55 4.2 4.0
Lex. (phrase) 10.1 16.8 21.3
Noun case 6.2 4.4 4.0
Insert 4.0 4.8 4.5
Adj. case 2.5 1.8 1.5
Verb agr. 2.2 1.8 1.4
Delete 2.7 3.6 4.7
Morph. 0.5 0.6 0.5
Total edits 3,383 4910, 5,257

Table B1: List of top-12 automatic error types and their
distribution in the RU-Lang8 dataset (by rater). Auto
denotes edit spans and error types obtained automatically:
error categories are obtained when the automatic error
classification tool is applied to the edit spans identified
with ERRANT. Most frequent edit type for each rater is
in bold.

English datasets, and we leave it to future work to
apply their framework to other languages, including
Russian.

B Annotation Statistics

To assign error categories to the edits produced
by ERRANT, we apply a tool developed for Rus-
sian (Rozovskaya, 2022), that uses a POS tagger and
a morphological analyzer (Sorokin, 2017) to auto-
matically classify the edits into appropriate linguis-
tic types. It should be noted that there is a language-
agnostic error classification tool, SErCL (Choshen
et al., 2020), which can also be used to classify
errors. We chose the error classification tool that
was specifically designed for Russian learner er-
rors. The tool was also evaluated against gold error
types in RULEC, while SErCL performance against
Russian error types is not known. Finally, SErCL
mainly considers syntactic error types, while we
also include errors in derivational morphology.

Table B1 shows distribution of errors by type
and annotatator in RU-Lang8.

C Generating Synthetic Data with
Morphological Transformations

Spelling-based transformations (Grundkiewicz and
Junczys-Dowmunt, 2019; Grundkiewicz et al.,
2019) include highly confusable words based on
edit distance obtained from a dictionary available
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Source

Direct re-writing approach:

Error-coded approach:

Error-coded approach (relaxed):

Figure A.1: Comparison of the annotation paradigms. The erroneous tokens are shown in red, and the changes are
in green for emphasis. The error spans are marked manually in both the error-coded and the relaxed error-coded
annotation, but the relaxed version does not specify linguistic error types; instead, changes are labeled as operations
(Insert/Replace/Delete).
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in a spellchecker, while morphology-based trans-
formations utilize morphological variants of the
same word. The latter method showed competitive
results in English (Choe et al., 2019). However,
Flachs et al. (2021) find that the morphology-based
method underperforms across several languages,
but they use Unimorph (McCarthy et al., 2020) to
generate morphological confusions.

In this work, we use morphological transforma-
tions. Our intuition is that this method should
perform well, given the rich morphology of Rus-
sian and our use of a language-specific analyzer. In
addition, we employ a Russian spellchecker prior
to running the GEC model (and a spelling-based
synthetic data tends to correct spelling errors that
the spellchecker already takes care of (White and
Rozovskaya, 2020)). To generate morphological
transformations, we compile a dictionary based on
a large native corpus of Russian (250M tokens col-
lected over the web (Borisov and Galinskaya, 2014)
that has been pre-processed with the morphological
analyzer (Sorokin, 2017). The dictionary is keyed
on the base form for each word, and contains all
wordforms (inflectional variants) corresponding to
that base form that occurred in the 250M corpus.
We use this dictionary to generate synthetic errors
as follows: given a word in the monolingual train-
ing data, we use a POS tagger to obtain its POS
tag and the morphological analyzer to obtain the
base form. The token is then replaced with its
inflectional variant that corresponds to the same
base form.'?

D Experimental Setup

Seq2seq models are trained using Transformer
(Vaswani et al., 2017) implemented in the Fairseq
toolkit. We use the “Transformer (big)” settings
and the parameters specified in (Kiyono et al., 2019)
for Pretrain setting. The models are trained un-
til convergence and 10 checkpoints are averaged
during inference. Results are averaged over 2 runs.
The synthetic data is created by corrupting monolin-
gual Russian data from the Yandex corpus (Sorokin,
2017) collected over the Web.

Data used to train the models Table D2 summa-
rizes the gold and synthetic data used to train the
models.

Model 1 (seq2seq) is pre-trained on 15M synthetic
sentences (RULEC-dev data is used as validation
data during the pre-training stage). Seq2seq models

10159 of tokens are modified in this way, to mimic the
errors rates in the learner data.

(1) RULEC-train is used for train-
ing and finetuning

Gold data (2) RULEC-deyv is used as valida-
tion data
(1) 15M sentences used to train
seq2seq models from scratch
Synth. data | (2) 10M sentences used to pre-

train mT5 models in stage 1, be-
fore finetuning on RULEC-train

Table D2: Description of gold and synthetic data used
to train the models.

are typically further finetuned on gold training data,
but finetuning on RULEC-train did not improve
the scores on the RULEC dev data, and thus we
skip the finetuning stage. We hypothesize that this
happens because RULEC-train is relatively small,
compared to the sizes of gold training data in other
languages, e.g. 30K sentences in Ukrainian, or 10K
sentences in Spanish, while only 4,800 sentences
in RULEC-train.

Model 2 (mt5) is trained in 2 stages: (1) In stage 1,
it is pre-trained on 10M synthetic sentences; (2) In
stage 2, the model is further finetuned on RULEC-
train. Both in (1) and (2) RULEC-dev is used as
validation data.
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Error type Example

Punc. —,

Delete (open-class) 0Obu1 “was” —

Insert (open-class) — 1yt Toro “with the purpose of”

Prep. (ins.,del.,repl.) B “in” — u3 “from, out of”

Conjunction u (“and”) —

Noun case/number wuze-u (“idea” (sg.,gen/pl.,nom.)) — une-ii (“idea” (pl.,gen))

Noun case crienmancT-or “experts” (pl.,nom) — cuermasuct-am (pl.,dat.)

Noun number nosi-a‘‘gender” (sg.,gen.) — moJ-oB “‘gender” (pl.,gen.)

Adj. case raBH-asd “main” (sg., fem., nom.) — rmasu-yio (sg., fem., acc.)

Adj. number nasnbHein-ue “future” (pl.,nom.) — naspHeiin-ee “future” (sg.,nom.))
Verb number/gender xwus-yT “live” (3rd person pl.) — kus-eT (3rd person sg.)

Verb other cobs1a3H-uTh “to seduce” — cobnazn-mi “seduced”

Verb aspect yyBcTBOBaJIa “feel” (past, imperf.) — no-yyBcTBOBasa (past, perf.)

Verb voice mpopoJrKaia “‘continue” (past, active) — mpoomkaiia-ch (past, reflexive)
Verb tense npemtar-ai “offered” (past tense) — mpemnar-aer “offers” (present tense)
Deriv. morph. BJIOXHOB-JIEHHBIM “‘inspired” — B/10XHOB-eHHOH “inspiring”

Lex. (word) npejyiaraer “proposes’ — yTBep:kpaeT “claims’

Table D3: Some common grammatical error types in Russian learner data. Partial changes on a word are shown
with a hyphen.
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Noun case
9TO 3aBUCHT OT *IoKazaHusl /TIOKA3aHUN  OYEBHIIEB
This depends from testimonygen #sg/gen,pl eyewitnessgen pl
“This depends on the testimony of eyewitnesses’

Preposition
CioBa *or/u3 MIPOIIIBIX YPOKOB
wordnompl  *from/out of  previousgenp lessongenpi
"Words from previous lessons’

Verb number agreement
Bce HOBBIE 3IAHUST *pazBasmBaeTcs / pasBaIMBaIOTCS
All  ne Wnom,pl building nom,pl xfal lpres,imperfect,sg/ fal lpres,imperfect,pl apart
"All new buildings are falling apart’
Verb gender agreement
Jlepa  *mpob6osas/mpoboBasia dumproBath ¢ HUM
Valerie  =try past,imperfect,masc/ T Ypast,imperfect.fem O flirt with  him
"Valerie tried flirting with him’
Lexical choice

Torna moou crajim  *CIIpalmBaTh/3a/1aBaTh  BOIPOCHI
Then  peoplesompr started xto inquire/to ask questionsyec pl
"Then people started to ask questions’

Word form
Takue okHa He *IIyCKAIOT /TIPOITy CKAIOT CBeT

Such windowsyompl donot  xallowaimate/all0OWinanimate  light
’Such windows do not allow light’

Verb aspect
Ona wmHe cpa3sy *HpaBuIach /IOHPABUIACH
She Tqat immediately *likepast,imperfect,sg likepast,perfect,sg
’I liked her immediately’
Missing word
Mamuoro HEOOXOJMMO ~ cJleJiaTh ¥ /9ToBbl  pemuTh 3Ty  Hpobjemy
Muchyom must to do * /inorder tosolve this problemgcsg

’A lot needs to be done to solve this problem’

Table A.3:  Examples of common errors in the Russian learner corpus. Incorrect words

are marked with an asterisk.

Gold Rater S Rater A Rater B
annotator P R Fos P R Fos5 P R Fos5

Rater S 100.0 | 100.0 | 100.0 | 41.2 | 49.7 | 427 | 423 | 555 | 445
Rater A 55.1 | 33.6 | 489 | 100.0 | 100.0 | 100.0 | 43.0 | 394 | 422
Rater B 59.5 | 33.0] 513 56| 348 | 43.0 | 100.0 | 100.0 | 100.0

Table D4: Scoring one annotator against another (RULEC dataset).
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Gold Rater S Rater A Rater B
annotator P R Fos P R Fos5 P R Fos5

Rater S 100.0 | 100.0 | 100.0 | 486 | 545 | 497 | 428 | 51.0| 443
Rater A 577 395 ] 529 | 100.0 | 100.0 | 100.0 | 399 | 36.6 | 39.2
Rater B 54.0 | 30.0 | 465 | 428 | 304 | 39.6 | 100.0 | 100.0 | 100.0

Table DS: Scoring one annotator against another (RU-Lang8 dataset).
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