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Abstract

While task-oriented dialogue systems have im-
proved, not all users can fully accomplish their
tasks. Users with limited knowledge about the
system may experience dialogue breakdowns
or fail to achieve their tasks because they do
not know how to interact with the system. For
addressing this issue, it would be desirable to
construct a system that can estimate the user’s
task success ability and adapt to that ability.
In this study, we propose a method that esti-
mates this ability by applying item response
theory (IRT), commonly used in education for
estimating examinee abilities, to task-oriented
dialogue systems. Through experiments pre-
dicting the probability of a correct answer to
each slot by using the estimated task success
ability, we found that the proposed method sig-
nificantly outperformed baselines.

1 Introduction

Although task-oriented dialogue systems have im-
proved, not all users can accomplish their tasks
(Takanobu et al., 2020). Even in dialogue systems
built using large language models such as Ope-
nAI’s ChatGPT1, the system’s performance is not
always satisfactory (Hudeček and Dušek, 2023).
In particular, users with limited knowledge about
the system may experience dialogue breakdowns
or fail to achieve their tasks because they do not
know how to communicate with the system. One
solution would be for the system to estimate the
user’s task success ability and then engage in dia-
logue in accordance with that ability, for example,
by changing the expressions in utterances or inter-
action strategies.

1https://openai.com/blog/chatgpt/
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Figure 1: Overview of proposed method.

We therefore propose a method (shown in Figure
1) that estimates the user’s task success ability by
utilizing item response theory (IRT) (Lord, 1980),
which is commonly used in the field of education.
Specifically, we first collect dialogues between the
system and users, where each user is presented
with a unique dialogue goal and must engage in
dialogue on the basis of that goal. Next, consid-
ering correctly filling in each designated slot as a
problem, we estimate the item characteristics of
the slots by using IRT. Finally, we let a new user
engage in a dialogue on the basis of a given dia-
logue goal, and the user’s task success ability is
estimated by using the item characteristics of the
filled or unfilled slots.

Our experimental results showed that the pro-
posed method significantly outperformed the base-
lines in accurately predicting the probabilities of
correct answers to slots. In addition, our analysis of
the item characteristics of slots in the MultiWOZ
dataset (Eric et al., 2020) gave further insights into
how the dialogue goals should be determined for
predicting task success abilities. The contributions
of this paper are as follows.
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Figure 2: Example of item characteristic curves for four
different questions (item A, item B, item C, item D)
with distinct characteristics.

• This is the first work to apply IRT for pre-
dicting users’ task success abilities in task-
oriented dialogue systems.

• We reveal item characteristics such as slot dif-
ficulty and discrimination in the MultiWOZ
dataset.

2 Item Response Theory

We first explain item response theory (IRT), which
is a measurement theory that quantifies examinees’
abilities on tests (Lord, 1980). In traditional tests,
the total score of the correctly answered questions
represents the examinee’s score. However, in such
tests, it is necessary to predetermine the score of
each problem, but the predetermined scores may
not always represent the examinees’ ability.

In tests that utilize IRT, the relationship between
the examinee’s abilities θ and the probabilities of
correct answers to questions prob is calculated for
each question using a large amount of user response
data. The relationship is described by item charac-
teristics such as discrimination a, difficulty b, and
guessing c, as shown in the following equation.

prob = c+
1− c

1 + e−a(θ−b)
(1)

Discrimination represents the extent to which a
question distinguishes between examinees of dif-
ferent abilities. Difficulty indicates an item’s dif-
ficulty level. Guessing represents the probability
of a chance guess resulting in a correct response
for an examinee with no ability. In multiple-choice
questions, the reciprocal number of choices can be
used to estimate the guessing parameter. On the ba-
sis of the item characteristics, the ability at which

the examinee’s response patterns are most likely to
occur is estimated.

To illustrate the effect of item characteristics,
Figure 2 provides examples of item characteristic
curves that represent the characteristics of each par-
ticular question, where the horizontal axis of each
curve represents the examinee’s ability value θ, and
the vertical axis represents the probability prob of
a correct answer to the item. Generally, the item
characteristic curve shows that the probability of
a correct answer is small when the ability is small,
increases around the medium ability value, and
reaches a high probability for large ability values.
It forms an upward-sloping curve. In the figure,
items A and B differ only in their discrimination
parameters, items A and C differ only in their diffi-
culty parameters, and items A and D differ only in
their guessing parameters.

3 Related Work

3.1 Modeling User Characteristics

In the field of human-computer interaction, Ghaz-
arian and Noorhosseini (2010) constructed an au-
tomatic skill classifier using mouse movements in
desktop applications. Lo et al. (2012) identified stu-
dents’ cognitive styles and developed an adaptive
web-based learning system.

In the area of voice user interfaces (VUIs) and
spoken dialogue systems, Ward and Nakagawa
(2002) proposed a system that adjusts the system’s
speaking rate on the basis of that of the user’s. My-
ers et al. (2019) clustered user behaviors in interac-
tions with VUIs. Komatani et al. (2003) proposed
a method that estimates user attributes such as skill
level to the system, knowledge level to the target do-
main, and degree of hastiness to adapt the system’s
behavior for a bus information system. However,
these studies did not exploit the characteristics of
problems, which should be considered when esti-
mating the task success ability.

3.2 Application of IRT

Sedoc and Ungar (2020) introduced IRT to the
evaluation of chatbots and conducted tests to deter-
mine which of two chatbots provided appropriate
responses during dialogues. This research consid-
ered the pairs of chatbots as examinees and input
utterances as the problems in IRT. This allowed for
the evaluation of both the input utterances and the
chatbots. Lalor et al. (2016) applied IRT to the tex-
tual entailment recognition task and compared sys-



423

tem performance with human performance. This
research considered the systems or humans as ex-
aminees and textual entailment recognition tasks
as the problems in IRT. However, these studies did
not aim to estimate users’ ability to interact with
systems.

4 Proposed Method

In our method, we first collect dialogues between
the system and users. Next, we calculate the cor-
rectness of each slot by comparing the dialogue
goal and the belief state at the end of the dialogue.
We use IRT to estimate item characteristics (diffi-
culty, discrimination, and guessing for each slot)
by means of marginal maximum likelihood estima-
tion (Bock and Aitkin, 1981; Harwell et al., 1988).
Here, marginal maximum likelihood estimation is
a method that estimates only the item characteris-
tics (users’ abilities are not estimated) by assuming
a standard normal distribution as the distribution
of the users’ ability. It is known to provide stable
results even with an increased number of users.

In task-oriented dialogue systems, the dialogue
goal includes the content of the slots that the user
should convey to the system (inform goals) and
the slots that the user should ask about (request
goals). We regard each dialogue as a single test and
consider whether each slot is filled in correctly as
the problem of IRT.

For an inform goal slot, it is considered correct if
the user can appropriately convey their slot values
to the system. Let v and b[d][s] denote the value
of the goal and the belief state at the end of the
dialogue for a domain d and slot s. The correctness
ans ∈ {0, 1} is defined as follows.

ans =

{
1 (v = b[d][s])

0 (otherwise)
(2)

For a request goal slot, it is considered correct if
the user can appropriately obtain the information
from the system. Let s and S[d] denote the slot of
the goal and the set of slots of the domain d for
which the system has conveyed information in the
dialogue. The correctness ans ∈ {0, 1} is defined
as follows.

ans =

{
1 (s ∈ S[d])

0 (otherwise)
(3)

Having estimated the item characteristics of
slots, we finally let the user whose task success

ability we want to estimate engage in a dialogue
for a given dialogue goal, judge whether each slot
is correctly filled, and estimate the task success
ability by expected a posteriori estimation based on
Bayesian statistics (Fox, 2010). We can calculate
the probabilities of correct answers to the slots by
using Equation (1) with the estimated task success
ability and item characteristics.

5 Experiment

We collected dialogue data and estimated users’
task success abilities using IRT. We then evaluated
the accuracy of estimating the probabilities of cor-
rect answers to slots utilizing the users’ estimated
task success abilities. Assuming that the capability
to fill slots correctly corresponds to the ability to
complete dialogue tasks, if the proposed method
can accurately estimate the probability of a correct
answer to each slot, we can say that the method can
accurately estimate the user’s task success ability.
We also analyzed the estimated item characteris-
tics.

5.1 Dialogue Systems

We built the systems using the MultiWOZ 2.1
dataset (Eric et al., 2020), an English dialogue
dataset between a tourist and a clerk at a tourist
information center in seven domains: restaurant,
hotel, attraction, taxi, train, hospital, and police.

Since item characteristics may differ depending
on the system configuration, we used two dialogue
systems: a pipeline (Zhang et al., 2020), which con-
sists of four modules, and SimpleTOD (Hosseini-
Asl et al., 2020), an end-to-end system.

The pipeline system consists of a natural lan-
guage understanding module based on BERT (De-
vlin et al., 2019), a rule-based dialogue state track-
ing module, a rule-based policy module (Schatz-
mann et al., 2007), and a template-based natural
language generation module. To construct the
pipeline system, we utilized the ConvLab-2 toolkit
(Zhu et al., 2020; Liu et al., 2021), which enables
the development of task-oriented dialogue systems.
The architecture of the pipeline system may seem
conventional; however, it outperforms other sys-
tems implemented by ConvLab-2 in task success.
SimpleTOD is a GPT2-driven language model fine-
tuned for MultiWOZ dialogues. We trained the
model using the public source code on GitHub2.

2https://github.com/salesforce/simpletod/
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Pipeline SimpleTOD
No. of users 179 198
No. of dialogues 537 594
No. of utterances 24,340 20,532
No. of tokens 311,043 233,760
Task success rate 47.5% 28.3%
Slot correct rate 77.6% 62.0%

Table 1: Statistics of collected dialogues.

Appendix A provides the details of the training
settings.

5.2 Experimental Procedure

First, we collected dialogues through Amazon Me-
chanical Turk, a crowdsourcing platform. We
presented different randomly generated dialogue
goals, including 2 through 4 domains containing 10
through 20 slots, to 377 workers and engaged them
in dialogue with the systems. Each worker was
presented with a randomly generated dialogue goal
and engaged in three consecutive dialogues with
the same dialogue system, either pipeline or Sim-
pleTOD, but with different dialogue goals. The
experiment was approved by the ethical review
committee of our organization.

The statistics of the collected dialogues are
shown in Table 1. We used NLTK3, a Python li-
brary, for counting the number of tokens. As we
can see, the dialogues of the pipeline system have
a moderate success rate (47.5%), whereas those of
SimpleTOD are lower (28.3%), as expected from
(Zhu et al., 2020).

We utilized 5-fold cross-validation to evaluate
the results. We selected one fold as test data and
the remaining four as training data. We made sure
there was no overlap of users between the folds.
First, we estimated item characteristics using IRT
for each slot in the training data. For this purpose,
we utilized the GIRTH library4, a Python library
for IRT. Then, using the estimated item characteris-
tics from the training data and the estimated user’s
task success abilities from the first dialogue of the
test data, we predicted the probabilities of correct
answers for each slot in the second and third dia-
logues of the test data. This process was repeated
for each fold.

3https://www.nltk.org/
4https://github.com/eribean/girth

2nd dialogue 3rd dialogue
Proposed 0.732 0.736
Baseline (Slot) 0.704 0.703
Baseline (User) 0.678 0.690

Table 2: Accuracy of estimating probabilities of correct
answers (pipeline).

2nd dialogue 3rd dialogue
Proposed 0.606 0.603
Baseline (Slot) 0.582 0.575
Baseline (User) 0.561 0.577

Table 3: Accuracy of estimating probabilities of correct
answers (SimpleTOD).

5.3 Baselines
We prepared two baselines with different ap-
proaches for estimating probabilities of correct an-
swers to the slots.

Baseline (Slot) A method that uses the average
probability of a correct answer for a target
slot as the probability of a correct answer for
the slot. That is, the probability of a correct
answer to slot s over all users in the training
data is used for the probability for slot s for
users in the test data.

Baseline (User) A method that uses the average
probability of a correct answer from the target
user in the test data’s first dialogue as the prob-
ability of a correct answer for the slot. That is,
the probability of a correct answer to slot s is
the averaged probability of a correct answer
to all slots of that user in previous dialogues.

5.4 Evaluation Metrics
We set the accuracy of estimating the probabilities
of correct answers as the evaluation metric. This is
equivalent to the average estimation accuracy when
performing infinite trials that involve predicting the
correctness of each slot as correct with the esti-
mated probability of a correct answer. Specifically,
if the estimated probability of a correct answer is
denoted as prob, and the actual correctness of the
user is denoted as ans ∈ {0, 1}, then the accuracy
of estimating the probabilities of the correct an-
swers is the average for all slots, where each slot’s
accuracy is calculated by:

acc =

{
prob (ans = 1)

1− prob (ans = 0)
(4)
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Figure 3: Distribution of discrimination and difficulty
estimated for all slots.

0 1 2
Success count

3

2

1

0

1

2

Ta
sk

 su
cc

es
s a

bi
lit

y

(a) Pipeline

0 1 2
Success count

3

2

1

0

1

2

Ta
sk

 su
cc

es
s a

bi
lit

y

(b) SimpleTOD

Figure 4: Relationships between estimated users’ task
success ability from first dialogue and total number of
users’ task successes (success count) in second and third
dialogues.

In calculating acc, we do not distinguish inform
and request slots.

5.5 Results

Tables 2 and 3 show the results for the pipeline
system and the SimpleTOD system, respectively.
Wilcoxon signed-rank tests with Bonferroni correc-
tion revealed that the proposed method achieved a
significantly higher estimation accuracy than the
other methods (p < .01).

Comparing the results for the second and third
dialogues, we found almost no difference in esti-
mation accuracy for all methods, indicating that
the nature of the dialogue does not significantly dif-
fer between the second and third dialogues. Note
that, since imbalanced data with more correct an-
swers than incorrect ones (Table 1) lead to higher
accuracy, we cannot compare the absolute score of
the accuracy between the pipeline and the Simple-
TOD system. Appendix B provides examples of
dialogues between users and the pipeline system
and the users’ estimated task success abilities.

5.6 Analysis of Item Characteristics of Slots

Figure 3 shows the distribution of the discrimina-
tion and difficulty of the slots. In both systems,
almost all slots exhibited discrimination values
greater than 0 and had the power to estimate the

user’s task success ability. While the pipeline sys-
tem showed minimal differences in discrimination
and difficulty among slots, the SimpleTOD system
revealed substantial variations in discrimination
and difficulty across slots, making it possible to
appropriately select slots with high discrimination
for appropriate testing.

5.7 Analysis of User Abilities

Figure 4 shows the relationships between the esti-
mated users’ task success ability from the first dia-
logue and the total number of users’ task successes
(success count) in the second and third dialogues.
In both systems, users who achieved their tasks
tended to have higher task success abilities, indi-
cating that the estimated abilities represent users’
task success abilities appropriately.

6 Conclusion and Future Work

We proposed a method for estimating users’ task
success abilities with task-oriented dialogue sys-
tems utilizing item response theory. Experiments
on predicting the probability of a correct answer
for each slot showed that the proposed method sig-
nificantly outperformed the baselines.

Various challenges need to be addressed in future
work, such as the dependence among slots; to this
end, we want to explore methods that consider mul-
tiple slots as a single problem. We also want to es-
timate the task success ability using deep learning-
based IRT methods that may achieve higher accu-
racy (Yeung, 2019; Tsutsumi et al., 2021). Addi-
tionally, we aim to investigate methods for esti-
mating task success abilities more quickly, that is,
using less than a single dialogue. Finally, we want
to construct dialogue systems that can adapt their
behavior on the basis of the users’ estimated task
success abilities.
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Speaker Utterance
...

User Is there a train leaving after 18:15
from Broxbourne to Cambridge
on Sunday?

System We can book you for the train leav-
ing at 18:15. Would you like to take
the train on Sunday? Would you like
me to book a train to Cambridge for
you?

User I need tickets for two.
...

(a) Dialogue with estimated task success ability of
0.195

Speaker Utterance
...

User I want train service
System When would you like to leave by?

Is there a time you would like to get
there by? On what day will you be
traveling?

User 11.30
System Sorry I do not understand, can you

paraphrase?
...

(b) Dialogue with estimated task success ability of
−1.116

Figure 5: Example dialogues from pipeline system with
estimated task success abilities.

A Training Settings for SimpleTOD
system

As the best hyperparameters for SimpleTOD were
unknown, we trained it by using the public source
code on GitHub with different hyperparameter val-
ues (e.g., a batch size from 2 to 8, a learning rate
from 1e− 5 to 1e− 4, and a maximum sequence
length from 256 tokens to 1,024 tokens); then, we
selected the most optimized model. We further
modified the lexicalization rules to ensure the legi-
bility of the generated system responses.

B Examples

Figure 5 presents examples of dialogues between
users and the pipeline system. The user’s estimated
task success ability for the dialogue in (a) is 0.195,
while that for the dialogue in (b) is −1.116. In
the dialogue shown in (a), the system responds

appropriately to the user’s utterance, indicating that
the user understands what to say to the system.
Specifically, when the user conveys their preferred
departure time for the train to the system, they
provide the information in a complete sentence
rather than just a single word, thus enabling the
system to understand the user’s intent. In contrast,
in the dialogue shown in (b), the user provides only
a single word to convey the desired time for the
train, and the system fails to understand the user’s
intent.


