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Abstract

Medical claim coding is the process of trans-
forming medical records, usually presented as
free texts written by clinicians, or discharge
summaries, into structured codes in a classi-
fication system such as ICD-10 (International
Classification of Diseases, Tenth Revision) or
DRG (Diagnosis-Related Group) codes. This
process is essential for medical billing and tran-
sitional care; however, manual coding is time-
consuming, error-prone, and expensive. To
solve these issues, we propose DRGCODER1,2,
an explainability-enhanced clinical claim cod-
ing system for the early prediction of medi-
cal severity DRGs (MS-DRGs), a classification
system that categorizes patients’ hospital stays
into various DRG groups based on the severity
of illness and mortality risk. The DRGCODER
framework introduces a novel multi-task Trans-
former model for MS-DRG prediction, mod-
eling both the DRG labels of the discharge
summaries and the important, or salient words
within he discharge summaries. We allow users
to inspect DRGCODER’s reasoning by visu-
alizing the weights for each word of the input.
Additionally, DRGCODER allows users to iden-
tify diseases within discharge summaries and
compare across multiple discharge summaries.

1 Introduction

Inpatient care, defined as care for hospital patients
who stay overnight, are one of the biggest compo-
nents in healthcare costs, accounting for approxi-
mately 31% of total medical expenses (Muka et al.,
2015). Appropriate determination of costs asso-
ciated with inpatient care are based on assigning
one (of potentially many) ICD or DRG codes to a
given patient. This is a crucial process for medi-
cal insurance billing and healthcare improvement,
but it can be very time-consuming, prone to errors,

1Our demo is available at https://huggingface.co/
spaces/danielhajialigol/DRGCoder

2A video demonstrating the demo can be found at https:
//www.youtube.com/watch?v=pcdiG6VwqlA

Figure 1: Overview of DRGCODER. Given a discharge
summary, DRGCODER (1) identifies diseases, (2) pre-
dicts the corresponding DRG, and (3) highlights the
importance of each word in the discharge summary con-
tributing to the DRG prediction.

and expensive when done manually. On average, it
takes a medical coder about 20 minutes to code a
single inpatient stay, and with 35 million inpatient
stays in the United States each year, manual coding
can be a very laborious and expensive process.

The current process for coding inpatient records
most often consists of a Certified Inpatient Coder
(CIC) manually reviewing a medical record and
identifying every codable entity within that text.
Often times, this process is completed across two
completely separate software applications: the
medical record is either accessed via the electronic
health record (EHR) system or else “printed”, usu-
ally in a digital (pdf) format, for the coder to re-
view, while the ICD-10 codes are entered into a
separate computer-assisted coding (CAC) applica-
tion. These collection of ICD codes are then used
to determine the correct DRG code. Alternatively,
early prediction of DRG codes attempt to identify
DRG codes directly from the discharge summary,
bypassing ICD code prediction.

There have been many attempts to automate clin-
ical coding while incorporating explainability. Al-
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though there are many methods that compute at-
tention for each word from the input discharge
summary (Dong et al., 2021; Mullenbach et al.,
2018; Khalid et al., 2022; Liu et al., 2021), most of
them don’t utilize the powerful contextual embed-
dings backed by Transformer (Vaswani et al., 2017)
models. Only recently however has there been
Transformer-based methodologies for automating
clinical coding (Wang et al., 2022; Trigueros et al.,
2022). An example of this is Medical Concept
Driven Attention (Wang et al., 2022), where they
align both clinical notes and Wikipedia documents
into topic space via topic modeling. While their ar-
chitecture can handle any encoder, they claim that
using a Transformer as their encoder produces in-
ferior results, as documents are too long. Our work
is most similar to Trigueros et al., where they use
a multi-task Transformer-based approach, except
they perform entity-linking on medical concepts
related to ICD codes. Despite advancements in
both Wang et al.; Trigueros et al., they don’t take
into account salient words: words that are explicitly
important for clinical coding.

To address these issues, we propose
DRGCODER (Figure 1), an explainable clinical
coding system that provides both a predicted
MS-DRG code and highlighted areas of interest
within the discharge summary text to support
medical coders. DRGCODER first predicts the
appropriate DRG based on a novel multi-task
Transformer architecture that incorporates both
discharge summaries and salient words within
the summaries. While there are many types of
DRG codes, we choose to focus on identifying
MS-DRG codes, as the MS-DRG system is the
most widely used, standardized DRG system, and
it is maintained by a single entity (The Centers for
Medicare & Medicaid Services). DRGCODER

allows users to gain better insight into MS-DRG
classification by highlighting the areas of the
discharge summary that explain the prediction.
Furthermore, DRGCODER identifies diseases
within discharge summaries and functionality to
compare DRGCODER results across multiple
discharge summaries.

1. We propose DRGCODER, an explainable clin-
ical claim coding system for the early predic-
tion of MS-DRGs. DRGCODER is supported
by a novel multi-task text classification that
learns to identify MS-DRG codes and impor-
tant word.

2. We visualize the importance each word
has on the MS-DRG prediction via a
heatmap, allowing for researchers to under-
stand DRGCODER predictions.

3. Information extraction processes, such as
named-entity recognition and dense passage
retrieval are incorporated to identify diseases
within a discharge summary and find related
discharge summaries, respectively.

2 Related Work

2.1 Early DRG Prediction

The early DRG prediction literature is shallow. Nu-
merous machine learning techniques, such as Naive
Bayes, Bayesian Networks, and Decision Trees
have been applied for early DRG prediction (Gart-
ner et al., 2015); however, they hand-crafted many
of their features. In contrast, DRGCODER auto-
matically learns features through the usage of con-
textualized embeddings. The framework proposed
in Liu et al. applies the Convolutional Attention
for Multi-Label classification (CAML) framework
(Mullenbach et al., 2018) to MS-DRG codes and ad-
ditionally retrieves the most important input words
based on the prediction. Their framework, unlike
DRGCODER, does not leverage the power of con-
textualized embeddings via Transformer models.

2.2 Canonnical DRG Prediction

Canonnical DRG prediction systems require the
availability of ICD codes for each patient. Unfor-
tunately, many of these systems are closed-source,
as many are commercialized3,4,5; however, there
are open-source models that have been designed
to tackle this problem. DEEPDRG (Islam et al.,
2021) utilizes gated recurrent units (GRUs) to pre-
dict DRG codes; however, the authors only focus
on DRG codes related to urinary diseases. This sig-
nificantly impacted the granularity of the classifica-
tion problem, resulting in the label space consist-
ing of only 200 DRG codes. AMANet (He et al.,
2020) predicts DRGs by viewing the input data
from a multi-view perspective; each input is rep-
resented by the given diagnosis and procedures of
a given patient. KG-MTT-BERT (He et al., 2022)
is a multi-modal model that embeds clinical notes
using BERT (Devlin et al., 2018) and a custom

3https://nym.health/
4https://www.3m.com/
5https://www.artificialmed.com/
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Table 1: Statistics for the MS-DRG-related data from
MIMIC-III. Note that DRGCODER only utilizes MS-
DRG patient-related data.

Patients 18,132
Hospital Stays 21,440
Unique DRGs 738

medical knowledge graph. Both KG-MTT-BERT
and AMANet, however, do not provide explainable
architectures, unlike DRGCODER.

2.3 Explainable Clinical Coding

Previous research has utilized label-wise attention
mechanisms to highlight key elements such as n-
grams (Mullenbach et al., 2018), words, and sen-
tences (Dong et al., 2021) during the coding pro-
cess. However, there is a need for further research
to evaluate their effectiveness and incorporate more
inherently explainable methods. Additionally, cur-
rent methods primarily focus on explaining model
decisions by analyzing model attention, and there
have been observations of correlations between
model attention and human attention (Atanasova
et al., 2020; Sen et al., 2020; López-García et al.,
2023; Wang et al., 2022; Trigueros et al., 2022;
Khalid et al., 2022; Liu et al., 2022). Nevertheless,
there have been limited research efforts to actively
align model attention with human attention during
the training of machine learning models.

3 System Description

DRGCODER can be broken down into two cate-
gories: automated clinical coding and explanation
visualization. The former component is home to
our MS-DRG classification framework while the
latter contains our related summary extraction and
disease named-entity recognition modules.

3.1 Automated Clinical Coding

Given a discharge summary, our automated clinical
coding module identifies salient words located in
discharge summaries and predicts MS-DRG codes.
For MS-DRG code classification, we develop a
novel multi-task BERT-based Transformer model
that incorporates both discharge summaries and
salient words.

Database The external database used for DRG
classification is MIMIC (Johnson et al., 2018),
which consists of health-related data for over

40,000 patients of the Beth Israel Deaconess Medi-
cal Center between 2001 and 2012. In addition to
EHRs, MIMIC also contains billing system infor-
mation, mainly comprising of ICD and DRG codes.
The clinical information for each patient is captured
in a discharge summary, which has an associated
DRG code and (at least one) ICD code. We utilize
the discharge summary and MS-DRG code across
all components in our system. Although there are
over 40,000 patients, only around 18,000 patients
have MS-DRG data. Table 1 displays MS-DRG
data statistics from MIMIC.

DRG Classification DRGCODER predicts a
DRG code given a discharge summary and salient
words from the discharge summary, which should
play a strong role in determining the corresponding
DRG code. Ideally, we would have a gold standard
dataset as part of our training process: discharge
summaries with salient words identified by clinical
experts; however, as manual clinical coding is la-
bor intensive, no such dataset exists, to the best of
our knowledge. Thus, we chose to operate under
the weakly-supervised paradigm by automatically
extracting words indicative of ICD codes using Bio-
Portal (Noy et al., 2009), a database of biomedical
ontologies. Note that DRGCODER still falls under
the early DRG prediction paradigm as we don’t use
the ICD codes identified by the CICs.

We then input both discharge summaries and
ICD concepts into a novel multi-task BERT-based
Transformer that learns to jointly identify DRG
codes and salient words. Figure 2 demonstrates an
example of this module at play. BioPortal identifies
the ICD concepts "chest pain", "pain", "edema",
"cough", "abdominal pain", and "diarrhea", which
are then used as part of the DRG classification
process. Additionally, we include external links to
both identified ICD concepts and DRG codes for
users to explore further.

Algorithm Design We propose an explanation-
enhanced clinical coding method that aligns the
model attention with human attention during train-
ing (Fig. 3). In addition to predicting the DRG
code of a discharge summary, we introduce an aux-
iliary task that attempts to predict the salient to-
kens in the discharge summary. More formally,
given a discharge summary S = {ti|∀i ∈ [1, |S|]}
composed of tokens ti and corresponding saliency
labels A = {ai|∀i ∈ [1, |S|]}, where ai = 1 if to-
ken ti is salient and 0 otherwise, we jointly predict
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Figure 2: An example of DRGCODER using the given discharge summary. We identify the predicted DRG and ICD
concepts, diseases, and attributions (the darker the highlighted token is, the more important and is, and vice-versa.).
Additionally, we allow the user to input the correct DRG and important tokens, if available.

Figure 3: DRGCODER’s DRG Prediction algorithm. A
discharge summary and salient tokens ("effusion", in
this example) are given as input. A Transformer-based
language model embeds the discharge summary. For
DRG prediction, these embeddings are mapped to a
linear layer to get the final prediction. For saliency pre-
diction, the self-attention matrix from the last layer and
the last attention head is extracted from the Transformer
model. This matrix is then mapped by a linear layer to
get (binary) saliency predictions for each token.

the DRG code of the sequence as well as salient
tokens.

We use a Clinical Transformer-based pre-trained
language model as our backbone (Alsentzer et al.,
2019), which has been pretrained on clinical data.
For DRG prediction, we employ a cross-entropy
loss function lDRG, where the model prediction is
generated by applying a linear classification layer
on top of the contextualized embeddings. Saliency
classification, on the other hand, utilizes a binary
cross-entropy loss function lS , with the model pre-
diction obtained by applying a linear classification
layer on the last Transformer layer and last atten-
tion head for each token. To combine both tasks,
we define the final multi-task loss function as a
linear combination of the aforementioned two loss
functions, resulting in l = lDRG + λlS , where λ
controls the trade-off between the two tasks.

3.2 Explanation Visualization

Users are able to extract further insight into dis-
charge summaries through our attribution visual-
ization, related summary extraction modules. We
offer functionality to visualize word importance for
the most confident DRG prediction, find related
discharge summaries, and extract diseases living in
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a queried discharge summary.

Attribution Visualization Given that misclas-
sifying DRG codes could lead to revenue loss
(Ayub et al., 2019; Zafirah et al., 2018), researchers
may want to understand why a MS-DRG code
was predicted for a given discharge summary.
DRGCODER employs a heat-map on the weights
of the DRG Classification module to visualize the
most important words in the input. The darker the
highlighted word is, the more important the word
is. In Figure 2, for example, DRGCODER identi-
fied salient words for the input discharge summary
was "assessment", "angio", "lavage", "guaiac posi-
tive", etc. DRGCODER is able to understand that
the discharge summary is correctly classified as
"gastrointestinal hemorrhage". This is because "an-
gio", short for "angiogram", and lavage are both ac-
ceptable techniques in identifying gastrointestinal
bleeding (Kim et al., 2014; Ousterhout and Feller,
1968). This allows for users to better understand
the reasoning for the DRG prediction DRGCODER

makes.

Related Summary Extraction DRGCODER

supports comparison of discharge summary results
(predicted DRG, word attribution, diseases, ICD
concepts) across similar discharge summaries. The
degree of similarity between a pair of discharge
summaries is dependent upon BioSimCSE (raj
Kanakarajan et al., 2022), which trained biomed-
ical sentence embeddings for sentence similarity
using SimCSE (Gao et al., 2021). Sentence em-
beddings were computed by employing contrastive
learning (Eq. 1), a training framework that attempts
to learn an embedding space where embeddings of
similar entities, zi and zj , are learned to be close to-
gether, for some similarity metric (typically cosine
similarity). SimCSE and BioSimCSE chose the
pairing of (zi, zj) to correspond to the same entity,
xi, but they input xi to a Transformer twice in or-
der for the embeddings to obtain different dropout
masks (as the dropout probability is random for
each embedding).

li,j = −log
exp(sim(zi, zj))∑N

k=1,k ̸=i exp(sim(zi, zk))
(1)

Figures 4a and 4b illustrate the related summary
extraction module. In Figure 4a, users are dis-
played the five most similar discharge summaries
to the query discharge summary (same as the exam-
ple in Figure 2), with the similarity scores listed in

Table 2: Macro and Micro AUC and F1 scores
of Clinical-BERT and CAML baselines against
DRGCODER on the MIMIC-III dataset. For our ex-
periments, we set λ = 0.5.

Model Macro-AUC Micro-AUC Macro-F1 Micro-F1

CAML 0.871 0.956 0.084 0.270
Clinical-BERT 0.901 0.962 0.106 0.256
DRGCODER 0.911 0.969 0.101 0.279

the beginning of each discharge summary. The user
can select multiple related discharge summaries to
compare with the original query discharge sum-
mary, exemplified in Figure 4b. Users can com-
pare and contrast the DRG prediction, word at-
tribution, diseases, and ICD concepts identified
across different discharge summaries. Discharge
summaries that have similar diseases and/or salient
words, for example, are more likely to be catego-
rized under the same DRG code, or at the very
least be classified to related DRG codes. This is
also true when comparing ICD concepts, as ICD
concepts are more granular than DRG codes, im-
plying that if two summaries have similar ICD con-
cepts, their corresponding DRG codes could be the
same/related.

Disease Named-Entity Recognition Since the
MS-DRG coding system takes into account medi-
cal severity of a patient’s condition, it is intuitive
that diseases play a pivotal role in DRG predic-
tion. Thus, DRGCODER provides functionality for
identifying the diseases associated with a given dis-
charge summary. This module depends on bioNLP
(Alonso Casero, 2021), a system that identifies dis-
eases from biomedical text. Figure 2 shows an
example of interface for displaying these results.
Given the query in Figure 2, DRGCODER lists
the diseases between the "Word Importance" and
"ICD Concepts" columns, namely "jaundice", "di-
verticulosis", "diarrhea", etc. Bleeding in the upper
gastrointestinal tract has been shown to occur when
patients have jaundice (Dixon et al., 1984), while
diverticulosis and diarrhea are both conditions that
have also been known to result in bleeding through-
out the gastrointestinal tract. While this module
is not part of the DRG classification process, we
include this functionality to allow users to parse
the discharge summary quicker so that users can
validate DRG predictions faster.

4 Evaluation

We illustrate the effectiveness of DRGCODER by
comparing the performance of Clinical-BERT and
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(a) Related discharge summary pool. (b) Discharge summary results comparison

Figure 4: (a) Related discharge summary pool. Users can click multiple related discharge summaries to input in the
box on the top left. The similarity scores for each related discharge summary are displayed at the beginning of each
related summary. (b) Results comparison across multiple discharge summaries.

CAML (Liu et al., 2021) on the MS-DRG portion
of the MIMIC-III dataset. We evaluate our per-
formance using F1 and AUC (area under curve)
performance metrics. Table 2 indicates that the
DRGCODER system outperforms all other com-
pared frameworks. Specifically, when compared to
Clinical-BERT, it demonstrates the effectiveness of
using salient words as input, making the framework
simultaneously explainable and more performant.

5 Conclusion

We offer DRGCODER, an explainability-enhanced
inpatient claim coding system for MS-DRG code
prediction. DRGCODER allows users to visual-
ize words deemed important by our framework, as
well as identify diseases and ICD concepts. Further-
more, we offer functionality for similar summary
retrieval and comparison across summaries.

6 Future Work

We believe a natural extension of DRGCODER

would be to incorporate human feedback. We ide-
ally would like to gather feedback about correct
DRGs and important words from users who use
DRGCODER. Additionally, we would like to effec-
tively incorporate the hierarchy of DRG codes. Al-
though there aren’t many levels in the DRG taxon-
omy, taking into account parent and sibling nodes
(DRG codes) and finding appropriate information
via knowledge graphs could offer better insight on
the subtleties between adjacent DRG codes. For

billing purposes, it would still be insightful for an
incorrect DRG prediction to be classified under the
same group of DRG codes, as this would indicate
similar billing between the incorrectly predicted
and ground truth DRG codes.

7 Limitations

A limitation of this work is the sole reliance on
The MIMIC-III database. While this is a popu-
lar database, it only contains medical information
from one hospital. Using only this database may
not capture health-related information that occurs
outside of the sampled population.

8 Ethics Statement

The usage of MIMIC requires researchers to ethi-
cal principles and guidelines that come with using
electronic health records. Although MIMIC is de-
identifed and open-source, it does contain sensitive
and confidential patient information collected, and
its use requires the utmost consideration for ethi-
cal practices. We believe our purpose falls in line
with these values, as we only provide functional-
ity for DRG prediction and analysis. The authors
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