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Abstract

In recent years, large language models (LLMs) have garnered significant attention across various
domains, resulting in profound impacts. In this paper, we aim to explore the potential of LLMs
in the field of human-machine conversations. It begins by examining the rise and milestones
of these models, tracing their origins from neural language models to the transformative impact
of the Transformer architecture on conversation processing. Next, we discuss the emergence of
large pre-training models and their utilization of contextual knowledge at a large scale, as well
as the scaling to billion-parameter models that push the boundaries of language generation. We
further highlight advancements in multi-modal conversations, showcasing how LLMs bridge the
gap between language and vision. We also introduce various applications in human-machine con-
versations, such as intelligent assistant-style dialogues and emotionally supportive conversations,
supported by successful case studies in diverse fields. Lastly, we explore the challenges faced
by LLMs in this context and provide insights into future development directions and prospects.
Overall, we offer a comprehensive overview of the potential and future development of LLMs in
human-machine conversations, encompassing their milestones, applications, and the challenges
ahead.

1 Introduction

In recent years, there has been a remarkable surge in the interest and impact of LLMs across diverse
domains (Rodriguez, 2022; Khan et al., 2023). These models have revolutionized various fields, and the
ability of LLMs to generate coherent and contextually relevant responses has opened up new possibilities
for human-machine interaction (OpenAI, 2023). Within this expansive landscape, the realm of human-
machine conversations has emerged as a particularly dynamic and rapidly evolving domain. The ability
to engage in natural and meaningful dialogue with machines has long been a goal of AI research, and big
models have played a pivotal role in making this aspiration a reality.

LLMs are sophisticated artificial intelligence systems that have the ability to process and understand
human language at a remarkable scale. These models, such as GPT-3.5(Lin, 2023) and GPT-4 (OpenAI,
2023), are designed to generate text that is coherent and contextually relevant, making them valuable
tools for a wide range of applications. In the context of human-machine conversations, LLMs excel at
engaging in a natural and interactive dialogue with users. They can comprehend and respond to ques-
tions, provide information, offer suggestions, and even simulate human-like conversations. These models
leverage vast amounts of pre-existing textual data to learn patterns and generate responses that mimic hu-
man conversation, enabling them to understand user input, adapt to different conversational styles, and
provide meaningful and coherent answers. The characteristics of LLMs, including their immense size,
computational power, and training on diverse datasets, contribute to their ability to generate accurate and
contextually appropriate responses, making them valuable assets in enhancing human-machine interac-
tions.
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To comprehend the significance of big models in human-machine conversations, it is essential to un-
derstand their background and evolution. We provide a diagram to help readers familiarize the overall
structure (Figure 1). Section 2 gives a comprehensive overview of the development and milestones of
LLMs, tracing their origins from neural language models to the transformative impact of the Transformer
architecture on conversation processing. The rise of large pre-training models and their utilization of con-
textual knowledge at an unprecedented scale will also be explored. Furthermore, this section discusses
the scaling to billion-parameter models, pushing the boundaries of language generation and paving the
way for more advanced conversational capabilities. One key aspect that will be addressed is the advance-
ment of LLMs in facilitating multi-modal conversations, bridging the gap between language and vision
understanding. This opens up opportunities for more natural and immersive interactions between hu-
mans and machines. Section 3 focuses on two prominent areas: intelligent assistant-style dialogues and
emotionally supportive conversations. Through successful case studies, we demonstrate how LLMs can
assist users in various tasks and provide emotional support in sensitive contexts. Despite the promising
potential, LLMs face challenges in the context of human-machine conversations as mentioned in Section
4. Ethical concerns, biases, and the need for interpretability are some of the key challenges that need
to be addressed to ensure the responsible deployment of these models. Lastly, Section 5 highlights the
future directions of development.

Figure 1: The overall diagram of this article

2 The Rise and Milestones of LLMs in Human-Machine Conversations

2.1 Early Conversations: Tracing the Roots of Conversational AI

Early conversations, such as ELIZA (Weizenbaum, 1966) and ALICE(Marietto et al., 2013), were pio-
neers in the field of human-machine conversations. However, these early systems had limitations. They
could not truly understand the meaning of the user’s input and relied heavily on pre-defined rules and
patterns. Consequently, these systems often provided generic and impersonal responses.

Despite their shortcomings, early conversations paved the way for advancements in natural language
processing and machine learning techniques. Researchers realized the need for more sophisticated mod-
els that could learn from data and context, leading to the development of modern LLMs like GPT-3.5.

2.2 Neural Language Models: Opening the Doors to Language Understanding

Neural Language Models (NLMs) have revolutionized the field of human-machine conversations, en-
abling more dynamic and contextually aware conversations, which leverage deep learning techniques,
such as recurrent neural networks (RNNs), to process and understand human language (Sutskever et
al., 2014). By training on large-scale datasets, these models learn the statistical patterns and semantic
relationships within the language, allowing them to generate more natural and contextually relevant re-
sponses. The integration of NLMs into human-machine conversations has significantly improved the
quality and naturalness of conversations. These models can consider the context of the conversation,
understand nuances, and generate coherent and contextually appropriate responses. Furthermore, they
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can also exhibit a sense of personality, empathy, and adaptability, which enhances user engagement and
satisfaction.

While there are still challenges to overcome, such as handling ambiguous queries and maintaining
privacy, NLM-based conversations have become invaluable tools for various applications in natural lan-
guage understanding and interaction. Their ability to generate human-like responses and engage in mean-
ingful conversations opens up new possibilities for human-machine conversations.

2.3 Transformer Architecture: Revolutionizing Conversation Processing

The Transformer (Vaswani et al., 2017) architecture has emerged as a breakthrough in the field of arti-
ficial intelligence, particularly in the realm of human-machine conversations. The Transformer model
revolutionized the way neural networks process and generate human language. Unlike earlier recurrent
neural networks (RNNs) that relied on sequential processing (Sutskever et al., 2014), the Transformer
introduced a novel attention mechanism that allowed for parallel processing of words in a sentence. In
addition, this architectural innovation overcame the limitations of sequential models, enabling the Trans-
former to capture long-range dependencies and contextual relationships more effectively. In the context
of human-machine conversations, the Transformer architecture has proven highly effective. It excels at
understanding and generating coherent responses, exhibiting a level of contextual awareness that makes
conversations feel more natural and engaging. Furthermore, the Transformer’s architecture allows for
parallel processing, making it highly efficient for large-scale training and inference. This scalability has
played a pivotal role in training LLMs, such as GPT-3.5, which have pushed the boundaries of human-
machine conversations by generating human-like responses across a wide range of topics.

The transformer has significantly improved the quality and coherence of responses, allowing dialogue
models to engage in more interactive and contextually aware conversations. With its scalability and ver-
satility, the Transformer architecture continues to drive advancements in natural language understanding
and conversational AI systems.

2.4 Emergence of Large Pre-training Models: Harnessing Contextual Knowledge at Scale

Large pre-training models have emerged as game-changer in the field of artificial intelligence, particu-
larly in the domain of human-machine conversations. In the context of human-machine conversations,
large pre-training models have shown tremendous potential, which possesses the ability to engage in
natural and interactive dialogues with users, simulating human-like conversations.

Model Publishing Agency #Parameters Architecture

BERT (Devlin et al., 2019) Google AI 110M/340M

Encoder

RoBERTa (Liu et al., 2019) Facebook 123M/354M
SpanBERT (Joshi et al., 2020) Stanford 110M/340M

ERNIE (Sun et al., 2019) Baidu 110M
ERNIE-2.0 (Sun et al., 2020) Baidu 110M/340M
ALBERT (Lan et al., 2020) Google 12M-235M

DistilBERT (Sanh et al., 2019) Hugging Face 66M
ELECTRA (Clark et al., 2020) Google 14M/110M

SqueezeBERT (Iandola et al., 2020) Hugging Face 62M

GPT (Radford et al., 2018) OpenAI 117M Decoder
XLNet (Yang et al., 2019) CMU & Google 110M/340M

Encoder/Decoder
UniLM (Dong et al., 2019) Microsoft 340M
BART (Lewis et al., 2020) Facebook 140M,406M

Encoder-Decoder
PEGASUS (Zhang et al., 2020) Google 223M,568M

Table 1: Overview of Large Pre-training Models

In large pre-training models, as shown in Table 1, we can categorize them into three types based
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on their model architectures: Encoder-Only, Encoder-Decoder, and Decoder-Only. The Encoder-Only
models primarily focus on encoding input data, which transforms textual or other forms of input data into
semantic vector representations, where the encoder is responsible for encoding the input information into
high-dimensional representations. The Encoder-Decoders model combines the functionalities of both an
encoder and a decoder. The encoder encodes the input data into high-dimensional vector representations,
while the decoder generates output based on the semantic information provided by the encoder. The
Decoder-Only model specializes in generating task-related outputs. This model generates appropriate
output sequences by utilizing a decoder based on given conditions or context.

• Encoder-Only: BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al.,
2019) pioneered this trend by leveraging Transformer-based pre-training and utilizing masked lan-
guage model (MLM) to generate deep bidirectional language representations for comprehensive
contextual understanding. Subsequently, RoBERTa (Liu et al., 2019) improved upon BERT by
enlarging the dataset, increasing model parameters and batch size, as well as removing the next
sentence prediction (NSP) task, leading to enhanced performance through improved text encod-
ing and dynamic masking. SpanBERT (Joshi et al., 2020) introduced novel pre-training objectives
specifically designed to better represent the context and establish long-distance dependencies.

In parallel, Baidu introduced two pre-training models, ERNIE (Sun et al., 2019) and ERNIE 2.0
(Sun et al., 2020), which leveraged large-scale Chinese corpora such as Baidu Baike, Baidu Search,
Baidu Zhidao, along with the English Wikipedia, for pre-training. ERNIE 2.0 (Sun et al., 2020)
further incorporated a continuous learning semantic understanding framework that continuously
learns from massive data and knowledge using techniques like deep neural networks and multi-task
learning. ALBERT (Lan et al., 2020), on the other hand, is a lightweight version of BERT that
reduces model size while maintaining high performance through parameter factorization of word
embeddings and cross-layer parameter sharing.

The development of these pre-training language models is closely related to the advancements in
conversation models. By better understanding context, effectively representing language, and estab-
lishing long-distance dependencies, these models provide a foundation and inspiration for conver-
sation construction and optimization. From the lightweight model DistilBERT (Sanh et al., 2019)
to the adversarial training-based ELECTRA (Clark et al., 2020) and the smaller and faster Squeeze-
BERT, these models have not only achieved breakthroughs in performance but also significantly
reduced model size and computational costs. They have made important contributions to both aca-
demic research and practical applications in the field of human-machine conversation.

• Encoder-Decoder: XLNet (Yang et al., 2019), UniLM (Dong et al., 2019), BART (Lewis et al.,
2020), and PEGASUS (Zhang et al., 2020) are pre-training models closely related to the devel-
opment of human-machine conversation. XLNet (Yang et al., 2019) significantly improves text
understanding by freely capturing contextual information through a ”permutation-based training”
prediction approach. UniLM (Dong et al., 2019), combining the BERT encoder structure with
diverse pre-training tasks, demonstrates excellent performance across various natural language pro-
cessing tasks, making it highly applicable to human-machine conversation research. BART, with
its combination of bidirectional encoders and autoregressive decoders, possesses broad adaptability
and efficiency, effectively addressing the generation models in conversational systems. PEGASUS
(Zhang et al., 2020), utilizing the Transformer architecture and employing the Gap Sentences Gener-
ation pre-training objective, comprehends context by generating missing sentences and leverages the
Fine-tuning with an Easy Data Selection method for performance enhancement. The introduction
of these models has provided new insights and techniques for the development of human-machine
conversations, leading to improved performance and efficiency in dialogue modeling, including
enhanced contextual processing and generation capabilities.

• Decoder-Only: The GPT series (Radford et al., 2018), proposed by OpenAI, is a powerful pre-
training language model that achieves remarkable performance in complex NLP tasks without re-
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quiring supervised fine-tuning. By increasing the scale of training data and the number of network
parameters, the GPT series continually improves its model capacity, thus demonstrating the effec-
tiveness of continuously enhancing model capacity and corpus size.

As a result, large pre-training models have revolutionized human-machine conversations by providing
a powerful tool for generating high-quality and contextually appropriate responses.

2.5 Scaling to Billion-Parameter Models: Pushing the Limits of Language Generation

In this paper, we refer to large pre-training models with billion-parameter parameters as LLMs. Billion-
parameter models represent a significant milestone in the development of LLMs and have ushered in a
new era of human-machine conversations. These models are characterized by their immense size and
computational power, pushing the boundaries of what was previously thought possible. It are built upon
the foundations of their predecessors, such as GPT-3.5, but with significantly increased capacity. They
are trained on vast amounts of textual data from diverse sources, allowing them to capture a wide range
of linguistic patterns and semantic relationships. The sheer scale of these models grants them a deeper
understanding of human language, resulting in more accurate and contextually appropriate responses.

In the domain of human-machine conversations, billion-parameter models have demonstrated remark-
able capabilities. They can engage in natural and interactive dialogues, understand complex queries, and
generate highly coherent and contextually relevant responses. These models have the potential to pro-
vide users with more personalized and tailored experiences, as they can adapt to different conversational
styles and preferences.

Similar to the pre-training models mentioned in the subsection 2.4, as shown in Table 2, billion-scale
language models are primarily divided into Encoder-Decoder architectures and Decoder-only architec-
tures. Moreover, as the model size increases, the model structures tend to become more standardized.

• Encoder-Decoder: The large-scale language models, namely T5 (Raffel et al., 2020), ERNIE-3.0
(Sun et al., 2021), ERNIE-3.0 Titan (Wang et al., 2021), PaLM-2 (Google, 2023), and GLM-130B
(Zeng et al., 2022), which adopt the Encoder-Decoder architecture, play a significant role in the
human-machine conversation. Google’s T5 (Raffel et al., 2020) approaches all NLP tasks as ”text-
to-text” problems, which grants it excellent adaptability when dealing with human-machine conver-
sation tasks. Baidu’s ERNIE-3.0 (Sun et al., 2021) and ERNIE-3.0 Titan (Wang et al., 2021) demon-
strate outstanding performance in knowledge enhancement and self-supervised learning, making
them particularly effective in handling knowledge-driven human-machine conversations. Google’s
PaLM-2 (Google, 2023), with its advanced reasoning capabilities, is especially well-suited for han-
dling complex human-machine conversation scenarios. On the other hand, Tsinghua University’s
GLM-130B model (Zeng et al., 2022), as a bilingual model, is particularly suitable for addressing
cross-lingual human-machine conversation tasks. The development and application of these models
have greatly enhanced the capabilities of human-machine conversation in understanding, reasoning,
and generating dialogue content, thereby significantly improving the performance and user experi-
ence of such systems.

• Decoder-Only: Large-scale pre-training models such as GPT2 (Brown et al., 2020), GPT3 (Ye et
al., 2023), GPT3.5(Lin, 2023), FLAN (Wei et al., 2022), InstructionGPT (Ouyang et al., 2022),
PaLM (Chowdhery et al., 2022), OPT (Zhang et al., 2022), Bloom (Scao et al., 2022), FLAN-
PaLM (Chung et al., 2022), and LLaMA (Touvron et al., 2023) have played a crucial role in various
domains, including human-machine conversation, natural language understanding, and generation.
The GPT series models from OpenAI (Brown et al., 2020; Ye et al., 2023; Lin, 2023), along with
OPT (Zhang et al., 2022) and LLaMA(Touvron et al., 2023) from Meta AI, leverage their extensive
parameters and complex model structures to provide robust semantic understanding and response
generation capabilities for human-machine conversation. Google’s FLAN and FLAN-PaLM en-
hance the model’s handling of unknown questions and generalization abilities in human-machine
conversation through instruction fine-tuning techniques. The InstructionGPT (Ouyang et al., 2022)
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optimizes GPT-3 to address toxic language and misinformation issues that may arise in human-
machine conversation. The PaLM (Chowdhery et al., 2022), trained by Google using large-scale
datasets and a distributed training architecture, enables the handling of complex human-machine
conversation tasks. Bloom (Scao et al., 2022), as an open-source model with extensive parameters
that supports multiple languages, offers powerful support for multilingual human-machine conver-
sation scenarios.

Model Publishing Agency #Parameters Architecture

T5 (Raffel et al., 2020) Google Brain 220M-11B

Encoder-Decoder
ERNIE-3.0 (Sun et al., 2021) Baidu 10B
ERNIE-3.0 Titan (Wang et al., 2021) Baidu 260B
PaLM-2 (Google, 2023) Google 1.04B-2.7B
GLM-130B (Zeng et al., 2022) Zhipu.AI 100M-515M
GPT-2 (Brown et al., 2020)

OpenAI
1.5B

Decoder

GPT-3 (Ye et al., 2023) 2.6B-200B
GPT-3.5 (Lin, 2023) -
FLAN (Wei et al., 2022) Google 137B
InstructGPT (Ouyang et al., 2022) OpenAI 1.3B-175B
PaLM (Chowdhery et al., 2022) Google 8B-540B
OPT (Zhang et al., 2022) Meta AI 6.7B-175B
Bloom (Scao et al., 2022) HuggingFace 560M-176B
FLAN-PaLM (Chung et al., 2022) THUNLP 250M-11B
LLaMA (Touvron et al., 2023) Stanford 780M-65B

Table 2: Overview of Large Laguage Models

Nevertheless, billion-parameter models hold tremendous promise for the future of human-machine
conversations. As they continue to evolve, they have the potential to revolutionize various domains,
including customer support, virtual assistants, education, creative writing, and more. Their ability to
generate human-like responses and engage in meaningful interactions opens up new possibilities for
enhancing user experiences and pushing the boundaries of conversational artificial intelligence.

2.6 Multi-modal Conversations with LLMs: Bridging Language and Vision
Multi-modal conversation in LLMs represents an exciting frontier in the field of artificial intelligence,
particularly in the context of human-machine conversations. Traditionally, language models have focused
primarily on text-based interactions. However, with advancements in computer vision and multi-modal
learning, there is a growing interest in incorporating visual and other modalities into conversations.

In recent years, a major focus in the field of artificial intelligence has been on multi-modal large-scale
pre-training models, as shown in Table 3, which goal is to enable machines to understand and generate
various modalities of human conversations, including text, images, and sound. These models have played
a crucial role in making human-machine conversations more natural, rich, and intelligent. For example,
the PaLM-E (Driess et al., 2023), jointly developed by Google and the TUB, is an embodied vision and
language model. It is a generative model that takes multi-modal sentences as input to generate text,
providing natural and coherent responses for human-machine conversations. OpenAI’s CLIP (Radford
et al., 2021), on the other hand, employs contrastive learning to enable machines to understand the
relationship between images and text, providing a powerful tool for understanding user-provided image
inputs and generating relevant descriptions.

DeepMind’s Flamingo (Alayrac et al., 2022) and Google’s CoCa (Yu et al., 2022) establish connec-
tions between visual and language modalities. They are capable of processing and understanding both
visual and textual data, providing support for image understanding and description in human-machine
conversations. The Flamingo, in particular, can handle arbitrary interleaved sequences of visual and
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textual data, seamlessly processing image or video inputs. Google’s PaLI (Chen et al., 2022a) and Al-
ibaba DAMO Academy’s OFA (Wang et al., 2022a), both with multilingual and multi-modal capabilities,
support multiple languages and understand inputs from various modalities, allowing them to adapt to dif-
ferent human-computer dialogue environments and requirements.

Microsoft’s BEiT-3 (Wang et al., 2022b) and Salesforce Research’s BLIP (Li et al., 2022) and BLIP-2
(Li et al., 2023) establish deeper connections between visual and language modalities. Through their
deep understanding and generation of images and text, these models provide richer and more accurate
responses. The KOSMOS-1 (Huang et al., 2023b), a multi-modal large-scale language model, has a
Transformer-based causal language model as its backbone. It can integrate inputs from language, vision,
and other modalities, enabling it to consider information from multiple modalities when understanding
user input and generating responses.

Finally, OpenAI’s GPT-4 (OpenAI, 2023) is a novel language model that has been improved in terms of
creativity, visual input, and longer contexts, which allows it to generate more natural, coherent, and rele-
vant responses. Overall, these multi-modal large-scale pre-training models have their unique advantages
and characteristics, and they have all contributed to the advancement of human-machine conversations
to varying degrees.

Model Publishing Agency #Parameters

PALM-E (Driess et al., 2023) Google & TUB 562B
CLIP (Radford et al., 2021) OpenAI 428M
Flamingo (Alayrac et al., 2022) DeepMind 3B-80B
CoCa (Yu et al., 2022) Google 383M-2.1B
PaLI (Chen et al., 2022a) Google 3B-17B
OFA (Wang et al., 2022a) DAMO Academy, Alibaba 33M-930M
BEiT-3 (Wang et al., 2022b) Microsoft 1.9B
BLIP (Li et al., 2022) Salesforce 446M
BLIP-2 (Li et al., 2023) Salesforce 474M-1.2B
KOSMOS-1 (Huang et al., 2023b) Microsoft 1.6B
GPT-4 (OpenAI, 2023) OpenAI -

Table 3: Overview of Multimodal LLMs

Multi-modal conversation in LLMs also holds promise for applications such as virtual assistants, in-
teractive storytelling, and social chatbots. For instance, a virtual assistant equipped with multi-modal
capabilities can process both text and images to provide more accurate and contextually relevant re-
sponses. Multi-modal dialogue in LLMs has the potential to reshape the landscape of human-machine
conversations, creating more immersive and context-aware interactions that better align with human com-
munication modalities. The integration of multi-modal capabilities in LLMs enables them to comprehend
not just the text but also the contextual visual information, allowing for more contextually appropriate
responses. This opens up new possibilities for more dynamic and engaging human-machine interactions.

3 Applications of Human-Machine Conversations with LLMs

The application of LLMs for human-machine conversations is revolutionizing various industries by har-
nessing the capabilities of intelligent assistant systems and emotionally supportive conversations. In
the field of intelligent assistant-based human-machine conversation, LLMs have significantly improved
user experiences through natural language interactions and personalized recommendations. Another no-
table application of human-machine conversation with LLMs is emotional support conversations. These
systems aim to establish empathy with users, provide emotional support, and engage in meaningful con-
versations. By analyzing user inputs and offering appropriate responses, emotional support dialogues
can help individuals cope with stress, anxiety, or loneliness. Such systems have shown promising results
in supporting mental health by providing users with a safe and confidential environment to express their
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feelings and receive guidance. Successful cases of LLMs in human-machine conversation have emerged
across various domains, demonstrating their transformative impact.

3.1 Intelligent Assistant-style Conversations with LLMs
Intelligent Assistant-Style Human-Machine conversations system, exemplified by popular platforms such
as Siri, Alexa, and ChatGPT, has revolutionized the way users interact with technology. These systems
are primarily designed to address information needs and provide personalized assistance to users. With
a deep understanding of various business processes, they can offer comprehensive responses and fulfill a
wide range of user inquiries. Their rich knowledge base allows them to handle tasks such as answering
questions, providing recommendations, and assisting with navigation, making them invaluable tools for
traditional customer service products.

Modern Human-Machine conversations system are rapidly advancing, giving rise to a series of re-
markable models. OpenAI’s GPT-4 (OpenAI, 2023) is a large-scale multi-modal model that accepts both
image and text inputs and produces text outputs. While its capabilities still fall short of humans in certain
real-world scenarios, GPT-4 has demonstrated human-level performance on many professional and aca-
demic benchmarks, particularly in the domains of creativity, visual input processing, and understanding
longer contexts. Furthermore, OpenAI has developed an AI chatbot called ChatGPT (Lin, 2023), based
on GPT-3.5 and GPT-4 architectures. It engages in text-based interactions and leverages reinforcement
learning techniques to provide useful outputs.

In contrast, Google’s Bard (bar, 2023) is a chatbot built on the large language model LaMDA. Its
lightweight version extends to a broader user base while collecting and applying user feedback to con-
tinuously improve model performance. Claude (Bai et al., 2022), developed by Anthropic, is another
large-scale language model designed to detect and avoid pitfalls such as logical errors and inappropriate
content that ChatGPT may encounter. The model emphasizes usefulness and harmlessness, employing
the RLAIF algorithm.

For the Chinese-English bilingual environment, ChatGLM-6B (Du et al., 2022) from Tsinghua Uni-
versity is a language model with billions of parameters optimized specifically for Chinese. It supports
local deployment on consumer-grade graphics cards. Baidu’s ERNIE Bot (Sun et al., 2021) is a genera-
tive dialogue product built on the ERNIE model series, leveraging the power of the large language model
ERNIE 3.0-Titan, showcasing excellent text understanding and generation capabilities. Finally, MOSS
(mos, 2023) from Fudan University, as the first large-scale language model in China similar to ChatGPT,
offers enhanced functionalities through plugins, such as support for search engines, image generation,
calculators, equation solvers, and more, providing a richer interactive experience.

3.2 Emotionally Supportive Conversations with LLMs
Emotionally Supportive Human-Machine conversations have revolutionized the field of human-machine
interaction by focusing on emotions and social interaction. These systems aim to provide users with
information, emotional support, and engaging conversations. With rich emotions, knowledge, and per-
sonality as their main characteristics, these conversations can empathize with users, understand their
emotional states, and respond accordingly.

In the field of emotion-aware human-machine conversations, leading technology giants and academic
institutions such as Google, Meta, and Baidu have developed various outstanding models. Google’s
Meena (Adiwardana et al., 2020), a chatbot developed with 2.6 billion parameters and trained on 341GB
of social media conversation text, demonstrates human-level coherence and specificity in its responses.
Meta’s BlenderBot (Roller et al., 2021), on the other hand, is an open-domain dialogue bot with capa-
bilities for online searching and long-term memory. It is built upon deep learning models and is trained
to engage in interactive and responsive conversations. Another conversational application model by
Google, LaMDA (Thoppilan et al., 2022), can learn discussions on various topics and exhibits impres-
sive coherence and specificity in its responses after training and fine-tuning.

Baidu’s PLATO (Bao et al., 2020) is a large-scale open-domain dialogue generation network that mod-
els background knowledge using discrete latent variables. In the Chinese dialogue model domain, EVA
(Zhou et al., 2021) and OPD(opd, 2023) have demonstrated notable performance. EVA is a large-scale
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Chinese open-domain dialogue pre-training model that surpasses other Chinese pre-training dialogue
models in both automatic and human evaluation metrics. Its subsequent version, EVA2.0, has been opti-
mized in various aspects, and the 300M-parameter EVA2.0 (Gu et al., 2023) achieves the performance of
the 2.8B-parameter EVA1.0. OPD (opd, 2023), on the other hand, is currently the world’s largest open-
source Chinese dialogue pre-training model with 6.3 billion parameters. It exhibits excellent chit-chat
capability and knowledge question-answering ability, enabling in-depth multi-turn dialogue interactions
with users.

3.3 Successful Case Studies of Human-Machine Conversations with LLMs in Diverse Fields
Successful case studies of LLM in human-machine conversations have demonstrated their effective-
ness and impact across various fields. These systems have streamlined tasks such as content generation
(Alkaissi and McFarlane, 2023; Rodriguez, 2022), disease diagnosis and treatment(Duong and Solomon,
2023; Khan et al., 2023; Rao et al., 2023a; Rao et al., 2023b), and assisted software development(Amos,
2023; Castelvecchi, 2022; Surameery and Shakor, 2023), enhancing user experiences and improving
productivity. In addition, The integration of ChatGPT into the realm of data processing has the potential
to revolutionize the landscape of scientific research (Macdonald et al., 2023).

In the field of biomedicine, LLMs such as LLaMa (Touvron et al., 2023) and ChatGLM (Du et al.,
2022) often underperform due to a lack of specialized medical knowledge. To address this issue, HuaTuo
(Wang et al., 2023) has developed a Chinese medical instruction dataset using a combination of medical
knowledge graph and the GPT3.5 API. Additionally, leveraging the same medical data, this project
also trained a healthcare-oriented version of the ChatGLM model: ChatGLM-6B-Med.Bloomberg has
released BloombergGPT (Wu et al., 2023a), which is specifically trained on various financial data to
comprehensively support natural language processing tasks in the financial domain.

Overall, the successful case studies of LLM human-machine conversations in various fields highlight
their potential to transform industries, optimize processes, and enhance human-machine interactions.

4 Challenges of LLMs in Human-Machine Conversation

The use of LLMs in human-machine conversations presents several challenges that researchers and de-
velopers need to address:

• Data Bias and Ethical Issues: LLMs are trained on vast amounts of data, which may inadvertently
reflect biases present in the data. This can lead to biased responses or perpetuation of stereotypes
(Azaria, 2023). It is crucial to identify and mitigate these biases to ensure fair and inclusive in-
teractions. Additionally, the ethical implications of deploying powerful conversations should be
carefully considered, such as the potential for misuse or manipulation of information (Liebrenz et
al., 2023).

• Explainability and Transparency: LLMs operate as complex black boxes, making it difficult to
understand their decision-making processes. Users and stakeholders may have concerns about how
the models arrive at their responses or recommendations(Larsson and Heintz, 2020). Ensuring
transparency and providing explanations for the system’s behavior are essential to build trust and
accountability (Wischmeyer, 2020; OpenAI, 2023).

• Security and Malicious Use: As LLMs become more powerful, there is an increased risk of them
being exploited for malicious purposes, such as generating deceptive or harmful content(Ali and
others, 2023). Protecting the integrity of conversations and preventing malicious use is a significant
concern that requires robust security measures and monitoring (Hargreaves, 2023; Kasneci et al.,
2023).

• Incorrect, Long-term Memory and Persistence: Despite advancements, conversation models can
still produce inaccurate or nonsensical responses. Ensuring the systems have reliable mechanisms
for validation and error correction is essential. Additionally, conversations should be able to main-
tain a coherent context and memory over extended conversations, as well as recognize and address
inconsistencies in their responses. (Blog, 2023; Borji, 2023; Zhuo et al., 2023; OpenAI, 2023).
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Addressing these challenges is essential for the responsible and effective use of large models in human-
machine conversations. Researchers and practitioners need to collaborate and innovate to ensure ethical
considerations, transparency, security, reliability, and resource efficiency in the development and deploy-
ment of these powerful conversations.

5 Future Development Direction and Prospects

This section explores the future development direction and prospects, outlining the potential pathways
and opportunities that lie ahead in the field:

• Support and Research for Low-Resource Languages: LLMs have demonstrated remarkable per-
formance in high-resource languages, resources and data are scarce available for low-resource lan-
guages (Huang et al., 2023a). It is crucial to invest in research and develop techniques to make
these models more accessible and effective in low-resource language settings, enabling users from
diverse linguistic backgrounds to benefit from conversations (Mohtashami et al., 2023).

• Model Explainability and Transparency: Enhancing model explainability and transparency is
another significant prospect. Ensuring that these models provide interpretable and transparent re-
sponses is essential to build user trust and understand how the system arrives at its conclusions (Wu
et al., 2023b). Explainability and transparency is an ongoing area of research in the field.

• Personalized Conversations and Intelligent Assistants: LLMs have the potential to offer person-
alized experiences, but there are challenges in understanding and adapting to individual user pref-
erences, needs, and contexts. Designing conversations that can accurately capture and incorporate
user feedback, dynamically adapt to user preferences, and provide personalized recommendations
is a complex task that requires further research and development (Chen et al., 2022b).

• Social Applications and Industrial Adoption: There is a need to explore social applications and
promote the industrial adoption of large models in human-machine conversations. Integrating con-
versations into social platforms and applications can enhance user experiences, facilitate social in-
teractions, and offer new opportunities for information access and engagement (Zhao et al., 2023).
Encouraging the adoption of large models in various industries, such as healthcare, finance, and
entertainment, can lead to significant advancements and real-world impact in these domains.

These prospects will contribute to the advancement and responsible deployment of large models in
human-machine conversations. Continued research, collaboration, and innovation are necessary to over-
come these obstacles and unlock the full potential of large models in transforming the way humans
interact with machines.

6 Summary

In this paper, we investigates the role of LLMs in facilitating human-machine dialogue. It examines the
rise and development of these models, explores their applications in various domains, and discusses the
challenges associated with their deployment. Furthermore concludes by outlining future directions and
prospects, highlighting the need for ongoing research and addressing ethical considerations. It serves as
a valuable resource for researchers and practitioners interested in leveraging the potential of large models
in human-machine conversations.
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