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Abstract

Transducer and Attention based Encoder-
Decoder (AED) are two widely used frame-
works for speech-to-text tasks. They are de-
signed for different purposes and each has
its own benefits and drawbacks for speech-to-
text tasks. In order to leverage strengths of
both modeling methods, we propose a solu-
tion by combining Transducer and Attention
based Encoder-Decoder (TAED) for speech-to-
text tasks. The new method leverages AED’s
strength in non-monotonic sequence to se-
quence learning while retaining Transducer’s
streaming property. In the proposed framework,
Transducer and AED share the same speech
encoder. The predictor in Transducer is re-
placed by the decoder in the AED model, and
the outputs of the decoder are conditioned on
the speech inputs instead of outputs from an
unconditioned language model. The proposed
solution ensures that the model is optimized
by covering all possible read/write scenarios
and creates a matched environment for stream-
ing applications. We evaluate the proposed ap-
proach on the MUST-C dataset and the findings
demonstrate that TAED performs significantly
better than Transducer for offline automatic
speech recognition (ASR) and speech-to-text
translation (ST) tasks. In the streaming case,
TAED outperforms Transducer in the ASR task
and one ST direction while comparable results
are achieved in another translation direction. !

1 Introduction

Neural based end-to-end frameworks have achieved
remarkable success in speech-to-text tasks, such as
automatic speech recognition (ASR) and speech-to-
text translation (ST) (Li, 2021). These frameworks
include Attention based Encoder-Decoder model-
ing (AED) (Bahdanau et al., 2014), connectionist
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temporal classification (CTC) (Graves et al., 2006)
and Transducer (Graves, 2012) etc. They are de-
signed with different purposes and have quite dif-
ferent behaviors, even though all of them could be
used to solve the mapping problem from a speech
input sequence to a text output sequence.

AED handles the sequence-to-sequence learning
by allowing the decoder to attend to parts of the
source sequence. It provides a powerful and gen-
eral solution that is not bound to the input/output
modalities, lengths, or sequence orders. Hence, it
is widely used for ASR (Chorowski et al., 2015;
Chan et al., 2015; Zhang et al., 2020; Gulati et al.,
2020; Tang et al., 2021), and ST (Berard et al.,
2016; Weiss et al., 2017; Li et al., 2021; Tang et al.,
2022).

CTC and its variant Transducer are designed to
handle monotonic alignment between the speech
input sequence and text output sequence. A hard
alignment is generated between speech features and
target text tokens during decoding, in which every
output token is associated or synchronized with an
input speech feature. CTC and Transducer have
many desired properties for ASR. For example,
they fit into streaming applications naturally, and
the input-synchronous decoding can help alleviate
over-generation or under-generation issues within
AED. Sainath et al. (2019); Chiu et al. (2019) show
that Transducer achieves better WER than AED in
long utterance recognition, while AED outperforms
Transducer in the short utterance case. On the other
hand, CTC and Transducer are shown to be sub-
optimal in dealing with non-monotonic sequence
mapping (Chuang et al., 2021), though some initial
attempts show encouraging progress (Xue et al.,
2022; Wang et al., 2022).

In this work, we propose a hybrid Transducer
and AED model (TAED), which integrates both
AED and Transducer models into one framework
to leverage strengths from both modeling methods.
In TAED, we share the speech encoder between
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AED and Transducer. The predictor in Transducer
is replaced with the decoder in AED. The AED
decoder output assists the Transducer’s joiner to
predict the output tokens. Transducer and AED
models are treated equally and optimized jointly
during training, while only Transducer’s joiner out-
puts are used during inference. We extend the
TAED model to streaming applications under the
chunk-based synchronization scheme, which guar-
antees full coverage of read/write choices in the
training set and removes the training and inference
discrepancy. The relationship between streaming
latency and AED alignment is studied, and a sim-
ple, fast AED alignment is proposed to achieve low
latency with small quality degradation. The new ap-
proach is evaluated in ASR and ST tasks for offline
and streaming settings. The results show the new
method helps to achieve new state-of-the-art results
on offline evaluation. The corresponding streaming
extension also improves the quality significantly
under a similar latency budget. To summarize, our
contributions are below:

1. TAED, the hybrid of Transducer and AED
modeling, is proposed for speech-to-text tasks

2. A chunk-based streaming synchronization
scheme is adopted to remove the training and
inference discrepancy for streaming applica-
tions

3. A simple, fast AED alignment is employed to
balance TAED latency and quality

4. The proposed method achieves SOTA results
on both offline and streaming settings for ASR
and ST tasks

2 Preliminary

Formally, we denote a speech-to-text task training
sample as a (x,y) pair. x = zy.randy = y1.p
are the speech input features and target text to-
kens, respectively. T and U are the corresponding
sequence lengths. y,, € V and V is the target vo-
cabulary. The objective function is to minimize
the negative log likelihood log p(y|x, #) over the
training set

Laed = — Z 1ng(yu‘y1:u—la$1:T)' (D
(xy)

In the streaming setting, the model gener-
ates predictions at timestamps denoted by a =

(t1,--- -, ty), rather than waiting to the end
of an utterance, where t,, < t,4+1and 0 < ¢, <7T.
We call the prediction timestamp sequence as an
alignment a between speech x1.7 and token labels
Y1.U- A% = {a} denotes all alignments between
x1.7 and y1.;7. The streaming model parameter 6
is optimized through

U
rréin Z Z Z—logp(yu‘yl:uflamlztu» (2)

(x,y) ac AY u=1

)tuv"

The offline modeling can be considered a special
case of streaming modeling, i.e., the alignment
is unique with all £, = 7. The following two
subsections briefly describe two modeling methods
used in our hybrid approach.

2.1 Attention based encoder decoder

AED consists of an encoder, a decoder, and atten-
tion modules, which connect corresponding layers
in the encoder and decoder as demonstrated in Fig-
ure 1(a). The encoder generates the context rep-
resentation hi.7 from input xq.p 2. The decoder
state s, is estimated based on previous states and
encoder outputs

st = foue (h1rs 8t 1, Yu1), 3)

where fp, . is the neural network parameterized
with O4ec and [ € [1, L] is the layer index.

When the AED is extended to the streaming ap-
plications (Raffel et al., 2017; Arivazhagan et al.,
2019), a critical question has been raised:
how do we decide the write/read strategy for the
decoder?

Assuming the AED model is Transformer based,
and tokens ¥i.,—1 have been decoded before
timestep ¢ during inference. The next AED de-
coder state s!,(t) is associated with partial speech
encoder outputs hp.; as well as a partial alignment
a € .Atufl between hi.; and yq.,_1. The com-
putation of a Transformer decoder layer (Vaswani
et al., 2017) includes a self-attention module and
a cross-attention module. The self-attention mod-
ule models the relevant information from previous
decoder states

‘§51’ = [Sll(tl)a T SZ—I(tufl)]v (4)

where ¢,,_1 is the prediction timestamp for token
u — 1 in alignment a’. The cross-attention module
%A down-sampling module might be applied in the speech

encoder. For simplicity, we still use 7" as the encoder output
sequence length.
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Figure 1: Comparison among different frameworks: AED, Transducer and TAED.

extracts information from the encoder outputs h.;.
The decoder state computation is modified as

351(75) = f9dec(h1:t7§é’ayu—l>- (5)

To cover all read/write paths during training, we
need to enumerate all possible alignments at every
timestep given the output token sequence y;.;7. The
alignment numbers would be O(W) and it
is prohibitively expensive. In AED based methods,
such as Monotonic Infinite Lookback Attention
(MILK) (Arivazhagan et al., 2019) and Monotonic
Multihead Attention (MMA) (Ma et al., 2020b),
an estimation of context vector is used to avoid
enumerating alignments. In Cross Attention Aug-
mented Transducer (CAAT) (Liu et al., 2021), the
self-attention modules in the joiner are dropped to
decouple y1.,—1 and hq..

2.2 Transducer

A Transducer has three main components. A
speech encoder 6.y, forms the context speech rep-
resentation hy. from speech input x1.7, a predic-
tor 0,4 models the linguistic information con-
ditioned on previous target tokens, and a joiner
i0iner merges acoustic and linguistic representa-
tions to predict outputs for every speech input fea-
ture, as shown in 1(b). The encoder and predictor
are usually modeled with a recurrent neural net-
work (RNN) (Graves, 2012) or Transformer (Zhang
et al., 2020) architecture. The joiner module is a
feed-forward network which expands input from
speech encoder h; and predictor output sZ to a
T x U matrix with component z (¢, u):

2(tu) = foome (bt 55).- (6)

A linear projection WUt e R4xVU2| ig applied
to z(t,u) to obtain logits for every output token
k € VU @. A blank token & is generated if there
is no good match between non-blank tokens and
current h;. The RNN-T loss is optimized using the
forward-backward algorithm:

Qpy = LA(at,u_l + logp(yu]z(t, U — 1)),
@)
Q14+ logp(@\z(t, u))),

Linn—t = —QrTy — IOgP(Q‘T, U), (8)

where LA(z,y) = log(exp” +exp¥) and a4 is
initialized as 0. Transducer is well suited to the
streaming task since it can learn read/write policy
from data implicitly, i.e., a blank token indicates a
read operation and a non-blank token indicates a
write operation.

3 Methods

In this study, we choose the Transformer-
Transducer (T-T) (Zhang et al., 2020) as the back-
bone in the proposed TAED system. For the stream-
ing setting, the speech encoder is based on the
chunkwise implementation (Chiu and Raffel, 2017;
Chen et al., 2020), which receives and computes
new speech input data by chunk size N instead of
one frame each time.

3.1 TAED

TAED combines both Transducer and AED into
one model, as illustrated in Figure 1(c). The speech
Transformer encoder is shared between Transducer
and AED models. The predictor in Transducer
is replaced by the AED decoder. Outputs of the
new predictor are results of both speech encoder
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Figure 2: Chunk-based RNN-T synchronization.

Frames from ¢ € [0, 3] are from the first chunk (cyan)
and ¢ € [4, 7] belong to the second chunk (violet).

outputs and predicted tokens, hence they are more
informative for the joiner.

Transducer and AED models are optimized to-
gether with two criteria, RNN-T loss for the Trans-
ducer’s joiner outputs and cross entropy loss for
the AED decoder outputs. The overall loss L4eq
is summation of two losses

Ltead = Ernn—t + Laed- (9)

The model is evaluated based on the outputs from
the Transducer’s joiner.

3.2 Transducer optimization with chunk-
based RNN-T synchronization scheme

When we attempt to extend TAED to the stream-
ing scenario, we encounter the same streaming
read/write issue discussed in §2.1. In order to avoid
enumerating exponential increased alignments, we
adopt a different approach and modify the infer-
ence logic to match the training and inference con-
ditions.

In the conventional streaming decoder inference,
when the new speech encoder output h; is available,
the new decoder state s (t) is estimated via hy.
and previous computed decoder states §fz/, which
are based on hy.; and ¢’ < ¢, as shown in Eq. (5).
In the proposed solution, we update all previous
decoder states given speech encoder outputs /1.,
and §£L, is replaced by §51( t)’

52(15) = [sh(t), -+, st ()],
where a(t) stands for a special alignment where all
tokens are aligned to timestamp ¢,, = t.

There are two reasons behind this modification.
First, we expect the state representation would be
more accurate if all decoder states are updated
when more speech data is available. Second, the
modification helps to reduce the huge number of
alignments between y1.;y and hi,; to one during

(10)

training, i.e., a(t). Compared with the conven-
tional AED training, it only increases the decoder
forward computation by 7" times.

The computation is further reduced when the
chunk-based encoder is used. Given two decoder
states s, (t) and s!,(6(t)), where () is the last
frame index of the chunk which frame ¢ belongs
to and t < §(t), sl (6(t)) is more informative than
sl (t) since the former is exposed to more speech
input. During inference, s, (¢) and s, (5(t)) are
available at the same time when the speech chunk
data is available. Therefore, we replace all s! (t)
with corresponding s, (6(t)) for both inference and
training. If NV is the number of speech encoder
output frames from one chunk of speech input,
chunk-based computation helps to reduce the de-
coder computation cost by IV times during training,
since we only need to update the decoder states ev-
ery N frames instead of every frame. In summary,
the computation of s,(t) is modified from Eq. (5)
as below

Sz(t) = f@dec(hlz(;(t)u§é(5(t))7yu—l)7 (11)

and the joiner output z(¢, u) in Eq. (6) is updated
as
Z(t’u) = fejoiner(ht’siljj(t))' (12)

The chunk-based RNN-T synchronization is de-
picted in Figure 2. The number of speech encoder
output frames in one chunk is 4. z(¢,u)s in the
first chunk (cyan) are calculated with sZ(3) and
the second chunk (violet) is based on sZ(7).

When the chunk size N is longer than the utter-
ance length 7, the chunk-based TAED streaming
training is the same as the offline training with
similar computation cost as Transducer.

3.3 AED optimization with fast alignment

Besides optimizing the model with the RNN-T loss
aforementioned, we also include another auxiliary
loss L,eq for the AED model, as shown in Eq. (9).
A straightforward approach is to optimize the AED
modules as an offline AED model as Eq. (1). How-
ever, an offline AED model could lead to high la-
tency if it is used for streaming applications. Hence,
we also introduce a simple “streaming”’-mode AED
training by creating an even alignment a° of the
target tokens against the speech encoder outputs,
ie., t& = |uxT'/U|, where |z] is the floor op-
eration on x. Furthermore, we can manipulate the
alignment pace with an alignment speedup factor
A > 0, and the new alignment a” is with timestep
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) = max(T, L”f]*—gj) When A\ > 1.0, the stream-
ing AED model is trained with a fast alignment
and is encouraged to predict new tokens with less
speech data. On the other hand, if A < % then
t) = T and it is equivalent to the offline training.

The auxiliary AED task is optimized via

Loca=— Y > logp(yulyru-1,hip). (13)

(xy) u

Note an accurate alignment is not required in this
approach, which could be difficult to obtain in
translation-related applications.

3.4 Blank penalty during inference

The ratio between the number of input speech
frames and the number of target tokens could be
varied due to many factors, such as different speech
ratios or target language units. In the meantime,
the prediction of a blank token & indicates a read
operation, and a non-blank token represents a write
operation, as discussed in §2.2. During inference,
a blank penalty 7 is introduced to adjust the target
token fertility rate by penalizing the blank token
& emission probability. It acts as word insertion
penalty used in ASR (Takeda et al., 1998):

é(t,u)ig) = e(t,u)lig) — 7, (14)
where e(t,u) = LOGSOFTMAX,(W°"z(t,u))
and iy 18 the index for the blank token @.

4 Comparison of streaming algorithms

When to read new input and write new output is a
fundamental question for the streaming algorithm.
Based on the choices of streaming read/write poli-
cies, they can roughly be separated into two fami-
lies: pre-fixed and adaptive. The pre-fixed policy,
such as Wait-k (Ma et al., 2019), adopts a fixed
scheme to read new input and write new output.
On the other hand, the adaptive algorithms choose
read/write policies dynamically based on the in-
put speech data presented. The adaptive algorithms
could be further separated into two categories based
on input and output synchronization.

The first category of adaptive streaming al-
gorithms is based on the AED framework, in-
cluding hard monotonic attention (HMA) (Raffel
et al., 2017), MILk (Arivazhagan et al., 2019),
MoChA (Chiu and Raffel, 2017), MMA (Ma
et al., 2020b) and continuous integrate-and-fire
(CIF) (Dong and Xu, 2020; Chang and yi Lee,

2022). Those methods extract acoustic information
from the encoder outputs via attention between the
encoder and decoder. The acoustic information
is fused with linguistic information, which is esti-
mated from the decoded token history, within the
decoder. There is no explicit alignment between
the input and output sequence; in other words, the
outputs are asynchronized for the inputs. As dis-
cussed in §2.1, AED models don’t fit the streaming
application easily, and approximations have been
taken during training. For example, the alignment-
dependent context vector extracted via attention be-
tween the encoder and decoder is usually replaced
by a context vector expectation from alignments. It
differs from inference, which is based on a specific
alignment path sampled during decoding. Hence
a training and inference discrepancy is inevitable,
potentially hurting the streaming performance.

The second category of adaptive streaming meth-
ods is with synchronized inputs and outputs, in
which every output token is associated with a
speech input frame. This includes CTC, Trans-
ducer, CAAT, and the proposed TAED. They com-
bine acoustic and linguistic information within the
joiner if linguistic modeling is applied. Specific
read/write decisions are not required during train-
ing. This considers all alignments and is optimized
via CTC loss or RNN-T loss. Hence, there is no
training and inference discrepancy. The detailed
comparison of different methods is listed in Ta-
ble 1.

5 Experiments

5.1 Experimental setup

Data Experiments are conducted on two MUST-
C (Gangi et al., 2019) language pairs: English
to German (EN—DE) and English to Spanish
(EN—ES). Sequence level knowledge distilla-
tion (Kim and Rush, 2016) is applied to boost the
ST quality (Liu et al., 2021). The English portion
of data in the EN—ES direction is used for English
ASR development and evaluation. The models are
developed on the dev set, and the final results are
reported on the t st—COMMON set. We also re-
port LIBRISPEECH (Panayotov et al., 2015) ASR
results in Appendix C for convenient comparison
with other ASR systems.

Evaluation The ASR quality is measured with
word error rate (WER), and the ST quality is re-
ported by case-sensitive detokenized BLEU, which
is based on the default SACREBLEU options (Post,
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Method Synchronization = Merge Module ~ R/W decision Training/Inference
CIF (Dong and Xu, 2020) Async Decoder h<; sampling+scaling/sampling
HMA (Raffel et al., 2017) Async Decoder hj, s<i expectation/sampling
MILKk (Arivazhagan et al., 2019) Async Decoder h<j,s<i expectation/sampling
MMA (Ma et al., 2020b) Async Decoder h<j,s<i expectation/sampling
CTC (Graves et al., 2006) Sync None hj all paths/sampling
Transducer (Graves, 2012) Sync Joiner hj, Sk<i all paths/sampling
CAAT (Liu et al., 2021) Sync Joiner h<j,s<i all paths/sampling
TAED (this work) Sync Predictor, Joiner h<j,s<i all paths/sampling

Table 1: Comparison of different streaming methods. “R/W decision” column lists information needed for R/'W

decision.

2018)3. Latency is measured with Average Lag-
ging (AL) (Ma et al., 2019) using SimualEval (Ma
et al., 2020a).

Model configuration Input speech is represented
as 80-dimensional log mel-filterbank coefficients
computed every 10ms with a 25ms window. Global
channel mean and variance normalization is ap-
plied. The SpecAugment (Park et al., 2019) data
augmentation with the LB policy is applied in all
experiments. The target vocabulary consists of
1000 “unigram” subword units learned by Senten-
cePiece (Kudo and Richardson, 2018) with full
character coverage of all training text data.

We choose the Transformer-Transducer (T-
T) (Zhang et al., 2020) as our Transducer baseline
model. The speech encoder starts with two ca-
sual convolution layers with a kernel size of three
and a stride size of two. The input speech fea-
tures are down-sampled by four and then processed
by 16 chunk-wise Transformer layers with rela-
tive positional embedding (Shaw et al., 2018). For
the streaming case, the speech encoder can access
speech data in all chunks before and one chunk
ahead of the current timestep (Wu et al., 2020; Shi
etal., 2020; Liu et al., 2021). We sweep over chunk
size from 160ms to 640ms. For the offline model,
we simply set a chunk size larger than any utterance
to be processed as discussed in §3.2. There are two
Transformer layers in the predictor module. The
Transformer layers in both the speech encoder and
predictor have an input embedding size of 512, 8
attention heads, and middle layer dimension 2048.
The joiner module is a feed-forward neural network
as T-T (Zhang et al., 2020). The TAED follows the
same configuration as the T-T baseline, except the
predictor module is replaced by an AED decoder
with extra attention modules to connect the outputs
from the speech encoder. The total number of pa-

3case.mixed+numrefs.?+smooth.exp+tok.none+version.1.5.1

Model BLEU ()
EN—DE EN—ES
AED (Wang et al., 2020) 22.7 27.2
AED (Inaguma et al., 2020) 22.9 28.0
CAAT (Liu et al., 2021) 23.1 27.6
Transducer 24.9 28.0
TAED 25.7 29.6

Table 2: Comparison of offline ST on the MUST-C
t st -COMMON set.

rameters is approximately 59M for both Transducer
and TAED configurations.

Hyper-parameter setting The model is pre-
trained with the ASR task using the T-T architec-
ture. The trained speech encoder is used to ini-
tialize the TAED models and the T-T based ST
model. The models are fine-tuned up to 300k up-
dates using 16 A100 GPUs. The batch size is 16k
speech frames per GPU. It takes approximately one
day to train the offline model and three days for
the streaming model due to the overhead of the
lookahead chunk and chunk-based synchronization
scheme. Early stopping is adopted if the training
makes no progress for 20 epochs. The RAdam op-
timizer (Liu et al., 2020) with a learning rate 3e-4
is employed in all experiments. Label smoothing
and dropout rate are both set to 0.1. We choose
blank penalty 7 by grid search within [0, 4.0] with
step=0.5 on the dev set. The models are trained
with FAIRSEQ (Wang et al., 2020). The best ten
checkpoints are averaged for inference with greedy
search (beam size=1).

5.2 Offline results

The results for the offline models are listed in Ta-
ble 2 and Table 3. In Table 2, our models are
compared with systems reported using MUST-
C data only. The first two rows are based on
the AED framework, and the third one is the re-
sults from CAAT, which is the backbone in the
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WER (1)

Model
dev  tst-COMMON
Transducer 14.3 12.7
TAED 11.9 10.9

Table 3: Comparison of offline ASR on the MUST-C
dev and t st -COMMON sets.

IWSLT2021 (Anastasopoulos et al., 2021) and
IWSLT2022 (Anastasopoulos et al., 2022) stream-
ing winning systems. Our Transducer baseline
achieves competitive results and is comparable
with the three systems listed above. The quality
improves by 0.8 to 1.6 BLEU after we switch to
the proposed TAED framework. Table 3 demon-
strates the corresponding ASR quality, and TAED
achieves 14% relative WER reduction compared
with the Transducer baseline on the t st —COMMON
set.

The results indicate Transducer can achieve com-
petitive results with the AED based model in the ST
task. A predictor conditioned with speech encoder
outputs could provide a more accurate representa-
tion for the joiner. The TAED can take advantage
of both the Transducer and AED and achieve better
results.

In the next experiment, we compare the impact
of the AED task weight for the offline model. In
Eq. (9), the RNN-T loss and AED cross entropy
loss are added to form the overall loss during train-
ing. In Table 4, we vary the AED task weight
during training from 0.0 to 2.0. The 2nd, 3rd, and
4th columns correspond to the AED task weight,
ASR WER, and ST BLEU in the “EN—ES” di-
rection, respectively. AED weight 0.0 indicates
only RNN-T loss is used while AED weight =1.0
is equivalent to the proposed mothed in Eq. (9).
Without extra guidance from the AED task (AED
weight=0.0), the models still outperform the Trans-
ducer models in both ASR and ST tasks, though
the gain is halved. When the AED task is intro-
duced during training, i.e., AED weight is above 0,
we get comparable results for three AED weights:
0.5, 1.0, and 2.0. This demonstrates that the AED
guidance is essential, and the task weight is not
very sensitive for the final results. In the following
streaming experiments, we follow Eq. (9) without
changing the AED task weight.

5.3 Streaming results

We first study the impact of the AED alignment
speedup factor described in §3.3 in Table 5 and Ta-

Model  AEDwts. WER()) BLEU (1)
Transducer - 12.7 28.0
0.0 11.9 28.9
0.5 10.9 30.1
TAED 1.0 10.9 206
2.0 10.8 30.2

Table 4: Comparison of the TAED models trained with
different AED weights on the MUST-C t st -~COMMON
set. “BLEU” stands for the ST results from "EN—ES"
and “WER” column includes corresponding ASR re-
sults.

ble 6. In those experiments, the chunk size is set to
320ms. The ASR results are presented in Table 5.
The first row indicates the alignment speedup fac-
tor A. “Full” means the AED model is trained as
an offline ST model. “1.0” stands for the align-
ment created by evenly distributing tokens along
the time axis. The streaming TAED model trained
with the offline AED model (“Full”) achieves 12.7
WER with a large latency. We examine the decod-
ing and find the model tends to generate the first
non-blank token near the end of the input utterance.
The joiner learns to wait to generate reliable out-
puts at the end of utterances and tends to ignore the
direct speech encoder outputs. When the fast AED
alignment is adopted, i.e., A > 1.0, the latency is
reduced significantly from almost 6 seconds to less
than 1 second. The larger ) is, the smaller AL is.
One surprising finding is that both WER and la-
tency become smaller when )\ increases. The WER
improves from 14.7 to 12.5 when X increases from
1.0 to 1.2, slightly better than the TAED trained
with the offline AED module. We hypothesize that
the joiner might achieve better results if it gets a
synchronized signal from both the speech encoder
and AED decoder outputs. When ) is small, i.e.,
1.0, AED decoder output might be lagged behind
the speech encoder output when they are used to
predict the next token.

A similar observation is also found in ST as
demonstrated in Table 6 that the fast AED align-
ment helps to reduce TAED latency, though the best
BLEU are achieved when the offline AED module
is used. Compared to TAED models trained with
offline AED module, the latency is reduced from
4+ seconds to less than 1.2 seconds for both trans-
lation directions, at the expense of BLEU score
decreasing from 0.9 (EN—ES) to 1.8 (EN—DE).

In the following experiments, we compare the
quality v.s. latency for TAED and Transducer. We
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A Full | 1.0 | 12 | 14
WER () | 12.7 | 147 | 125 | 12.7
AL () | 5894 | 1654 | 849 | 907

Table 5: Comparison of AED alignment speedup fac-
tor impact for the streaming ASR performance on the
MUST-C EN tst-COMMON set.

A EN—ES EN—DE
BLEU () | AL() | BLEU(D | AL()
Full 28.3 4328 24.1 4475
1.0 27.1 1715 22.8 1611
1.2 27.6 1228 22.6 1354
1.4 27.6 1120 22.3 1208

Table 6: Comparison of AED alignment speedup factor
impact for the streaming ST performance on the MUST-
C tst-COMMON set. We set chunk size to 320ms for
both EN—ES and EN—DE.

build models with different latency by changing the
chunk size from 160, 320, and 480 to 640 ms. We
present the WER v.s. AL curve in Figure 3. The
dash lines are the WERSs from the offline models,
and the solid lines are for the streaming models.
The figure shows that the proposed TAED models
achieve better WER than the corresponding Trans-
ducer model, varied from 1.2 to 2.1 absolute WER
reduction, with similar latency values.

The BLEU v.s. AL curves for ST are demon-
strated in Figure 4 and Figure 5 for EN—ES and
EN—DE directions, respectively. Besides the re-
sults from Transducer and TAED, we also include
CAAT results from Liu et al. (2021) for conve-
nient comparison. First, TAED consistently out-
performs Transducer at different operation points
in the EN—ES direction and is on par with Trans-
ducer in the EN—DE direction. We expect the
TAED model outperforms the Transducer model
for the EN—DE direction when more latency bud-
get is given since the offline TAED model is clearly
better than the corresponding offline Transducer
model. Second, CAAT performs better at the ex-
tremely low latency region (~ 1 second AL), and
TAED starts to excel CAAT when AL is beyond 1.1
seconds for EN—ES and 1.3 seconds for EN—DE.
TAED achieves higher BLEU scores than the of-
fline CAAT model when the latency is more than
1.4 seconds for both directions. The detailed results
are included in Appendix B.

6 Related work

Given the advantages and weaknesses of AED and
CTC/ Transducer, many works have been done to

16 - -——-T.T(®) —e—TT

— — — - TAED (0) —@— TAED

WER

10 | | | |
800 1,000 1,200 1,400

Average Lagging (ms)

Figure 3: WER (|) v.s. Average Lagging (|) on the
MUST-C EN tst-COMMON dataset (A = 1.4). “0”
stands for the offline model.

30 |- - - - CAAT()----TT() ----TAED(0) | __ |
— @ CAAT

—— T-T —@— TAED

1,200 1,400

Average Lagging (ms)

Figure 4: BLEU (1) v.s. Average Lagging (]) on the
MUST-C EN—ES t st-COMMON dataset (A = 1.4)

26 r T T T T —
— — — - CAAT (0) - — — - T-T (0) — — — - TAED (0)
[ —@— CAAT —@— TAED

—e—TT

BLEU

20
1,000 1,200 1,400 1,600 1,800 2,000 2,200
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Figure 5: BLEU (1) v.s. Average Lagging (}) on the
MUST-C EN—DE t st-COMMON dataset (A = 1.2)

combine those methods together.

Transducer with attention (Prabhavalkar et al.,
2017), which is a Transducer variant, also feeds the
encoder outputs to the predictor. Our method is dif-
ferent in two aspects. First, we treat the TAED as a
combination of two different models: Transducer
and AED. They are optimized with equal weights
during training, while Transducer with attention
is optimized with RNN-T loss only. It is critical
to achieve competitive results as shown in Table 4.
Second, our method also includes a streaming so-
lution while Transducer with attention can only be
applied to the offline modeling.

Another solution is to combine those two meth-
ods through a two-pass approach (Watanabe et al.,
2017; Sainath et al., 2019; Moriya et al., 2021).
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The first pass obtains a set of complete hypothe-
ses using beam search. The second pass model
rescores these hypotheses by combining likelihood
scores from both models and returns the result
with the highest score. An improvement along
this line of research replaces the two-pass decoding
with single-pass decoding, which integrates scores
from CTC/Transducer with AED during the beam
search (Watanabe et al., 2017; Yan et al., 2022).
However, sophisticated decoding algorithms are
required due to the synchronization difference be-
tween two methods. They also lead to high compu-
tation cost and latency (Yan et al., 2022). Further-
more, the two-pass approach doesn’t fit streaming
applications naturally. Heuristics methods such
as triggered decoding are employed (Moritz et al.,
2019; Moriya et al., 2021). In our proposed solu-
tion, two models are tightly integrated with native
streaming support, and TAED predictions are syn-
ergistic results from two models.

7 Conclusion

In this work, we propose a new framework to inte-
grate Transducer and AED models into one model.
The new approach ensures that the optimization
covers all read/write paths and removes the discrep-
ancy between training and evaluation for streaming
applications. TAED achieves better results than the
popular AED and Transducer modelings in ASR
and ST offline tasks. Under the streaming sce-
nario, the TAED model consistently outperforms
the Transducer baseline in both the EN ASR task
and EN—ES ST task while achieving comparable
results in the EN—DE direction. It also excels the
SOTA streaming ST system (CAAT) in medium
and large latency regions.

8 Limitations

The TAED model has slightly more parameters
than the corresponding Transducer model due to
the attention modules to connect the speech en-
coder and AED decoder. They have similar training
time for the offline models. However, the optimiza-
tion of the streaming model would require more
GPU memory and computation time due to the
chunk-based RNN-T synchronization scheme de-
scribed in §2.1. In our experiments, the streaming
TAED model takes about three times more training
time than the offline model on the 16 A100 GPU
cards, each having 40GB of GPU memory.

In this work, we evaluate our streaming ST al-

gorithms on two translation directions: EN—ES
and EN—DE. The word ordering for English and
Spanish languages are based on Subject-Verb-
Object (SVO) while German is Subject-Object-
Verb (SOV). The experiments validate the stream-
ing algorithms on both different word ordering pair
and similar word ordering pair. Our future work
will extend to other source languages besides En-
glish and more language directions.
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MUST-C | hours | #W(m)
EN-DE | 408 4.2

EN-ES | 504 5.2

Table 7: Data statistics for MUST-C training dataset.
“#W(m)” stands for “number of words (million)”.

CS(ms) | WER | AL | LAAL | AP | DAL
160 13.97 | 787 829 | 0.63 | 1146
320 12.71 | 907 947 1 0.65 | 1284
480 11.75 | 1061 | 1097 | 0.69 | 1482
640 11.59 | 1293 | 1323 | 0.74 | 1742

CS(ms) | WER | AL | LAAL | AP | DAL Table 9: TAED WER v.s. latency for different chunk
160 1620 | 809 | 856 |0.63 | 1177  sizes(A=1.4).

320 13.79 | 868 914 0.65 | 1254
480 13.68 | 1063 | 1102 | 0.70 | 1485

640 13.14 | 1317 | 1350 | 0.71 | 1755 CS(ms) | BLEU | AL | LAAL | AP | DAL

) . 160 25.7 1170 | 1379 | 0.70 | 1669

;1“12115}11 iize"l;r.ansducer WER v.s. latency for different 320 6.7 1137 1357 1073 11679

480 27.3 1205 | 1433 | 0.74 | 1784

640 27.7 1356 | 1578 | 0.77 | 1951

A Statistics of the MUST-C dataset

We conduct experiments on the MUST-C (Gangi
et al., 2019). The ASR experiments are based on
the English portion of data in the EN—ES direc-
tion. The ST experiments are conducted in two
translation directions: EN—ES and EN—DE. The
detailed training data statistics are presented in Ta-
ble 7. The second column is the total number of
hours for the speech training data. The third col-
umn is the number of (source) words.

B Detailed streaming results

The detailed streaming experimental results are pre-
sented in this section. We report different latency
metrics from SimulEval toolkit (Ma et al., 2020a),
including Average Lagging (AL) (Ma et al., 2019),
Average Proportion (AP) (Cho and Esipova, 2016),
Differentiable Average Lagging (DAL) (Arivazha-
gan et al., 2019), and Length Adaptive Average
Lagging (LAAL) (Papi et al., 2022). AL, DAL and
LAAL are reported with million seconds. We re-
port the evaluation results based on different chunk
size, varied from 160, 320, 480 and 640 million
seconds, from Table 8 to Table 13. “CS” in those ta-
bles stands for chunk size. Streaming ASR results
are reported as WER (Table 8 and Table 9). BLUE
scores are reported for two translation directions in
Table 10, Table 11, Table 12 and Table 13.

C Librispeech ASR results

The model configure is the same as MuST-C ex-
periments in §5.1. The models are trained with
16 A100 GPUs with batch size 20k speech frames
per GPU for 300k updates. SpecAugment (Park

Table 10: Transducer BLEU v.s. latency for different
chunk sizes (EN—ES).

CS(ms) | BLEU | AL | LAAL | AP | DAL
160 26.19 | 1000 | 1224 | 0.71 | 1623
320 27.61 | 1120 | 1351 | 0.74 | 1795
480 27.50 | 1244 | 1477 | 0.77 | 1930
640 28.35 | 1473 | 1693 | 0.79 | 2188

Table 11: TAED BLEU v.s. latency for different chunk
sizes (EN—ES)(A = 1.4).

CS(ms) | BLEU | AL | LAAL | AP | DAL
160 20.76 | 1282 | 1412 | 0.68 | 1618
320 21.80 | 1252 | 1389 | 0.70 | 1612
480 22.52 | 1306 | 1447 | 0.72 | 1717
640 23.32 | 1498 | 1630 | 0.75 | 1925

Table 12: Transducer BLEU v.s. latency for different
chunk sizes (EN—DE).

CS(ms) | BLEU | AL | LAAL | AP | DAL
160 21.57 | 1263 | 1411 | 0.72 | 1823
320 22.63 | 1354 | 1530 | 0.74 | 2007
480 2348 | 1369 | 1554 | 0.77 | 2088
640 23.47 | 1903 | 2024 | 0.82 | 2597

Table 13: TAED BLEU v.s. latency for different chunk
sizes (EN—DE)(A = 1.2).
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test dev
clean | other | clean | other
Transducer(ofl) | 3.2 8.0 3.0 8.2
Transducer(str) | 4.4 11.2 | 4.0 11.3
TAED(ofl) 3.1 7.4 2.9 7.4
TAED(str) 4.2 104 | 4.1 10.8

model

Table 14: Comparison of offline and streaming ASR on
the Librispeech datasets.“ofl” and “str” stand for offline
and streaming models respectively.

et al., 2019) is without time warping and dropout
set to 0.1. We save the checkpoints every 2500
updates and the best 10 checkpoints are averaged
for the greedy search based inference. The model
are trained on the 960 hours Librispeech (Panay-
otov et al., 2015) training set and evaluated on 4
test/dev sets. In Table 14, the streaming models
(“str”) are trained with chunk size equals to 320ms
with one right look-ahead chunk. TAED obtains
similar WERs in two clean (easy) datasets and re-
duces WER varied by 0.5 to 0.8 in two other (hard)
datasets.
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