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Abstract

Fine-grained emotion classification (FEC) is
a challenging task. Specifically, FEC needs
to handle subtle nuance between labels, which
can be complex and confusing. Most existing
models only address text classification problem
in the euclidean space, which we believe may
not be the optimal solution as labels of close
semantic (e.g., afraid and terrified) may not
be differentiated in such space, which harms
the performance. In this paper, we propose Hy-
pEmo, a novel framework that can integrate
hyperbolic embeddings to improve the FEC
task. First, we learn label embeddings in the hy-
perbolic space to better capture their hierarchi-
cal structure, and then our model projects con-
textualized representations to the hyperbolic
space to compute the distance between sam-
ples and labels. Experimental results show that
incorporating such distance to weight cross en-
tropy loss substantially improves the perfor-
mance with significantly higher efficiency. We
evaluate our proposed model on two bench-
mark datasets and found 4.8% relative improve-
ment compared to the previous state of the
art with 43.2% fewer parameters and 76.9%
less training time. Code is available at https:
//github.com/dinobby/HypEmo.

1 Introduction

Fine-grained classification is a challenging yet im-
portant task that involves differentiating subtle dis-
tinctions in a label set. For instance, in image
classification, classifying cars, planes, and other
vehicles is coarse-grained classification, whereas
distinguishing models from cars is fine-grained
classification. In NLP, sentiment analysis, which
attempts to classify positive/negative sentiments,
is an example of coarse-grained text classification.
Human emotions, however, exhibit more complex-
ity. For example, the six type of basic emotion (Ek-
man, 1999) include happiness, sadness, fear, dis-
gust, anger, and surprise, and show finer distinc-
tions of positive and negative classes. Moreover,

Euclidean distance = Hyperbolic distance

Figure 1: Properties of hyperbolic space. The hyper-
bolic distance between two points grows dramatically
as they come close to the border, converse to the Eu-
clidean distance. Moreover, the hyperbolic distance
is an analog of tree distance, which is d(B,C) =~
d(B,A)+d(A,C).

complex interactions exists in human emotion as
different type of emotions can have subtle differ-
ences, for instance ashamed and guilty. This makes
fine-grained emotion classification (FEC) challeng-
ing not only because of the increased number of
classes, but also because of the increased similarity
between classes. For instance, the current finest
emotion classification datasets contain up to 27 and
32 classes of emotion (Rashkin et al., 2019; Dem-
szky et al., 2020), respectively. Classes such as
furious and angry in these fine-grained datasets are
far more difficult to differentiate than happy and
sad. However, detecting fine-grained emotion is
useful in a variety of situations. For example, in a
dialog generation system, understanding the user’s
fine-grained emotion could facilitate more empathy
in the responses, which might increase conversa-
tion engagement (Roller et al., 2021). Emotions
also play an important role in people’s lives, affect-
ing how they make decisions and how they interact
with machines. Therefore, the finer we can classify,
the more information we can collect to model users’
behaviors.

Existing text classification methods often use
pre-trained language models such as BERT (Devlin
et al., 2019) to generate a contextualized represen-
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tation, and fine-tune them primarily in Euclidean
space for downstream tasks. However, such a space
is limited, as some confusing pairs have nearly
identical meanings (e.g., furious and angry), and
forcing them to be separated in the latent space
may harm the performance by overfitting on train-
ing data. The complex nature of emotions can be
expressed in a hierarchical way, consisting of three
levels (Parrott, 2001). For instance, Joy, Content-
ment, and Pleasure are primary, secondary, and
tertiary emotions, respectively. Meanwhile, learn-
ing embeddings in hyperbolic space is becoming
more popular due to its superior ability to capture
hierarchical information (Nickel and Kiela, 2017;
Ganea et al., 2018; Chami et al., 2019; Liu et al.,
2019a). Figure 1 demonstrates a tree embedded
to hyperbolic space. Tree nodes closer to the root
are embedded near the origin, and nodes closer
to leaves are placed closer to the boundary. The
main merit of this space is that as the distance
from the origin rises, the amount of space in hyper-
bolic space grows exponentially (Cho et al., 2019;
Loépez and Strube, 2020; Peng et al., 2021). Intu-
itively, tree-like structures also expand the number
of nodes as the distance increases from the root,
which is consistent with the mathematical basis of
hyperbolic geometry. This is also reflected in the
hyperbolic distance (Eq. 6), which resembles the
distance between two nodes in a tree.

In this work, we propose HypEmo, which inte-
grates label embedding trained in hyperbolic space
with a RoBERTa model fine-tuned in Euclidean
space. Specifically, we first learn hierarchical-
aware label embeddings in hyperbolic space, and
then project the representation output by RoOBERTa
onto the same space to derive the distance between
a text representation and its corresponding label.
This distance is then used to weight standard cross
entropy loss, making the projection of text repre-
sentation as close to its label as possible, in hyper-
bolic space. Results on two challenging datasets,
GoEmotions (Demszky et al., 2020) and Empathet-
icDialogs (Rashkin et al., 2019), demonstrate the
superiority of the proposed model. Also, we find
that HypEmo performs best when the label struc-
ture is more complex, or the inter-class relationship
is more ambiguous. To sum up, the contributions
of this paper are threefold:

* We leverage the merits of hyperbolic geometry
to learn better representations in both hyper-
bolic and Euclidean space.

* We propose the novel HypEmo framework
along with a simple yet effective objective
function to address the FEC task.

* Empirically, the proposed model outperforms
existing methods, and is even comparable with
systems that utilize external knowledge or
data augmentation techniques.

2 Related Work

2.1 Fine-grained Classification

Most of the literature addresses fine-grained text
classification in Euclidean space. Khanpour and
Caragea (2018) propose combining lexicon-based
features to detect fine-grained emotions in online
health posts. Yin et al. (2020) demonstrate that pre-
trained models can learn compositional sentiment
semantics with self-attention applied to a binary
constituency parse tree and transfer to downstream
sentiment analysis tasks. Mekala et al. (2021) pro-
pose utilizing generative language models for fine-
grained classification on coarsely annotated data.
Suresh and Ong (2021) propose label-aware con-
trastive loss (LCL), which estimates the model con-
fidence for each sample, and use this to weight
supervised contrastive loss (Khosla et al., 2020).
All of the above-mentioned work addresses FEC
task primarily on the euclidean space, while we
argue that some emotion with close semantics are
not separable in this latent space. In our work, we
integrate hyperbolic space to address this issue that
improves FEC task.

2.2 Hyperbolic Geometry

A hyperbolic space is a non-Euclidean space for
which the parallel postulate does not hold (Peng
et al., 2021; Dhingra et al., 2018). The parallel
postulate asserts that for every line L and point P
not on L, there is a unique line that passes through
P that shares the same plane with L and P and
yet does not intersect with L. Without this postu-
late, familiar mathematical properties in Euclidean
space are different. For example, in hyperbolic
space, there can be more than one line parallel
to line L that goes through a point P not on L.
Also, whereas the distance between two points is a
straight line in Euclidean space, this can be general-
ized as a geodesic € [0, 1] which is the minimized
distance between two points. Moreover, the hyper-
bolic distance grows exponentially as the points
approach the boundary, making it more spacious
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than Euclidean space given the same dimensions.
These properties suit the nature of a tree-like struc-
ture, as the number of nodes grows exponentially
when the depth increases. In our work, we leverage
the nature of hyperbolic geometry to better capture
label hierarchy, and propose improving the FEC
task by jointly learning representations in both Eu-
clidean and hyperbolic space.

2.3 Poincaré Embeddings

The Poincaré ball model (Cannon et al., 1997)
is commonly adopted in hyperbolic neural net-
works (HNN) and representation learning research
due to its differentiable distance function (Dhin-
gra et al., 2018; Nickel and Kiela, 2017). The
Poincaré ball model is a Riemannian manifold
that can be formulated as (B, g2) with a Rieman-
nian metric ¢ = A\2g¥, where \2 = ﬁ is
called the conformal factor, and ¢g¥ = I, is the
Euclidean metric tensor. The Riemannian metric
defines the geometric properties of a space, such
as distances, angles, or curve length. For exam-
ple, Euclidean space is a manifold with zero cur-
vature, and the distance between two points can

be written as d(z,y) = \/>.; (z; —y;)>. The

Poincaré ball model, on the other hand, is a man-
ifold with a constant negative curvature, where
B = {x € R" : ||z|| < 1} is an unit ball. In
natural language processing, researchers have ap-
plied such embeddings to tasks as varied as fine-
grained entity typing (L6pez and Strube, 2020),
text classification (Cho et al., 2019), and language
modeling (Dhingra et al., 2018).

3 Methodology

In this section, we describe the proposed HypEmo
in detail. Fig. 2 illustrates its workflow.

3.1 Euclidean Sequence Representations

1,2 ok

Given the input sequence x; = {z;,z7,..., 2]

with k tokens, text encoder generates the repre-
sentation of the input sequence h;. The text en-
coder itself is model agnostic, which could be any
transformer-like model or even trained directly on
the hyperbolic space. Here we use RoBERTay, 50
in particular, since its excellence of generating con-
textualized representations. We also discuss the
generalization of BERT-style models as the text
encoder in the experiment. As convention, we take
the hidden states corresponding to [CLS] token as

the sequence representation ;.

3.2 Hyperbolic Projection

We adopt the Poincaré ball model of hyperbolic
space. Let B be the Poincaré ball model, and the
associated tangent space denoted as 7, B, we use
exponential map exp, : 7, B — B, Vx € B, to
project points from euclidean space to the hyper-
bolic space:

AschH)L
2l

exp,(v) = x & tanh( (1)
On the contrary, we could use logarithmic map
to project points back to the euclidean space if
needed:

2 _ - Dy
log,(y) = )\—tanh 1(”—9U@Z/||)W

z I -

2

where v # 0 and y # x is the tangent vector,
Ay = W is the conformal factor, and & is the
Mobius addition:

(L+2(@,y) + yl*)z + 1 - |l]*)y
1+ 2(z,y) + [lz[?(lylI?

rdy =

With exponential and logarithmic map, we can
project embeddings from euclidean space to hy-
perbolic space or vice versa, and hence allowing
us to take advantage on both spaces. Specifically,
most of the well known language models are pre-
trained on euclidean space which are powerful and
easy to use, while in the hyperbolic space we can
better model the label inventories in order to boost
the performance.

3.3 Hyperbolic Label Embeddings

To fully utilize the hierarchy of label set, we train
label representations on the hyperbolic space. In
this stage, our goal is to learn representations for
each class £ = {ej,ea,...,en}, where ¢; is the
hyperbolic label embeddings € R"4, h, is the di-
mension of hyperbolic space, and m is the number
of classes. The label set can be represented as a
set of tuples, indicating the parent-children rela-
tionship between nodes: D = {(u,v)} where u
is the parent of v. For datasets which does not
contain parent-children relationship, we follow the
parrot’s emotion model (Parrott, 2001) to form D,
which has at most three levels of hierarchy. For
the objective, we follow previous work (Nickel and
Kiela, 2017; Ganea et al., 2018) that maximizes the
distance between unrelated samples using negative
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Figure 2: The overall architecture of proposed framework. Label embeddings are pre-trained on the hyperbolic space
to capture the hierarchical information, and the input sequence is encoded by RoOBERTa to generate contextualized
representations h; and cross entropy loss for each sample. h; will be simultaneously projected to the hyperbolic
space to derive the hyperbolic distance w; to its label, and w; will be used to weight the standard cross entropy loss.

sampling:

—d(u,v)

Z log ¢

(uv)ED Zv'é/\/(u)u{v} e

Liaper = —
label (u0')

“4)
where N'(u) = {v : (u,v) € D,v # u} is the neg-
ative sample set and d(u, v) is the distance between
two points calculated by Eq. 6. We use Riemam-
mian Adam (Becigneul and Ganea, 2019) for the
optimization. After that, hyperbolic embeddings
for each label is ready for use in the next step.

3.4 Label-Aware Hyperbolic Weighted Loss

Cross entropy loss is commonly used in classifica-
tion task. It assumes that every instance’s negative
log probability contributes equally. Usually, classi-
fying a sample to be furious when the ground truth
is angry, is more forgivable than classifying a sam-
ple to be joy. However, it is the subtle difference
between those confusable pairs such as angry and
furious that makes fine-grained classification task
challenging. In our work, we incorporate hyper-
bolic distance to enhance learning efficacy. To be
more specific, we expect the confusable pairs that
shares almost identical semantics can be well seper-
ated on the hyperbolic space, and jointly update the
model lies in the euclidean space. Formally, the
pre-trained hyperbolic label embedding set (See

Sec.3.3) is denoted as £ = {eq, ea,..., e, }. Each
instance {x;, y; } contains a pair of sequences and
labels where y; € M and M denotes the label set
with |[M| = m. Given the sequence z;, h; is ex-
tracted from the text encoder, and the logit ¢; € R™
is obtained by further passing h; through a linear
layer: ¢; = MLP(h;). The standard cross-entropy
loss is expressed mathematlcally as follows.
cap(cl)

Z_ > S eop(d)

The length of the geodesic, i.e., the distance
between two points in a Poincaré ball is given by:

Lee = )

|l2i — will? )
(1=l = llwall?)
(6)

Now we can project the text representation gener-
ated from the encoder to the hyperbolic space using
Eq. 1, and calculate the distance w € R of text rep-
resentation and the label embeddings, which are
both on the hyperbolic space. We expect the em-
beddings for both input sequence and its label to
be as close as possible, which means the distance
w is expected to be minimized. A simple way is to
integrate w into L¢g by multiplying:

d(zi,y;) = cosh_1(1—|—2

N
exp(c)”)

L = wllog— (7

e ; ZKleg:p(ch)
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In this way, w can be viewed as a weight to penal-
ize pairs that have larger distance in the hyperbolic
space. Our goal here is to jointly learn embeddings
in both Euclidean and hyperbolic space to boost the
performance. By taking w as a weight to sum up
cross entropy loss, the main merit is that it is easy
to implement without carrying all optimization op-
eration on the hyperbolic space, while allowing the
whole framework to be updated jointly. We will
also discuss the scenario when fully using hyper-
bolic neural networks in Sec. 4.3.

4 Experiment

4.1 Datasets

We evaluate our method on two datasets: GoE-
motions (Demszky et al., 2020), and Empathetic
Dialogues (Rashkin et al., 2019). Given our pri-
mary objective of fine-grained emotion classifi-
cation, which requires distinguishing labels with
subtle differences in meaning, we choose GoE-
motions and Empathetic Dialogues for evaluation.
These datasets are considered the most challeng-
ing datasets, as they contain a larger number of
emotion labels with similar semantics. Below we
give the descriptions of these datasets. GoEmo-
tions is composed of comments from Reddit (Dem-
szky et al., 2020). The total number of sam-
ples is 54k, and each sample is annotated with
one or multiple labels among 27 emotions and
neutral. To ensure a fair comparison with previ-
ous work (Suresh and Ong, 2021), we use only
single-labeled samples and exclude neutral ones.
The training/validation/test split of the remaining
dataset is 23,485/2,956/2,984.

Empathetic Dialogues (Rashkin et al., 2019)
consists of conversations with single emotion la-
bels. The situation was written by a speaker given
an emotion label. The listener was to respond
with an empathetic utterance. The process could
go on for up to six turns. Since the situation
was written based on the provided emotion, we
used the situation as the model’s input, follow-
ing Suresh and Ong (2021). The dataset contains
24,850 conversations labeled among 32 emotions.
The training/validation/test split of the dataset is
19,533/2,770/2,547, respectively. Below, we use
GE to represent GoEmotions and ED to represent
Empathetic Dialogues.

4.2 Experiment Settings and Baselines

We compare the proposed HypEmo primarily with
three categories of strong baselines:

General pre-trained language models. We
compared against BERT (Devlin et al., 2019),
RoBERTa (Liu et al.,, 2019b), and ELEC-
TRA (Clark et al., 2020). These models are pre-
trained on large unlabeled corpora. They generate
high-quality representations, and all perform well
on text classification tasks. We also compare dif-
ferent size of these pre-trained models, denoted as
base and large.

Label Embedding-aware models. Suresh and
Ong (2021) propose label-aware contrastive loss
(LCL), which weights each negative sample dif-
ferently. Specifically, more confusable pairs con-
tribute more to the objective function; this yields
promising results on fine-grained text classification.
In addition, we compare against HHAGM (Jie Zhou,
2020), the strongest hierarchy-aware text classifi-
cation model with source code publicly available.
Lastly, we implement a baseline called LabelEmb,
which encodes the label description (i.e., the defini-
tion of emotions) to derive label embeddings, and
train the model on the Euclidean space with the
rest setting same as HypEmo.

Hyperbolic classification models. We also com-
pared with models trained in hyperbolic space
for classification, including (1) Hyperbolic SVM
(HSVM) proposed by Cho et al. (2019), which gen-
eralizes the support vector machine to hyperbolic
space, and (2) Hyperbolic Neural Model (HNN)
proposed by Ganea et al. (2018), a hyperbolic GRU
that performs all necessary operations in hyperbolic
space to train a neural network. (3) Hyperbolic
Interaction Model (HyperIM) (Chen et al., 2020)
jointly learns word and label embeddings, and mea-
sure the similarities in the Poincoré disk to aggre-
gate input representations. (4) HIDDEN (Chatterjee
et al., 2021) is a framework which does not assume
the label hierarchy is known. It also proposed to
learn the label embedding jointly in an end-to-end
fashion. For a fair comparison, we set the word
dimension of the hyperbolic space to 100, the same
as the dimension we use.

Evaluation metrics. Following Suresh and Ong
(2021), we use accuracy and weighted F1 as the
evaluation metrics. Weighted F1 takes into account
the number of samples in each class, and weights
the macro F1 by this ratio. This can be expressed
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as
Ne P X R

- NP.+R.

®)

Flweighted =2

where n. is the number of samples in class ¢, NV is
the number of total samples, and P, and R, are the
precision and recall for class c, respectively.
Implementation Details. HypEmo is a encoder-
agnostic framework which can easily adapt to dif-
ferent kinds of text encoders. In the experiment,
we use pre-trained RoBERTay,,4. as the backbone,
which has 12 layers with a hidden size of 768. Dur-
ing training, we applied the Adam optimizer in
Euclidean space with a learning rate of 10~ and
a weight decay of 0.01. By contrast, we utilized
Riemannian Adam (Becigneul and Ganea, 2019)
to train our label embeddings in hyperbolic space
with a learning rate of 0.01. The dimension of hy-
perbolic label embedding is set to 100, which is
searched from {2, 10, 50, 100, 250}. Other imple-
mentation details can be found in our code.

4.3 Main Results

Baseline comparison. To demonstrate the ef-
fectiveness of HypEmo, we conduct experiments
to compare the performance of different models.
The comparison is shown in Table 1. Firstly, we
compare HypEmo with general pre-trained lan-
guage models. Among them, RoBERTay,,4¢ per-
forms the best, while HypEmo outperforms it on
weighted F1 by 2.8% on ED and 1.1% on GE. It
is also worth mentioning that HypEmo has con-
siderably smaller parameter size compared with
RoBERTa,rge (125M v.s. 355M), resulting in sig-
nificantly lower training and inference time. This
indicates the effectiveness of the proposed label-
aware hyperbolic embeddings and the strategy to
weight the standard cross entropy loss by hyper-
bolic distance.

Secondly, we compare with label-aware sys-
tem. Since LCL is the previous state-of-the-art,
we mainly compare the efficiency with it (A in the
left of Table 1). Results show that our proposed
method outperforms LCL with much higher effi-
ciency. This is because LCL augments data by
using the synonym replacement technique, which
doubles the size of data. Also, they use two en-
coders to train the main classifier and a weighting
network, which doubles the parameter size. In con-
trast, HypEmo uses single encoder and uses only
the original samples without any data augmenta-
tion method, and still out-wins LCL by 2.8% and

2.5% absolute F1 score on ED and GE, respectively.
Moreover, Although HIAGM take into account the
label hierarchy, it utilize RNN architecture, making
it less efficient and underperforming HypEmo by
a large margin. Lastly, HypEmo performs better
than LabelEmb, which LabelEmb calculates the
weighted loss in the Euclidean space. This again
demonstrates the efficacy of our proposed hyper-
bolic space integration.

Also, we notice that HypEmo works better than
models that are fully trained on hyperbolic space,
which indicates the benefits of jointly learning
the hyperbolic label embedding and fine-tuning
RoBERTap,ee in a hybrid space settings. This hy-
brid setting could benefit from both the power of
pre-trained language model and the strength of hy-
perbolic space to capture hierarchical information.
To sum up, we could achieve better results com-
pared to previous works without increasing data
size or model parameters, which is more effective
and efficient.

Performance on different encoder. We apply
HypEmo on top of different encoders to examine
whether HypEmo is a model-agnostic method that
could bring improvement regardless of the encoder
being used. Table 2 shows the results in terms
of weighted F1 score. We observe that no matter
which encoder is adopted, adding HypEmo leads
to further improvements. For instance, applying
HypEmo on BERT},,s, enhances the performance
by 5.9% absolute percentage on ED, and the same
phenomenon can be observed on RoBERTay, 4
and ELECTRA s across two datasets. This ver-
ifies that HypEmo is model-agnostic and could be
easily built on top of any text encoder to boost
performance.

4.4 Case Study

Following Suresh and Ong (2021), we investigate
the performance of HypEmo when the label set
contains pairs with close semantics. We compare
the proposed HypEmo with different objectives and
encoders, and follow the ED subsets selected by
Suresh and Ong (2021), which include the most
difficult sets chosen after enumerating all combi-
nations that contain four labels. These subsets are
a: {Anxious, Apprehensive, Afraid, Terrified}, b:
{Devastated, Nostalgic, Sad, Sentimental}, c: {An-
gry, Ashamed, Furious, Guilty}, and d: {Anticipat-
ing, Excited, Hopeful, Guilty} from the ED dataset.
We conducted the experiments with ROBERTA and
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Empathetic Dialogues GoEmotions

#Params (1) & (1) Econv () &ing (1) | Acc (D) F1(T) Acc (1) F1(T)
BERThase 110M 96.7 290.0 1.1 50.4+03 51.8+0.1 609404 62.9=+0.5
RoBERTapase 125M 99.3 297.9 1.2 545 +0.7 56.0+04 62.6+0.6 64.0+0.2
ELECTRApase 110M 97.6 292.7 1.1 477£12 496=£1.0 595+04 61.6+0.6
BERTarge 340M 181.0 362.0 35 53.8£0.1 543 +0.1 645403 652404
RoBERTaarge 355M 185.7 371.4 3.7 57.4+£05 582+03 64.6+03 652402
ELECTRAarge 335M 179.9 539.8 3.5 56.7£0.6 57.6+0.6 63.5+03 64.1+04
LCLY 220M 421.7 1264.9 3.9 59.1+04 582 +05 646402 63.8+0.3
HiAGM 15M 26732 10692.9 8.6 478 £0.6 502 +£0.7 59.7+0.6 61.8+05
LabelEmb 125M 103.6 518.1 1.1 551407 56.2+05 62.7+06 62.8=+04
HSVM 428K 14.7 42.1 0.7 27.4+£0.0 26.7+0.0 23.6+0.0 223400
HNN 5M 15421.5  92529.1 17.5 412409 42.0£0.8 46.6+06 4722105
HyperIM 5M 2266.3 6798.9 8.4 44.1£12 436=£1.0 502+£09 49.7+0.7
HIDDEN 11IM 13473.0 67364.8 16.6 429+14 443 £1.1 472+£1.1 493309
HypEmo 125M 97.6 585.8 1.2 59.6 £0.3 61.0£0.3 654 +02 66.3 +0.2

A -43.2% -76.9% -53.3% -68.5% +0.8% +4.8% +0.8% +3.9%

Table 1: Left: efficiency comparison (lower is better), where &, denotes average training time for one epoch, &.one
denotes the average time to achieve the best results, and &;,,y denotes the average inference time for the whole
testing set. We evaluate efficiency for all systems on GE with batch size equals 16. Right: performance comparison
(higher is better.) We conducted the experiment five times with different seeds, and report the average score with the
standard deviation. The best (second-best) results are set in bold (underlined). “1” denotes reproduced results from
official implementation, and A represents the efficiency and performance gain compared with LCL, the previous

state-of-the-art, in relative percentage.

Dataset Model F1 F1 (+HypEmo)
BERTase 51.8 57.7
ED RoBERTabase 56.0 61.0
ELECTRApase 57.6 58.9
BERTbase 62.9 65.3
GE RoBERTabase 64.0 66.3
ELECTRApase  64.1 65.7

Table 2: Performance in terms of weighted F1 score
when HypEmo is added on different encoders.

80 A
— RoBERTa + CE
L | ELECTRA + CE
8 70 RoBERTa + SupCon
E = ELECTRA + SupCon
9-, = LCL w/ aug
v 60 A LCL wfo aug
= /\ HypEmo
50 T T T T

a b c d
ED Subset

Figure 3: Case study for various ED subsets. We report
F1 for brevity. CE is the standard cross entropy loss, and
SupCon represents supervised contrastive loss (Khosla
et al., 2020).

ELECTRA with standard cross entropy loss and su-
pervised contrastive loss (Khosla et al., 2020). For
supervised contrastive loss, we adopt back trans-
lation (Sennrich et al., 2016) to form the positive

pairs, and we view it as a strong competitor be-
cause we expect contrastive loss helps to learn bet-
ter representations could hence improve the FEC
task. The result is shown in Fig 3. First, HypEmo
outperforms all baselines by a large margin on the
most difficult subset (a), which demonstrates the
advantage of incorporating hyperbolic space when
addressing fine-grained classification task. In par-
ticular, HypEmo beats the previous state-of-the-art,
LCL, on this subset with a substantial improvement
(54.9 v.s. 63.6.) Also, HypEmo surpasses models
with cross entropy loss and supervised contrastive
lossona/b/cand comparablyond. Asa/b/
c are the top three most difficult sets, this result
shows that label-aware hyperbolic weighted loss
is conducive to separation under label sets which
are more confusing. In addition, we compare with
LCL with and without augmentation to ensure a
fair comparison. The result shows that HypEmo
consistently outperforms LCL even with data aug-
mentation that doubles the size of samples. In sum-
mary, the proposed model performs the best when
the label set contains confusing classes. For the
most challenging sets, HypEmo outperforms mod-
els trained with conventional cross entropy loss and
supervised contrastive loss, and even the state-of-
the-art, LCL, while being more sample-efficient.
When the label set is simpler, HypEmo performs
on par with the others.
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Figure 4: Representation generated from text encoder using different objective functions. We take afraid and
terrified as examples for semantically close labels, and we highlight their position with the yellow arrow. Evidently,
our proposed label-aware hyperbolic weighted loss leads to larger inter-class distances.
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Figure 5: Label hierarchy method vs. performance.

4.5 Effect of Label Hierarchy

In this section, we investigate how the method used
to form the label hierarchy affects performance. We
compare three settings: None, Random and Parrott,
as shown in Fig. 5. None means that we aban-
don all hierarchy and distribute labels uniformly
on the Poincaré ball, and Random means that we
randomly shuffle the correct order to make hier-
archy meaningless. Parrott is the emotion model
proposed by Parrott (2001), which defines a three-
level emotion hierarchy. We observe that following
an expert-defined hierarchy yields the best perfor-
mance, better than without hierarchical informa-
tion, and the worst is shuffling to discard all hi-
erarchical information. Accordingly, we follow
Parrott’s emotion model to form the label hierarchy
and learn the hyperbolic label embeddings.

4.6 Visualization of Representations

To better understand the effect of the proposed
label-aware hyperbolic weighted loss, we compare
representations learned with different commonly

used objective functions. We trained on the ED
dataset and projected the embeddings generated
from the text encoder onto 2-dimensional space
with t-SNE (Van der Maaten and Hinton, 2008).
We compare standard cross entropy loss (Fig. 4a),
supervised contrastive loss (Khosla et al., 2020)
(Fig. 4b), and the proposed label-aware hyperbolic
weighted loss (Fig. 4c). For supervised contrastive
loss, we also used back translation as the augmenta-
tion to form positive pairs. Then, standard cross en-
tropy loss was summed with supervised contrastive
loss. As data augmentation doubles the data size,
we expect the supervision and the objective to lead
to more a separated representation. In Fig. 4a, we
observe indistinct clustering, as many data points
with different classes are mingled together, show-
ing the difficulties of fine-grained classification in
which different classes often share close semantics.
In particular, afraid and terrified are confusing for
models and their representations are mixed. With
the use of supervised contrastive loss shown in
Fig. 4b, the clustering becomes somewhat clearer
but at the cost of increasing data. Last, in Fig. 4c,
the inter-class distance is clearly larger than others,
and the clusters are also more dispersed. Specifi-
cally, the representations of afraid and ferrified are
much more separated. This shows the advantage
of the proposed label-aware hyperbolic loss, which
yields better representations, even without the need
for additional significant costs.

5 Conclusion

We propose HypEmo, a novel framework that in-
cludes a label-aware hyperbolic weighted loss to
improve FEC task performance. By jointly learn-
ing the representations in Euclidean and hyperbolic
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space, we leverage hybrid settings that combine the
power of large-scale pre-trained language models
and the mathematical characteristics of hyperbolic
space to capture the hierarchical property of classes
and the nuanced differences between them. With
this design, the proposed method achieves state-
of-the-art results in terms of weighted F1 on the
GE and ED benchmark datasets. We show that the
proposed model works even better when the labels
are difficult to differentiate. Moreover, HypEmo
outperforms methods that utilize data augmentation
while being more efficient.

Limitations

Although the proposed framework yields promis-
ing results on two fine-grained emotion datasets—
GoEmotions and Empathetic Dialogues—there re-
main limitations, including: (1) To the best of our
knowledge, there is no such fine-grained emotion
dataset in other languages. Although theoretically,
our method should work fine on languages other
than English, we can only show the results in En-
glish. (2) The proposed method works best when
the label structure contains hierarchy, especially
when the semantics of some labels are close and
difficult to distinguish. When the label structure is
flat and independent, our method may backoff to a
conventional classification model.
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