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Abstract

Because of the compositionality of natural lan-
guage, syntactic structure which contains the
information about the relationship between
words is a key factor for semantic understand-
ing. However, the widely adopted Transformer
is hard to learn the syntactic structure effec-
tively in dialogue generation tasks. To explic-
itly model the compositionaity of language in
Transformer Block, we restrict the informa-
tion flow between words by constructing di-
rected dependency graph and propose Depen-
dency Relation Attention (DRA). Experimental
results demonstrate that DRA can further im-
prove the performance of state-of-the-art mod-
els for dialogue generation.

1 Introduction

In natural language, complex semantics are often
expressed by combining words with certain rules.
For example, "room" can express higher-level se-
mantics by fusing the information of "a" and "ho-
tel", and the meaning of "reserve" will be clearer
after fusing the information of "room". Prior works
have achieved great success in NLP tasks by lever-
aging syntactic structure knowledge, such as se-
mantic relatedness (Tai et al., 2015; Gupta and
Zhang, 2018), sentiment analysis (Ma et al., 2015;
Sun et al., 2019), relation extraction (Tian et al.,
2021), and named entity recognition (Aguilar and
Solorio, 2019; Xu et al., 2021).

Due to the strong ability to capture long-term de-
pendencies (Tang et al., 2018), many recent works
have adopted the Transformer block (Vaswani et al.,
2017) to extract context features in dialogue gener-
ation tasks (Su et al., 2019; Liu et al., 2020; Song
et al., 2021). However, it is hard for Transformer
block to implicitly learn the compositionality of lan-
guage in the training process of dialog generation,
since it simply uses position embeddings to repre-
sent the relationships between words, and it learns
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Figure 1: An example of dependency graph.

the local position information that can only be ef-
fective in masked language modeling (Wang and
Chen, 2020). Besides, the computation of attention
weights on unrelated word pairs in Transformer
block is redundant and decreases performance.

To obtain better distributed representations of
context in dialogue generation tasks, we propose
Dependency Relation Attention to model the re-
lationship between words as an alternative to po-
sition embeddings. Specifically, we incorporate
dependency relation knowledge that contains syn-
tactic structure information into the Transformer
block. As shown in Figure 1, we use the depen-
dency parser (Chen and Manning, 2014) in the
StanfordCoreNLP toolkit (Manning et al., 2014) to
build dependency graphs of utterances. Then, the
Dependency Relation Mask is generated to avoid
performing attention on words without dependency
relations, and the fusion of information among
words depends on the direction specified by the
dependency graph. Our contributions can be sum-
marized as follows:

• We propose Dependency Relation Attention,
a novel method for expressing relationships
between words as an alternative to position
embeddings.

• We demonstrate that our method can further
improve the performance of Transformer and
DialogBERT (Gu et al., 2021) in dialogue gen-
eration task by conducting experiments on two
datasets.
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Figure 2: Dependency Relation Mask.

2 Related Works

In the past few years, dependency graph has drawn
attention from many researchers in the field of
NLP. Strubell et al. (2018) propose Syntactically-
informed self-attention and incorporate syntactic
dependency knowledge into a attention head of
specific Transformer block. To make the attention
learned by Transformer more interpretable, Wang
et al. (2019) propose Constituent Attention which
makes each position not attend to the position in dif-
ferent constituents. Ahmad et al. (2021) explicitly
fuse structural information to learn the dependency
relations between words with different syntactic
distances.

In dialogue generation tasks, to improve the qual-
ity of generated responses, previous works focus
on capturing the high-level relationships between
contexts and responses (Xing et al., 2018; Zhang
et al., 2019) or between utterances in context(Gu
et al., 2021). How to effectively model the relation-
ships between words in Transformer has not been
explored. Inspired by TreeLSTM (Tai et al., 2015),
our method aim at modeling the compositional-
ity in language, then the Transformer block does
not need to learn the relationships between words
through position embeddings in the training pro-
cess of dialog generation. The differences between
DRA and others dependency relation-aware atten-
tion mechanisms are: (1) DRA incorporates the
dependency arc directions into Transformer block
to model the relationships between words instead of
position embeddings. (2) The position embeddings
are excluded for the models with DRA applied.

3 Method

In dialogue generation tasks, given a piece of con-
text containing m utterances U = {X1, ..., Xm}
as inputs, where Xi = {xi,1, ..., xi,ni}, i ∈ [1,m]
indicates the i-th utterance containing ni words,

Figure 3: Illustration of applying DRA to standard
Transformer encoder. Dependency Relation Mask is
used to model the semantic relationship between words
instead of position embeddings.

dialogue generation models map it into feature vec-
tors and estimate the generation probability of the
corresponding response Y = {y1, ..., yt}:

p(y1, ..., yt|U) =
t∏

k=1

p(yk|y<k, U) (1)

To obtain a better representations of context, we
incorporate dependency relation knowledge into
the Transformer block, which is widely used in
recent works.

3.1 Dependency Relation Mask
We use the StanfordCoreNLP toolkit1 to parse the
dependency relations and obtain a set of triples
Ri,j = (ri,j , gi,j , di,j), j ∈ [1, ni] for each utter-
ance, where ri,j , gi,j , and di,j represent the name
of the relation, the index of the governor, and the
index of the dependent (the j-th word in the i-th
utterance) respectively. For the utterance in Figure
1, here is the triples R returned from the parser:
•(nsubj, 3, 1) •(aux, 3, 2) •(ROOT, 0, 3)

•(mark, 5, 4) •(xcomp, 3, 5) •(det, 8, 6)
•(compound, 8, 7) •(obj, 5, 8) •(punct, 3, 9)
The indexes in dependency relation triples E =

{(g1, d1), ..., (gn, dn)} are used to generate the De-
pendency Relation Mask M ∈ R(n+1)×(n+1). Fig-
ure 2 shows an example:

Mu,v =





0, u = 0 or u = v

0, (u, v) ∈ E

−∞, otherwise

(2)

3.2 Dependency Relation Attention
The main idea of our proposed method is to use
Dependency Relation Attention (DRA) to model

1https://nlp.stanford.edu/software/
nndep.html
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the compositionality, instead of letting models
implicitly learn the relationships between words
through position embeddings. Figure 3 is an il-
lustration of applying Dependency Relation Atten-
tion to a standard Transformer encoder. Specifi-
cally, for the l-th layer of the Transformer block in
the encoding process, the hidden states of words
W l ∈ Rn×dhidden are linearly mapped to three
subspaces in different heads of multi-head atten-
tion network: Ql ∈ Rn×dhead , K l ∈ Rn×dhead

and V l ∈ Rn×dhead . The attention score matrix
Sl ∈ Rn×n, which indicates the strength of rela-
tionships between words, is calculated by:

Sl =
QlK lT

√
dhead

(3)

Then, the attention scores of unrelated word pairs
are masked:

Sl
masked = Sl +M (4)

The hidden states of words W are updated based
on the dependency relations:

Al
masked = softmax(Sl

masked)

Ol,i = Al,i
maskedV

l,i

Ol = concat(Ol,1, ..., Ol,nhead)

W l+1 = W l +Ol

(5)

4 Experiments

4.1 Settings

4.1.1 Datasets
In our experiment, we use DailyDialog (Li et al.,
2017) and EmpatheticDialogues (Rashkin et al.,
2019) to verify the effectiveness of our method.
They contains 11.1K, 1K, 1K and 19.5K, 2.7K,
2.5K dialogues for training, validation, testing, re-
spectively. To accommodate the granularity of the
word segmentation of the dependency parser and
ensure fairness, StanfordCoreNLP toolkit is used
to tokenize utterances for all models. Besides, we
report the results of methods with subword tok-
enization in appendix. Words with word frequency
less than 3 are replaced by "[UNK]". For each sam-
ple, dialogue turn and utterance length are limited
to 4 and 50, respectively.

4.1.2 Compared Methods
We apply DRA to Transformer (Vaswani et al.,
2017) and DialogBERT (Gu et al., 2021) and posi-
tion embeddings are excluded. The performance of

models before and after the modification and the
following methods are compared: ReCoSa (Zhang
et al., 2019), LISA (Strubell et al., 2018), Tree-
Transformer (Wang et al., 2019) and GATE (Ah-
mad et al., 2021). Position embeddings are in-
cluded for all baseline models.

We set the hidden sizes of all models to 768.
The number of Transformer layers is set to 3. Each
Transformer block contains 16 attention heads. The
word embedding layers of all models are initialized
with GloVe 300-dimensional word embeddings
(Pennington et al., 2014). The batch size is set to 40.
All models are trained by the AdamW (Loshchilov
and Hutter, 2018) optimizer with weight decay of
0.01. We linearly warm up the learning rate from 0
to 5e-4 at the first 3000 steps. Afterward, the learn-
ing rate decreases to 0 linearly during training.

4.1.3 Evaluation Metrics
Automatic evaluation. PPL, BLEU (Papineni
et al., 2002) and Distinct (Li et al., 2016) are em-
ployed to reflect the degree of fluency, relevance
and diversity of generated responses respectively.
They are widely used in dialog generation tasks
(Song et al., 2020; Liang et al., 2021).
Human evaluation. We randomly select 100 con-
texts from the DailyDialog test set and generate
responses with models trained on DailyDialog.
Based on grammatical correctness and contextual
coherence, three annotators are asked to score the
generated responses independently with the follow-
ing grading scale: "+0" (response is not fluent),
"+1" (response is fluent but irrelevant), and "+2"
(response is fluent and relevant).

4.2 Experimental Results

Table 1 gives the automatic evaluation results on
DailyDialog and EmpatheticDialogues validation
set. For both datasets, Transformer+DRA and Di-
alogBERT+DRA achieved the best performance on
PPL and Dist-2 respectively. Transformer+DRA
achieved comparable BLEU-2 scores in contrast to
DialogBERT+DRA. It is worth noting that DRA
improved the performance of Transformer and Di-
alogBERT on all automatic metrics, which indi-
cates that our method can help these two mod-
els generate more fluent, relevant, and diverse re-
sponses. We also study the computational effi-
ciency and the impact of parsing errors, the results
are shown in appendix.

The results of human evaluation are shown in
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Model
DailyDialog EmpatheticDialogues

PPL BLEU-2 Dist-2 PPL BLEU-2 Dist-2
ReCoSa 19.846 20.538 16.611 34.450 19.062 7.619

LISA 18.378 19.002 17.011 32.467 19.169 6.974
TreeTransformer 18.155 20.035 17.847 31.862 19.755 7.870
GATE (δ = 1) 18.405 19.142 17.742 32.273 18.640 7.452
Transformer 18.278 19.519 17.381 32.329 18.553 7.499

Transformer+DRA 17.628 21.140 18.396 31.604 19.966 8.203
DialogBERT 20.056 18.069 15.562 35.643 17.199 5.064

DialogBERT+DRA 17.878 21.786 21.283 32.785 19.739 9.601

Table 1: Automatic evaluation results on DailyDialog and EmpatheticDialogues validation set.

(a) Standard Transformer. (b) Transformer+DRA.

Figure 4: The average attention weights of the last layer of Transformer encoder in different methods.

Model +2 +1 +0 Avg.
ReCoSa 29.7 52.7 17.7 1.12

LISA 35.3 51.7 13.0 1.22
TreeTransformer 32.3 55.3 12.3 1.20
GATE (δ = 1) 32.7 55.0 12.3 1.20
Transformer 33.3 54.3 12.3 1.21

Transformer+DRA 47.0 39.0 14.0 1.33
DialogBERT 32.3 59.3 8.3 1.24

DialogBERT+DRA 50.0 43.3 6.7 1.43

Table 2: Human evaluation results. (in %)

Table 2. The Fleiss’ kappa score (Fleiss, 1971) for
assessing agreement among annotators was 0.563,
which can be interpreted as “moderate agreement”.
This shows that DRA can enhance the semantic
understanding of Transformer block and help mod-
els generate more relevant responses, especially for
the hierarchical Transformer encoder architecture.

4.3 Discussions

To further explore why our method can improve the
performance of the Transformer encoder, we visu-
alized the attention weights of the last layer of the
Transformer encoder in different methods. Taking

the utterance in Figure 1 as input, Figure 4 shows
the mean value of attention weights of 16 heads in
standard Transformer and Transformer+DRA. We
can see that, in standard Transformer, the Trans-
former block assigns very similar weights to each
part of the utterance when updating the hidden
state of different words. This means that standard
Transformer encoder can find the key parts of the
utterance, but does not learn the relationships be-
tween words. In Transformer+DRA, for each word,
attention weights are assigned to appropriate parts.
For example, when updating the hidden state of
"reserve", the Transformer block pays more atten-
tion to the "room" that has merged the information
of "a" and "hotel". In other words, DRA makes it
easier for Transformer encoder to understand the
relationships between words and generate more
meaningful distributed representations.

5 Conclusion and Future Work

In this paper, we propose Dependency Relation At-
tention (DRA) to model the relationships between
words instead of position embeddings in the Trans-
former encoder. Experimental results show that
our method can further improve the performance
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of models that use Transformer block to obtain the
distributed representations of context in dialogue
generation task. In the future, we will study the ef-
fect of the specific domains that parsers are usually
trained in, as well as the possibility of improving
the performance of pretrained language models
with DRA.
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A Additional Analysis

Extra experiments were conducted to further anal-
yse models that applied with DRA, position em-
bedding (PE.), or subword-level tokenization (ST.),
since DRA and PE. can be applied to transformer
block at the same time. The result is shown in Table
3 (Trans., Dial., B-2 and D-2 denote Transformer,
DialogBERT, BLEU-2 and Dist-2, respectively).
ST. can not improve the fluency (PPL) and diversity
(D-2) of generated responses although it can pro-
mote higher BLEU score. Besides, the models with
DRA can not handle the information of position
embeddings well, we need to design some methods
that can model the information of word order in
dependency graph in the future.

Model
DailyDialog

PPL B-2 D-2
Transformer 18.28 19.52 17.38
- Trans.+ST. 18.59 22.15 16.64
- Trans.+DRA 17.63 21.14 18.40
- Trans.+DRA+PE. 18.13 19.66 18.08
DialogBERT 20.06 18.07 15.56
- Dial.+ST. 20.07 19.51 15.72
- Dial.+DRA 17.88 21.79 21.28
- Dial.+DRA+PE. 20.32 17.86 15.77

Table 3: Result of extra comparison.

B Comparison of Running Time

Table 4 shows the average time occupied by differ-
ent models to generating response for each dialogue
in DailyDialog (Pre. denote the process of word
tokenization and dependency relation parsing of
the raw text, Gen. denote the process of inference).
We can see that the dependency parsing process
does not take much time.

Model Pre. Gen. Total
Transformer 0.005s 0.111s 0.116s

Transformer+DRA 0.028s 0.115s 0.143s
DialogBERT 0.005s 0.123s 0.128s

DialogBERT+DRA 0.030s 0.118s 0.148s

Table 4: Comparison of running time.

C Results of Parsing Errors.

As the accuracy of dependency parsing will affect
the downstream task performance, it is worthwhile

(a) PPL

(b) BLEU-2

(c) Dist-2

Figure 5: The result of parsing errors.

to investigate the result of the errors that result from
syntactic parsing. We simulate parsing errors by
manually changing the parsing results, specifically,
the attention weights with dependency relations
will be masked and those without dependency rela-
tions will not. Figure 5 show how the parsing errors
affect PPL, BLEU-2, Dist-2 of models on Daily-
Dialog validation set. The horizontal axis in the
figure represents the proportion of parsing errors. It
shows that our proposed method has certain robust-
ness, especially for the hierarchical Transformer
encoder architecture.

D Samples of Generated Dialogues

Table 5 and 6 provide some examples of the gener-
ated responses. The visual attention weights of dif-
ferent methods are presented in Figure 6 and 7. The
models with DRA will focus on the relevant words
when updating the hidden state of each word. They
demonstrates that Dependency Relation Attention
can help Transformer and DialogBERT generate
better responses.
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Example 1
Speaker1: Hello, Miao Li, where are you going?
Speaker2: Hello, I am going to the store to buy some fruit.

Gold Resp: Oh, would you do me a favor?
Transformer: Oh, I’m afraid I’m going to take the train station.

Transformer+DRA: What kind of fruit do you like?
DialogBERT: Would you like some dessert?

DialogBERT+DRA: What are you going to buy?

Table 5: Example responses from different models.

(a) Standard Transformer. (b) Transformer+DRA.

Figure 6: Attention weights visualization of example 1

Example 2
Speaker1: My niece is super talented lately.
Speaker2: What is her best talent?
Speaker1: Art, she was accepted into a special program for high school.

Gold Resp: Does she draw or paint? How many students are in this program?
Transformer: Wow, that is a pretty cool name.

Transformer+DRA: Oh wow, that is impressive.
DialogBERT: That’s great. What kind of job?

DialogBERT+DRA: Wow, that is a big accomplishment.

Table 6: Example responses from different models.

(a) Standard Transformer. (b) Transformer+DRA.

Figure 7: Attention weights visualization of example 2
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