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Abstract

Over the past few years, there has been a grow-
ing concern around toxic positivity on social
media which is a phenomenon where positiv-
ity is used to minimize one’s emotional expe-
rience. In this paper, we create a dataset for
toxic positivity classification from Twitter and
an inspirational quote website. We then per-
form benchmarking experiments using various
text classification models and show the suitabil-
ity of these models for the task. We achieved
a macro F1 score of 0.71 and a weighted F1
score of 0.85 by using an ensemble model. To
the best of our knowledge, our dataset is the
first such dataset created.

1 Introduction

Toxic positivity can be defined as the overgener-
alization of a positive state of mind that encour-
ages using positivity to suppress and displace any
acknowledgement of stress and negativity (Sokal
et al., 2020; Bosveld, 2021). The popularity of the
term "toxic positivity" peaked during the COVID
19 pandemic (refer to figure 1) where it was used to
identify advice that focused on just looking at the
positive at a time when people were hurting due to
loss of life, loss of jobs and other traumatic events.

Toxic positivity results in one minimizing one’s
own negative feelings and suppressing negativity
instead of acknowledging, processing and work-
ing through it. Some examples of toxic positiv-
ity include telling someone to focus on the posi-
tive aspects of a loss, telling someone that positive
thinking will solve all their problems, suggesting
that things could be worse and shaming someone
for expressing negative emotions. This suppres-
sion of emotions is not only unhelpful but also
leads to poorer recovery from the negative effects
of the emotion. Accepting and working through
one’s emotions is the better route to take while deal-
ing with negative emotions (Campbell-Sills et al.,
2006).

Macro level events like COVID 19 and climate
change disasters have distressed many people in the
past few years (Marazziti et al., 2021). Social me-
dia is used by people having mental health issues
or going through a tough time to find community,
support, advice and encouraging messages (Gowen
et al., 2012). However, it becomes important to
be able to differentiate between messages that may
help uplift an individual and those that may look
positive but promote suppression of emotions and
cause great harm in the long term recovery from
negative emotions. The harms of toxic positivity
are not only limited to its deleterious mental health
outcomes but it can also be used to uphold oppres-
sion by making people ignore the oppression that
is going on and encouraging them to "just be posi-
tive".

In this paper, we aim to create a dataset for toxic
positivity and perform text classification using vari-
ous transformer based models to establish the base-
line results for this task.

2 Related Work

There have been studies that show the ineffective-
ness and deleterious effects of emotion suppres-
sion. Gross and John (2003) showed that people
who suppressed their emotions had a greater expe-
rience of negative emotions while also expressing
lesser positive emotion. They also showed that
using suppression is related negatively to well be-
ing. A study done by Campbell-Sills et al. (2006)
involved dividing 60 participants diagnosed with
anxiety and mood disorders into two groups. One
group was given a rationale for suppressing their
emotions while the other was given a rationale for
accepting emotions. It was found that suppression
was ineffective in reducing distress while watching
an emotion-provoking film. It was also seen that
the suppression group showed a poorer recovery
from the changes in negative affect after watch-
ing the film compared to the acceptance group. A
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Figure 1: Worldwide Google Trends showing search interest of the term "Toxic Positivity".

similar observation is seen in the case of physical
pain as well. Cioffi and Holloway (1993) divided
participants into three groups during a cold-pressor
pain induction (CPT) where participants would dip
their hands in cold water for as long as tolerable.
The first group was told to pay attention to the
pain, the second was told to focus on their room
at home as a distraction, and the third was told to
suppress the sensations they felt. It was seen that
the group that focused on the pain had a faster re-
covery from the pain and the suppression group
had the slowest recovery from pain. Suppressing
pain has shown to have negative outcomes, while
accepting it is observed to be as a better strategy.
Ford et al. (2018) through longitudinal and lab
studies showed that habitually accepting mental
experiences broadly predicted psychological health
and that it reduced negative emotional response
and experience. Hence toxic positivity, with its
overemphasis on thinking positively and having a
positive state of mind, encourages emotion suppres-
sion rather than emotional acceptance which has
negative consequences for the person who engages
in it.

Lecompte-Van Poucke (2022) conducted a criti-
cal discourse analysis of toxic positivity as a discur-
sive construct on Facebook. Two corpora of posts
from organizations that promoted endometriosis
awareness (an invisible chronic condition) were
analyzed using systematic functional linguistics,
pragma-dialectics and critical theory. The study
showed that users on social media platforms of-

ten engage in toxic positivity or forced positive
discourse which is inspired by the neoliberal "posi-
tive thinking" ideology, leading to a less inclusive
online community.

In the field of NLP, there have been many papers
focusing on hate speech detection using support
vector machine (SVM), long short term memory
networks (LSTM),convolutional neural network
(CNN), transformers and other machine learning
models (Wang et al., 2019b; Zhang et al., 2018;
Ousidhoum et al., 2019; Basile et al., 2019). These
works use Twitter posts (tweets) to create datasets.
YouTube and Reddit comments have also been
used in some works (Mollas et al., 2022; Mandl
et al., 2020). There have been recent efforts in
hope speech detection as well (Palakodety et al.,
2020). The HopeEDI dataset (Chakravarthi, 2020)
is a hope speech dataset that contains Youtube com-
ments that have been marked for hope and not-hope
speech. There has been a shared task on this dataset
where participants have used various machine learn-
ing models for hope speech detection like multi-
lingual transformer-based models, recurrent neural
networks (RNN) and CNN-LSTMs (Chakravarthi
and Muralidaran, 2021).

However, to the best of our knowledge, there
has been no prior work on creating datasets and
classification models for toxic positivity.
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3 Dataset Creation

3.1 Data Extraction and Pre-processing

We sourced our data from two sources. Twitter and
inspirational quote website BrainyQuote1 which is
one of the largest quotation websites.

The reason for sourcing data from BrainyQuotes
was that we observed that a lot of motivational
quotes being shared on Twitter were ones that were
said by famous personalities. Hence, including
popular quotes from a quotation website is helpful.
We made a web scraper using Beautiful Soup 42

library in python to extract a subset of quotations
from the website.

For the Twitter data, we extracted tweets using
Twitter API 3 we queried using hashtags like #Mon-
dayMotivation to #SundayMotivation and hashtags
like #InspirationalQuotes, #Motivation, #SelfLove
and #AdviceForSuccess. We also took quotes from
widely followed inspirational or motivational twit-
ter accounts.

After collecting the data, pre-processing was per-
formed. Bylines of quotes were removed because
it was not useful information for annotation and to
also to ensure that there was no annotator bias. For
tweets, hashtags and "@" tags were removed. The
Twitter data and BrainyQuotes data was also man-
ually filtered to remove sentences that were not
inspirational, motivational or advisory in nature.
Examples of the kind of data removed are given in
Table 4. A total of 4,250 quotes and tweets were
collected for annotation after the data elimination
and pre-processing steps.4.

3.2 Dataset Annotation

Two annotators annotated the data for toxic positiv-
ity. The annotators were linguistics students. An
annotation workshop was conducted for the annota-
tors where they were sensitized to the topic of toxic
positivity through academic works as described in
the related works section and examples of toxic pos-
itivity. The annotators were then asked to annotate
50 sentences separately and then their annotator
agreement was measured and was found to have a
Kappa score of 0.72.We used Cohen’s Kappa co-
efficient to calculate Inter Annotator Agreement
(Fleiss and Cohen, 1973) . The annotators then
discussed their disagreements and came to a better

1http://www.brainyquote.com
2BeautifulSoup Documentation
3Twitter API Documentation
4Dataset Link

understanding of the annotation guidelines. They
annotated another 50 sentences and got a better
Kappa score of 0.76. They again had a discussion
about their disagreements. After this exercise, they
were told to annotate the dataset separately without
communicating with each other. The 100 sentences
used for training the annotators were discarded and
are not a part of this dataset of 4,250 sentences. It
was observed that sentences that had the follow-
ing general characteristics were marked as toxic
positive:

• Encouraging hiding or suppressing negative
emotions.

– Example: "A negative mind will never
give you a positive life."

• Encouraging focusing on positivity rather than
processing negative emotions.

– Example: "Every time I hear something
negative, I will replace it with a positive
thought."

• Minimizing someone’s negative feelings.

– Example: "You cannot be lonely if you
like the person you’re alone with."

A few categories of sentences or quotes we
emerged when were studying the dataset. We de-
cided to annotate for them as well. The categories
of the sentences were as follows.

• Worldview: sentences that are philosophical,
abstract and provide an insight into the world-
view of the writer. Example: "Things may
come to those who wait, but only the things
left by those who hustle"

• Personal Experience: sentences that provide
insights based on the writer’s personal expe-
rience. Example: “I always did something
I was a little not ready to do. I think that’s
how you grow. When there’s that moment of
‘Wow, I’m not really sure I can do this,’ and
you push through those moments, that’s when
you have a breakthrough.”

• Advice: sentences that are more instructional
in nature and provide straightforward recom-
mendations and advice. Example: “Do one
thing every day that scares you.”
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Class Number of sentences
Toxic Positive 512
Non-Toxic Positive 3738

Table 1: Distribution of toxic positive and non-toxic
positive sentences.

Type of sentence Number of sentences
Worldview 3128
Advice 709
Personal Experience 253
Affirmation 160

Table 2: Distribution of the various types of sentences
occurring in the dataset.

• Affirmation: First-person sentences that are
used as affirmations. Example: “I choose to
make the rest of my life, the best of my life.”

The same annotators annotated the categories
of sentences as well. The same process of anno-
tating 100 sentences, 50 sentences at a time and
discussing disagreements was followed to train the
annotators.

3.3 Dataset Statistics

Out of the 4,250 sentences, 512 were annotated
as toxic positive, which constitutes 12% of the
dataset.The rest of the 3738 sentences were non-
toxic positive. Examples of toxic and non-toxic
positive sentences are presented in Table 3.

Worldview was the most common category of
sentence occurring 73.6% of the time with advice
occurring 16.7% of the time and the rest occurring
less than 10% of the time in the dataset. Exact
figures are presented in Table 2.

It was also seen that 44% of the sentences that
belonged to the affirmation category were toxic
positive. 21% of the sentences belonging to the
advice category were toxic positive, while 14%
and 8% of sentences belonging to the personal ex-
perience and the worldview category respectively
were toxic positive. We noticed that in our dataset,
most affirmation sentences were focused on emo-
tion suppression, and hence they were marked as
toxic positive. The non-toxic positive affirmations
focused on gratitude, having a growth mindset and
self-acceptance, although they were fewer in num-
ber.

We got a Kappa score of 0.82 for the toxic posi-
tivity (toxic or non-toxic) annotation and a Kappa

score of 0.74 for category annotations (worldview,
advice, personal experience or affirmation).

4 Methodology

We used the following transfomer-based models
for text classification:

• BERT: BERT (Devlin et al., 2019) is a trans-
former encoder with several encoder layers,
each with several self-attention heads. It is
trained using two tasks, Masked Language
Modelling (MLM), and Next Sentence Pre-
diction (NSP). MLM has been shown to help
incorporate both the left and the right contexts
into the bidirectional embeddings generated.
We have fine-tuned the "bert-base-uncased"
model in our implementation.

• RoBERTa: RoBERTa (Liu et al., 2019) is
a transformer-based encoder built by modi-
fying the original BERT architecture. It uti-
lizes more data with longer average sequence
lengths and larger batches. It is solely trained
on MLM and makes use of dynamic masking
(i.e. the set of masked tokens is subject to
change while training). It performs better on
the GLUE benchmark (Wang et al., 2019a) in
comparison to BERT and XLNet. For the clas-
sifier, we have fine-tuned the "roberta-base"
model.

• ALBERT: ALBERT (Lan et al., 2020) is yet
another transformer encoder based on BERT
but aimed at being lighter than its predeces-
sor. The core parameter reduction methods
include factorizing the vocabulary embedding
matrix into smaller sub-matrices and utiliz-
ing repeating layers distributed across groups
for increased parameter sharing. These tech-
niques help reduce the parameter count by al-
most 80% with minimal changes to the overall
performance. We have fine-tuned the "albert-
base-v2" model in our implementation.

We also experimented with an ensemble based clas-
sifier for which we additionaly used the following:

• XGBoost Random Forest Classifier: Ran-
dom Forest Classifiers (Ho, 1995) are widely
used for ensemble classification. They consist
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Sentence Class
When people say there is a ’reason’ for the depression, they insult the person
who suffers, making it seem that those in agony are somehow at fault for not
’cheering up.’ The fact is that those who suffer - and those who love them - are
no more at fault for depression than a cancer patient is for a tumor.

Non-Toxic Positive

Just like it’s not healthy to think overly negative thoughts, exaggeratedly positive
thoughts can be equally detrimental. If you overestimate how much of a positive
impact a particular change will have on your life, you may end up feeling
disappointed when reality doesn’t live up to your fantasy.

Non-Toxic Positive

Do what you feel in your heart to be right Non-Toxic Positive
The secret of getting ahead is getting started. Non-Toxic Positive
Being positive is like going up a mountain. Being negative is like sliding down
a hill. A lot of times, people want to take the easy way out, because it’s basically
what they’ve understood throughout their lives.

Toxic Positive

You must not under any pretense allow your mind to dwell on any thought that
is not positive, constructive, optimistic, kind.

Toxic Positive

While you’re going through this process of trying to find the satisfaction in
your work, pretend you feel satisfied. Tell yourself you had a good day. Walk
through the corridors with a smile rather than a scowl. Your positive energy
will radiate. If you act like you’re having fun, you’ll find you are having fun.

Toxic Positive

You can’t live a positive life with a negative mind and if you have a positive
outcome you have a positive income and just to have more positivity and just to
kind of laugh it off.

Toxic Positive

Table 3: Examples of toxic positive and non-toxic positive sentences in the dataset.

Removed Text Source
Check out this new print for SPRING! #SpringForArt #ThisSpringBuyArt
#gardeners #gardens #Inspire #InspirationalQuotes

Twitter

A future Metaverse, a social network for the people by the people, around jobs
and finance in the decentralised world.Tomorrow’s job fair in 3 dimensions
at your fingertips. #MondayMotivation #cryptocurrency #blockchain #Crypto
#jobseeker #Trader #Jobs #trading #ICO

Twitter

The failure of Lehman Brothers demonstrated that liquidity provision by the
Federal Reserve would not be sufficient to stop the crisis; substantial fiscal
resources were necessary.

BrainyQuote

Museums are managers of consciousness. They give us an interpretation of
history, of how to view the world and locate ourselves in it. They are, if you
want to put it in positive terms, great educational institutions. If you want to
put it in negative terms, they are propaganda machines.

BrainyQuote

Table 4: Examples of the text removed during dataset creation.
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Model Macro
Precision

Weighted
Precision

Macro
Recall

Weighted
Recall

Macro F1 Weighted
F1

BERT 0.78 0.84 0.6 0.86 0.63 0.83
RoBERTa 0.71 0.85 0.7 0.84 0.68 0.85
ALBERT 0.71 0.83 0.65 0.85 0.67 0.84
Ensemble 0.76 0.85 0.69 0.86 0.71 0.85

Table 5: Classification results of various models used on the dataset.

of a large number of decision trees, each set
to only a subset of the overall feature-set of
the data. This helps create numerous weak
learners with relatively low correlation. The
majority verdict of these weak learners tends
to outperform an individual predictor tasked
with the entire feature-set. In this paper, we
have made use of the implementation of the
Random Forest Classifier by XGBoost (Chen
and Guestrin, 2016).

• Bayesian Optimization: Bayesian Optimiza-
tion (Mockus, 1989) is a sequential global
optimization strategy for various black-box
functions and is used for models across Ma-
chine Learning. It attempts to determine the
prior distribution of the system (i.e model hy-
perparameters), which yields the optimal pos-
terior distribution (i.e objective function) by
iteratively testing the prior and updating the
posterior accordingly. It provides a more com-
putationally efficient yet fine-grained search
space than more exhaustive methods such as
grid search. In our work, Bayesian optimiza-
tion is used for tuning the hyperparameters
(i.e. number of tree estimators, train subsam-
ple ratio, and column subsample ratio) of the
Random Forest Classifier. We make use of the
implementation by the bayesian-optimization
Python library (Fernando, 2014).

5 Experiments and Results

We experimented with 3 transformer models BERT,
RoBERTa, and ALBERT. Each of the classification
models utilizes a pretrained Transformer encoder,
i.e. BERT-Base, RoBERTa-Base, and ALBERT-
Base. The pooled output layer from each encoder is
passed through respective dropout layers (p = 0.3)
for further regularization and linear layers (map-
ping from a vector size of 768 to the number of
classification categories, i.e. 2). A softmax func-
tion is applied to each of the size-2 vectors for

normalized likelihoods of the two classes. The
results from these models are provided in Table 5.

We also experimented with an ensemble-based
classifier. The classifier is an ensemble of three
predictors with a random forest classifier on top
(as shown in Figure 2). The predictors were the
three text classification transformer based models
as mentioned above.

The likelihoods from each of the predictors were
concatenated and passed as features to an XGBoost
Random Forest Classifier to generate an ensemble
class prediction. After a Bayesian Search for the
classifier parameters on the validation set, the num-
ber of tree estimators w set to 149, subsample ratio
of the training samples to 0.50, and subsample ratio
of columns for each split to 0.33.

Each of the Transformer encoder predictors were
trained using AdamW optimizer (β1 = 0.9, β2 =
0.999, ϵ = 10−8), with Cross Entropy loss, using
a linear training scheduler. The encoder pipelines
were trained with an initial learning rate of 2e−5

and the XGBoost ensemble classifier with a learn-
ing rate of 1.0. The predictors were trained for 6
epochs . The predictions from the epoch with the
best validation weighted macro F1 score were uti-
lized for the ensemble classification. The overall
batch size for the pipeline was set to 16.

The ensemble model generalized better than the
individual models producing the highest macro F1
score of 0.71 and a weighted F1 score of 0.85 as
seen in Table 5. As the toxic tweets comprise of
only a small portion of the data (14.5%), models
performing well on non-toxic tweets tend to have
inflated weighted-F1 scores. Therefore we opted
for macro-F1 as the main performance metric for
this task.

6 Conclusion and Future Work

In this work, we created a dataset for toxic pos-
itivity detection. We scraped 4,250 sentences
from Twitter and the inspirational quote web-
site BrainyQuote. We then annotated them and
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Figure 2: Schematic overview of the architecture of our model.

achieved a Kappa score of 0.82 for toxic positiv-
ity classification. We then performed experiments
using transformer-based models for text classifica-
tion. Our ensemble model gave us the best results
achieving a macro F1 score of 0.71 and a weighted
F1 score of 0.85. As more people turn to social
media to get help when they are going through a
tough time, it becomes important for them to be
able to differentiate between positive and toxic pos-
itive messages. Furthermore, being able to recog-
nize toxic positivity is also important for chatbots
and other automated systems that aim to provide
mental health assistance. We hope that our work
contributes to further research in this field. In the
future, we plan to extend the study by introducing a
larger dataset in English as well as other languages.
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