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Abstract

Detecting MEME images to be misogynous
or not is an application useful on curbing
online hateful information against women.
In the SemEval-2022 Multimedia Automatic
Misogyny Identification (MAMI) challenge,
we designed a system using two simple but
effective principles. First, we leverage on
recently emerging Transformer models pre-
trained (mostly in a self-supervised learning
way) on massive data sets to obtain very effec-
tive visual (V) and language (L) features. In
particular, we used the CLIP (Radford et al.,
2021) model provided by OpenAI to obtain
coherent V and L features and then simply
used a logistic regression model to make binary
predictions. Second, we emphasized more on
data rather than tweaking models by following
the data-centric AI principle. These principles
were proven to be useful and our final macro-F1
is 0.778 for the MAMI task A and ranked the
third place among participant teams.

1 Introduction

Systematic inequality and discrimination to women
does not appear offline but also in online communi-
cation. MEME is an image characterized by a vi-
sual content with an overlaying text added MEME
creators. Although most of MEMEs are created
with the intention of making funny jokes, some
of MEMEs are created as a form against women.
Therefore, identifying misogynous MEMEs is im-
portant for curbing such misuse.

In the SemEval-2022, the task 5, Multimedia Au-
tomatic Misogyny Identification (MAMI) (Fersini
et al., 2022), was organized for this purpose. The
challenge consists of two sub-tasks, including the
task A, which is determining a MEME be misog-
ynous or not, and the task B which distinguishes
non-misogynous and 4 overlapped misogyny sub-
types.

∗Equal contributor

We participated in the MAMI challenge and fo-
cused on the task A. Our solutions focused on ex-
ploring various pre-trained Transformer models for
extracting textual and visual features and utilizing
a simple logistic regression (LR) model to make
binary predictions. In addition, following a new
trend in AI research, which is relying on the power
provided by data more, i.e., data-centric AI (Ng,
2021b,a), we expanded available training data by
manually marking more samples from the evalu-
ation set. As a result, by jointly utilizing these
methods, our team ended up on obtaining the third
rank in the task A.

2 Related work

Automatic Misogyny Identification (AMI) has be-
come an active research topic in natural language
processing (NLP). For example, in the IberEval-
2018, the AMI task was introduced as a new task
(Fersini et al., 2018). The task consists of the three
sub-tasks, i.e., misogyny identification, misogynis-
tic behavior categorization, and target classifica-
tion. The misogyny related annotations are made
on both Spanish and English tweets. Among 11 dif-
ferent teams from 5 countries, (Pamungkas et al.,
2018) ranked first in the misogyny identification
task on both languages. It proposed an SVM-based
architecture and explored several sets of features,
including lexical features relying on the lexicon of
abusive words.

Another AMI challenge (Fersini et al., 2020)
was organized at the Evalita-2020 evaluation cam-
paign and used Italian tweets. Its sub-task A is
about misogyny and aggressiveness identification
(4 class labels). A total 8 teams from 6 different
countries participated in the challenge. Though a
few teams used traditional word embedding to be
textual features, most of the participants explored
richer sentence embedding such as BERT (Devlin
et al., 2019) or Roberta. Regarding modeling, the
used methods are diverse, ranging from simple lo-
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gistic regression (LR), to Convolutional Neural
Network (CNN), even to fine-tuning pre-trained
models.

Data plays an important role on AMI research
development. How to organize misogyny labels is
an important research question. (Guest et al., 2021)
created a new dataset for tackling online misogyny.
Its dataset consists of 6, 567 labels for Reddit posts
and comments. A new hierarchical taxonomy has
been proposed and a careful training was provided
to annotators for obtain high-quality labels.

In the misogyny detection works described
above, only textual clues are utilized. In a related
topic, detecting hateful speech, image clues have
been widely used to better reflect the fact that hu-
man communication is naturally multimodal. A
Hateful Memes Challenge competition was held
at NeurIPS 2020 (Kiela et al., 2020). The task
is to classify a meme (i.e., an image and asso-
ciated texts) to be hateful or not. In the chal-
lenge, a set of language-visual pre-trained mod-
els, such as UNITER, VILLA, and ERNIE-ViL,
have been widely used for extracting semantically
coupled textual and visual features. For exam-
ple, the winning solution utilized four types of VL
transformers (Zhu, 2020). The multimodal hate-
ful meme detection prompts more follow-up re-
search. For example, (Zhou et al., 2021) proposes
using a triplet-relation network to improve encod-
ing on texts, images, and captions generated on
images. The improved encoding helps final predic-
tion performance. (Pramanick et al., 2021) propose
MOMENTA (multimodal framework for detecting
harmful memes and their targets) that uses both
global and local perspective to detect all kind of
hateful memes. In addition, this framework can
be easily explainable and can generalize to unseen
contexts.

3 Task and Data

The MAMI challenge consists of the two sub-tasks.
The task A is a binary classification task on iden-
tifying a MEME to be misogynous (labeled as 1)
or not (labeled as 0). The task B is a multi-label
classification task on identifying a MEME to be
non-misogynous or misogyny sub-types that can
be overlapped, i.e., shaming, stereotype, objectifi-
cation, and violence. Table 1 reports on counts of
0/1 labels on the five types of labels. Note that on
the misogyny label that is the task A’s prediction
goal, half of MEMEs in the training data are misog-

ynous (label = 1). Among four types of misogyny
sub-types, we can find that their distributions are
not balanced. For example, most frequent sub-type
is stereotype with 2810 positive MEMEs while the
least frequent label is the violence with only 953
positive MEMEs. For the task A, the evaluation
metric is macro-F1. For the task B, the evaluation
metric is micro-F1 among five sub-types.

4 Methods

Regarding extracting features from MEME posts’
text and image parts, we chose using pre-trained
Transformer models to utilize their highly effec-
tive feature representations. On texts, we consid-
ered two ways, including fine-tuning BERT (Devlin
et al., 2019) model and using sentence representa-
tions based on BERT, such as Universal Sentence
Encoding (USE) embedding (Cer et al., 2018) and
SBERT (Reimers and Gurevych, 2019). A ma-
jor difference between these two ways is that pre-
trained BERT model weights are updated in the
fine-tuning process. In a contrast, when using USE
or SBERT embedding features, these pre-trained
models are kept intact.

Regarding the visual encoder processing MEME
images to visual representations, we chose a newly
emerging Transformer model similar to the BERT
model on texts. In recent years, Transformer based
visual models have become popular (Han et al.,
2020). Among the many visual Transformer mod-
els, we selected the ViT model (Dosovitskiy et al.,
2020), which is a pure Transformer that is applied
directly on an image’s P × P patch sequence. In
the implementation, it follows the original Trans-
former’s design as much as possible. ViT utilizes
the standard Transformer’s encoder part as an im-
age classification feature extractor and adds a MLP
head to determine the image labels. The ViT model
is pre-trained using a supervised learning task on a
massive image data set. The size of the supervised
training data set impacts ViT performance signifi-
cantly. When using Google’s in-house JFT 300M
image set, ViT can reach a performance superior
to other competitive ResNet (He et al., 2016) mod-
els. We used the open-sourced pre-trained mod-
els on the ImageNet 21K dataset.1 After convert-
ing a MEME image to P × P patches, ViT con-
verts these patches to visual tokens. After adding
a special [CLS] visual token to represent the en-

1https://github.com/google-research/
vision_transformer

637

https://github.com/google-research/vision_transformer
https://github.com/google-research/vision_transformer


labels misogynous stereotype shaming objectification violence
0 5000 8726 7190 7798 9047
1 5000 1274 2810 2202 953

Table 1: Count of label 1 (positive) and 0 (negative) on the misogyny label and other 4 types of sub-types of
misogyny in the training set with n = 10, 000 MEMEs

tire image, the M = P × P + 1 long sequence
is fed into a ViT model to output an encoding as
v = (v0, v1, v2, ...vM ), where M = P × P .

CLIP model (Radford et al., 2021) is a semi-
nal work from OpenAI. As shown in Figure 1, on
a massive set of image-text pairs, about 350 mil-
lion, CLIP can pre-train a quite powerful vision-
language (VL) joint model by using a simple cross-
modal contrastive learning. The trained model
shows many impressive applications, like superior
performance on many zero-shot image classifica-
tion tasks. Note that the advantage of using the
CLIP model is that the extracted visual and lan-
guage features have been mapped into a unified
embedding space. This will facilitate the next step
that combines the two types of features (V for vi-
sual features and L for language features) and then
uses a simple LR model for predicting misogyny.

After obtaining visual (V) and language (L) fea-
tures, one solution could be using sophisticated
multimodal fusion methods as shown in (Chou
et al., 2020) to consider inter-actions between the
two types of features. However, after our pilot
experiments, we did not find noticeable gains by
using such advanced fusion methods compared to
the simple early fusion, i.e., simply concatenating
both V and L features. Therefore, we focused on
utilizing the early fusion method in this challenge.
Figure 2 depicts our proposed model. The image
and text part of a MEME post are sent into the
CLIP model to extract both V and L features. Then,
the V and L features are combined and fed into a
LR model to make a binary prediction on misogyny.

Besides the LR model, we also considered an-
other novel way, DeepInsight (Sharma et al., 2019)
that is suggested recently. People were impressed
by Convolution Neural Network (CNN) on its uni-
versal ability on extracting useful image features.
Therefore, DeepInsight was proposed for convert-
ing a tabular feature vector into a 2D image and
using a CNN model to do classification. On some
tasks, such method shows its effectiveness on ex-
tracting features from complicate tabular data. In

Model macro F1
BERT fine-tuning 0.608

SBERT embedding + LR 0.650
USE embedding + LR 0.671

ViT fine-tuning 0.633
visualBERT fine-tuning 0.642

USE,ViT + LR 0.720
CLIP VL features + LR 0.765

Table 2: Macro-F1 on misogyny detection from various
models that are based on using pre-trained Transformer
models to extract features.

addition, a set of techniques that have shown to be
useful for improving image classification perfor-
mance, such as data augmentation in the training
stage, i.e., mix-up (Zhang et al., 2017), or in infer-
ence stage, testing time augmentation (TTA), are
already developed on the image classification task
and can be easily applied.

In recent years, a new trend in AI research has
emerged and it emphasizes the power brought by
data sets (Ng, 2021a). On some AI tasks, the per-
formance increase can be achieved by adding a
set of labeled samples and sometimes such new
data set could be small. In a contrast, performance
increases could be hard to achieve when trying dif-
ferent models. For example, in the challenge (Ng,
2021b), all participants were required to solve the
problem by only using data-related methods while
keeping using one identical model. We also ex-
plored this new approach. In this challenge, we
explored the data-centric AI approach by manu-
ally annotating more samples in the evaluation set.
Although we don’t have an access to the coding
manual used in the MAMI challenge, we checked
the training and trial data that were provided with
manual labels. After learning the how-to, we an-
notated a subset of testing samples and then added
these labeled samples into our model’s training.

5 Results

Table 2 reports on experiment results on vari-
ous models based on pre-trained Transformers.
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Figure 1: CLIP model is pre-trained on a large number of text-image pairs in a contrastive learning way

Figure 2: Our model is based on using a logistic regres-
sion to detect misogyny by using VL features extracted
by the CLIP model

When using BERT fine-tuning, i.e., adding a fully-
connected layer on the [CLS] token after BERT
model’s output layer and fine-tuning two models
together by using the cross-entropy (CE) loss, the
macro-F1 is 0.608. A different way is obtaining
sentence level representations and then feeding
these dense features into a LR model implemented
in the scikit-learn Python package. We tried both
SBERT and USE sentence level representations.
This way of using sentence level representations
in fact shows improved performance. The macro-
F1 can be improved to 0.605 for using the SBERT
features and 0.671 for using the USE features.

On image features, we explored ViT model fine-
tuning and observed that images play an important
role on the misogyny detection. The performance
simply using images is 0.633, which is higher than
using texts by fine-tuning a BERT model.

Regarding fusing both textual and image fea-
tures for making a multimodal classification, we

tried two methods. The first is fine-tuning a joint
Visual-Language (VL) model, visualBERT (Li
et al., 2019). However, the performance is not
very impressive. Its performance is 0.642, only a
slight gain on top of either of uni-modal’s perfor-
mance. The second method is using an early fusion
by concatenating textual (USE embedding) and im-
age features (ViT embedding) and then fed into a
logistic regression (LR) for predicting misogyny.
By doing so, the performance can be improved to
0.720.

However, the USE and ViT embeddings are
learned from separate models and may not exist
in a unified space. To address this issue, We tried
the CLIP model for the two attractions, i.e., (1)
having coherent textual and visual features in an
unified space and (2) image encoder training is on
a massive image set with about 350 million im-
ages. Consistent to our prediction, after switching
to CLIP features, the misogyny prediction’s macro-
F1 value immediately increased to 0.765.

To explore other possible sophisticated mod-
els besides using an LR model, we explored the
DeepInsight (Sharma et al., 2019). After convert-
ing the dense VL features output from the CLIP
model into 2D images, we use a ResNet34 CNN
model pre-trained on the ImageNet dataset and con-
verted the misogyny detection into a CNN-based
image classification. However, as shown in Table 3,
the performance, i.e., 0.751, is worse than using an
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Model macro F1
DeepInsight + CNN 0.751

+ mixup 0.758
+ TTA 0.726

Table 3: Macro-F1 on misogyny detection by using the
method converting visual and textual embeddings to 2D
images and then using CNN model to do a classification.

Model macro F1
CLIP VL features + LR 0.765

+ 50 labeled samples 0.767
+ 150 labeled samples 0.772
+ 250 labeled samples. 0.777

using semi-supervised learning 0.778

Table 4: Macro-F1 on misogyny detection by introduc-
ing more labeled samples annotated on the test set.

LR model directly. When using the mix-up aug-
mentation, we observed a further performance gain
to 0.728. Surprisingly, The TTA method did not
show any help. One possible explanation is that
we used dense vectors rather than regular tabular
data whose feature columns represent some real
physical values.

Table 4 reports on the results of utilizing the data-
centric AI principle. We can find that by adding
increasing number of labeled samples (from the
evaluation set), we can keep increasing macro-F1
values. When using labels created by us on 25%
of the evaluation set, we can reach a macro-F1 to
0.777. We also used a simple pseudo-label semi-
supervised method that is provided by the sci-kit
learn Python package and treated all evaluation set
(n = 1, 000) to be unlabeled data. This gave us
another small gain to reach our final result of 0.778.

6 Discussions

Multimedia misogyny detection is an important nat-
ural language processing application. It uses pow-
erful AI technologies to against misinformation or
even harmful information appearing in online com-
munication. For a world emphasizing equal roles
between genders, finding misogyny information
and removing them is critical for a healthy online
communication platform. In this challenge, our
methods have been focusing on (a) relying on vari-
ous pre-trained Transformer models to provide high
quality multimodal features and (b) applying the
data-centric AI principle to rapidly improve model

performances with controllable human efforts. Re-
garding text encoding, we found that running a
simple LR model on top of sentence level represen-
tations works consistently better than fine-tuning
BERT models. Joint VL model, e.g., visualBERT,
does not work quite well in this challenge. How-
ever, CLIP, which is trained on a large-sized text-
image pair data set in a self-supervised learning
approach, can provide high-quality multimodal fea-
tures and these features can be conveniently used in
down-stream classification tasks. On top of highly
effective multimodal features, utilizing sophisti-
cated models becomes secondary. In our experi-
ments, simply using an LR model gave us better
result than using other complicate models, e.g.,
DeepInsight. At last, the data-centric AI principle
is worth noting. By focusing on our efforts on ex-
panding labeled training data, we can consistently
improve our misogyny prediction performance.
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