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Abstract

This paper presents a combination of data aug-
mentation methods to boost the performance
of state-of-the-art transformer-based language
models for Patronizing and Condescending
Language (PCL) detection and multi-label PCL
classification tasks. These tasks are inherently
different from sentiment analysis because posi-
tive/negative hidden attitudes in the context will
not necessarily be considered positive/negative
for PCL tasks. The oblation study observes that
the imbalance degree of PCL dataset is in the
extreme range. This paper presents a modified
version of sentence paraphrasing deep learning
model (PEGASUS) to tackle the limitation of
maximum sequence length. The proposed algo-
rithm has no specific maximum input length to
paraphrase sequences. Our augmented under-
represented class of annotated data achieved
competitive results among top-16 SemEval-
2022 participants. This paper’s approaches rely
on fine-tuning pretrained RoBERTa and GPT3
models such as Davinci and Curie engines with
extra-enriched PCL dataset. Furthermore, we
discuss Few-Shot learning technique to over-
come the limitation of low-resource NLP prob-
lems.1

Keywords: Natural Language Processing,
Transformers, Data Augmentation, RoBERTa,
GPT-3, Curie and Davinci Engines.

1 Introduction

Natural Language Understanding (NLU) and Inter-
pretation (NLI) is a branch of Natural Language
Processing (NLP) in Artificial Intelligence (AI),
which involves understanding and analyzing human
language in-depth. Recent advances in Deep Neu-
ral Networks (DNNs) have enabled NLP research
scientists to achieve state-of-the-art results for tasks

1Our implementation is publicly available at
https://github.com/daniel-saeedi/PCL_
Detection_SemEval2022

that were extremely difficult, if not impossible De-
vlin et al. (2019), Lan et al. (2020). However, un-
derstanding human emotions, reactions, and uncov-
ering hidden insights from unstructured text data
such as news stories channel is still challenging.

Language attitudes and intentions extracting in
response to the support for the marginalized and
vulnerable communities is one of the emergent
NLP applications. Patronizing and condescending
language (PCL) is a type of behavior that projects
a sense of superiority to vulnerable populations
Pérez-Almendros et al. (2020). Furthermore, biases
and discrimination can result from patronizing atti-
tudes, causing some people to feel unfairly treated,
inadequate, unintelligent, and possibly infuriated
Saeedi et al. (2021).

Since raw text data extracting from web is a
common data collection method, language mod-
els can learn different forms of harmful language
Heidari and Jones (2020). The PCL understand-
ing is inherently different from sentiment analysis
because positive/negative hidden attitudes in the
context will not necessarily be considered posi-
tive/negative for PCL tasks. It is difficult due to the
fair amount of world knowledge and commonsense
reasoning required to understand this kind of lan-
guage Saeedi et al. (2020). The fine-grained idea
of PCL detection towards vulnerable communities
was presented by Pérez-Almendros et al. (2022).
They evaluated baseline results of NLP techniques
to detect the presence of PCL and classify PCL
types at the text span level.

In this paper, we describe systems participat-
ing in the SemEval-2022, PCL detection competi-
tion, multiple tasks of language interpretation. The
competition is divided into binary classification
and multi-label categorization tasks. Data qual-
ity analysis led us to explore several NLP data
augmentation techniques and state-of-the-art DNN
architectures for these challenging tasks. Our at-
tempts to improve the performance of previous
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Figure 1: PCL data for binary and multi-label classification problems. Labels 0 and 1 are corresponding to not
containing and containing PCL, respectively. "Authority voice" is the PCL category of paragraph. Training model
on combined features as the concatenation of keyword and paragraph with RoBERTa separation token "</s>".

efforts ranked us 16 among 79 NLP research teams
with very competitive results on the PCL detection
task. Our system’s performance achieved 80% and
58% F1-score on the training and test datasets, re-
spectively. In comparison, the winning system’s
F1-score was 65%. Also, the in-depth dataset anal-
ysis revealed multi-label classification techniques
commonly confused in the PCL categorization task.

This paper is organized as follows. In Section
2, we introduce two PCL tasks, an in-depth anal-
ysis of their datasets, and the challenges of these
tasks. In Section 3, we describe our different strate-
gies to tackle discovered challenges of data quality.
Next, we explored text augmentation methods to
fine-tune the Transformer-based model for each in-
dividual task. In Section 4, we discuss our applied
models, the experimental setup for fine-tuning mod-
els, and their performance. Finally, we conclude
the paper in Section 5.

2 Tasks Definition and Dataset Analysis

As discussed, PCL competition consists of two
classification tasks, each focused on the different
objectives of PCL towards underprivileged com-
munities. Figure 1 shows samples of data, their
salient features, and annotated labels in training set
for both tasks. The first task aims to classify a para-
graph that contains PCL as an act of appearing kind
or helpful but internally feeling superior to others.
The second task is the investigation of the text cat-

egorization problem, where each PCL-containing
paragraph may belong to several PCL categories2.

2.1 Data Analysis of Binary Classification

For the PCL binary classification task, we had ac-
cess to 10469 human-labeled paragraphs for train-
ing our models. Two annotators consider their dis-
agreement on borderline cases as not containing
PCL. Our exploratory data analysis reveals not con-
taining PCL paragraphs with label ‘0’ make up a
large proportion of dataset (90.4%), and target class
‘1’ as containing PCL is the minority class.

The imbalance degree of PCL binary classifica-
tion dataset can be measured in moderate to ex-
treme range Leevy et al. (2018). The highly imbal-
anced data would be problematic because models
are mostly trained on non-PCL data and will not
learn enough from the PCL samples. In this case,
a non-PCL outcome is almost always predicted by
the trained model. Our experiment shows models
yield inaccurate results, see Section 4.

To combat imbalanced training data and mis-
leading classification results, we investigate several
techniques in Section 3. Furthermore, this problem
is highly challenging because the nature of PCL de-
tection is different from other domains, such as hate
speech, inappropriate and fake content detection.

2Seven categories for different traits of PCL: Unbalanced
power relations (unb), Shallow solution (shal), Presupposition
(pre), Authority voice (aut), Metaphor (met), Compassion
(com), The poorer, The merrier (merr).
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Words that might have positive connotations in sen-
timent analysis will not necessarily be considered
positive in PCL.

aut unb shal pre com met merr
PCL categories 
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Figure 2: Imbalanced data representation. This chart
illustrates the number of observations per PCL category
is not equally distributed because in the first task not
containing PCL class can obviously discriminate the
minority class.

2.2 Data Analysis of Multi-label Classification

For identifying PCL types, the number of manually
labeled samples in the datasets is 2760, including
all PCL positive data from the previous task. Each
text span within the containing PCL paragraph can
represent one or more PCL categories.

We were challenged to build a multi-label deep
learning model capable of detecting different types
of PCL. The unevenly distributed labels, also in the
case of multi-label classification, could be problem-
atic. Figure 2 illustrates the number of paragraphs
associated with "unb" and "com" are the dominant
categories. In Sections 3, we present different meth-
ods to combat these challenges, and we describe
our efforts of training model on the proper distribu-
tion to handle imbalanced dataset in Section 4.

3 Tackling Data Imbalance

Taken together, these challenges led us to ap-
proach skewed class proportion problems in the
PCL dataset with various Data Augmentation (DA)
techniques in NLP Wei and Zou (2019). Like many
other NLP techniques, DA is not an exact science,
and understanding both dataset and task is essen-
tial. We conducted an ablation study to measure the
impact of DA on the performance of the system.

We aimed to enhance the size of dataset to reduce
the side effect of data imbalance. Before trying text

augmentation methods, we preprocessed the data
by removing HTML-tags and non-alphabetic char-
acters. Then, we expanded English language con-
tractions, e.g., from "you’ve" to "you have." The
following subsections explain our DA methods.

3.1 Synonym Replacement
Synonym Replacement (SR) is a simple operation
that randomly chooses some non-stop words from
the sentence and replaces them with one of their
synonyms chosen at random. We applied wordnet
database from nltk library to identify synonyms of a
given word within the paragraph Miller (1995). As
SR is a lightweight and efficient way of performing
DA, we tried to replace 1 to 3 words at a time to cre-
ate diverse PCL samples. Table 1 illustrates scores
achieved by training RoBERTaLarge model on
the augmented dataset. Regardless of the approach
taken, the model performance did not spike as ex-
pected. As shown later, this approach has been
mixed with other text augmentation methods in
training models.

3.2 Oversampling
Since containing PCL samples are under-
represented, we considered oversampling (OS)
Padurariu and Breaban (2019). Oversampling
randomly duplicates data in the minority class by
a factor of 8 and adds them to the PCL training
dataset, so the number of samples in each class
becomes almost equal. The performance of the
training pre-trained model with augmented training
data by far exceeded the baseline result. (See Table
1)

3.3 Back Translation
We applied back translation (BT) to treat the prob-
lem of underrepresented class and boost model
performance. In this case, we used a powerful aug-
menter method of BT in nlpaug library and FairSe-
qMachineTranslation Wang et al. (2020) model
from HuggingFace 3 Transformers. The aim was to
generate more PCL samples and then train model
on the true distribution. BT translates all PCL sam-
ples from English to German, then translates the
previously translated text back into the source lan-
guage. We reused our best-performing model on
OS and SR methods. However, later experiments
showed that this technique led the model heavily
to overfit the augmented training data (Figure 3).

3https://huggingface.co/docs/
transformers/model_doc/fsmt

505

https://huggingface.co/docs/transformers/model_doc/fsmt
https://huggingface.co/docs/transformers/model_doc/fsmt


Note that we did no model validation using aug-
mented data but did training with a mixture of OS,
SR, and BT approaches. Although the improve-
ment offered by BT is not so intelligible, statistical
analysis is remarkable. The results are shown in
Table 1.

Figure 3: 80% F1-score was achieved at epoch 3. We
can see a clear sign of overfitting after this epoch.

3.4 PEGASUS Paraphrasing

Paraphrase generation was the last effort in DA.
Paraphrase generation models (in an encoder-
decoder form) learn to reconstruct the input using
different words and retaining the same meaning
while paraphrasing. Paraphrasing can act as a regu-
larizer and reduce the overfitting during the training
process Fu et al. (2020).

To leverage PCL dataset efficiently, we per-
formed paragraph paraphrasing along with SR to
come up with a less imbalanced dataset. PEGA-
SUS (Pre-training with Extracted Gap-sentences
for Abstractive Summarization) Zhang et al. (2020)
is a self-supervised Transformer model that masks
important sentences from the input and then gener-
ates them as one output sequence from the remain-
ing sentences.

The original PEGASUS is limited by the
length of text and does truncation on long texts
input. The maximum length of PCL paragraphs
is 5493 tokens, while the longest input of original
PEGASUS model can be 60 tokens. Therefore,
we need to handle the limitation of Transformers
on the size of the text while training Liu et al.
(2019). We proposed an algorithm, multi-sentence
PEGASUS, to modify PEGASUS model for
arbitrarily long document paraphrasing. This
algorithm separates each paragraph into sentences,

and then multi-sentence PEGASUS generates
ten paraphrased sentences from each individual
sentence. The main challenge is to retrieve
the original paragraph, because the number of
paraphrased sentences for each paragraph was
different due to different number of sentences in
each sample data. This algorithm can concatenate
paraphrased sentences to get the original paragraph
in efficient time (The implementation is available
at our GitHub). Multi-sentence PEGASUS
generates a new dataset containing PCL paragraph
over ten times larger than the original containing
PCL training data. The following example is
a containing PCL data and its corresponding
paraphrased context:

Original Paragraph: Shepherding in America has

always been an immigrant’s job, too dirty, too cold and too

lonely for anyone with options.

PEGASUS Paraphrased: In America, shepherding has

always been an immigrant’s job, dirty, cold, and lonely.

After multi-sentence PEGASUS paraphrasing,
two words in each generated text are replaced by
their respective synonyms from wordnet corpus.
The hyper-parameters values for PEGASUS model
have been selected by trial and error. We set a num-
ber of times the model searches for the most opti-
mal follow-up word within the text to 10 and played
with the parameter that regulates the chances of ap-
pearance of high/low probability words.

4 Model Description

Our system is based on pre-trained transformers
models on the augmented PCL dataset. We focused
on exploiting superior performance of RoBERTa
and GPT3 models.

4.1 Fine-tuning RoBERTa

To simulate the baseline result, we first did regu-
lar fine-tuning RoBERTa for each PCL task on the
concatenated features of dataset (keyword and para-
graph). Submitted systems on the SemEval-2022
leaderboard were evaluated on the F1-score met-
ric. The (73%) F1-score was achieved by training
the model with parameter values of 1e− 5, 2, 400
for learning rate, number of epochs, and warm-up
steps, respectively while the baseline is 70.63%
(See Table 1).

For the next step, we fine-tuned RoBERTa on
the augmented datasets via each method mentioned
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Models Original Dataset SR OS BT Peg SR/Peg SR/OS/BT/Peg
Task1 RoBERTaLarge 73% 73% 79% 73% 76% 77% 81%
Task2 RoBERTaLarge 32% 57%
Hyper-parameters LR WS Epoch

{1e-5, 5e-6} {400, 800, 3000, 4000} {1, 2, 4, 8, 10}

Models labels precision recall f1-score support accuracy
Task1 GPT3/Curie 0 61% 22% 32% 50

1 52% 86% 65% 50 54%
Task1 GPT3/Davinci 0 58% 30% 39% 50

1 53% 78% 63% 50 54%

Table 1: Peg stands for PEGASUS paraphrasing. The training RoBERTa on the extra enriched dataset
(SR/OS/BT/Peg) outperforms other DA methods. The learning process is controlled by setting hyper-parameters
(Learning Rate (LR), Warm-up Steps (WS), and Number of Epochs) in the defined range. GPT3 model with Davinci
and Curie engines yield good performance with small subset of PCL training dataset. Support parameter indicates
the number of queries which is the same for both models. 100 queries in total, and 50 queries for each label.

in Section 3, separately. Moreover, we took pre-
trained RoBERTa and retrained on the extra en-
riched PCL dataset, which was boosted by a com-
bination of three DA previously explained meth-
ods. Same as regular fine-tuning RoBERTa, we
fed concatenation of keyword and paragraph with
RoBERTa special token "</s>" to the model
and hyper-parameters are defined in Table 1. Aug-
mented PCL dataset with SR and BT methods led
to lower performance of our system compared to a
mix of all described DA approaches. Using all DA
methods together boosted the model performance
to 81%. Figure 3 shows the accuracy of the model
in each epoch, and it hits 81% F1-score at epoch 3,
and then model start overfitting later. Our system
trained and evaluated on the training dataset.

For multi-label classification, the trained
RoBERTa model on the extra enriched dataset out-
performed (57%) the same model trained on the
original dataset (32%). However, the model’s per-
formance on the test dataset released in the post-
evaluation phase was not the same. It is worth
mentioning that the F1-average of the winning sys-
tem (46%) for multi-lable classification task was
not better than the random guess model.

4.2 GPT-3 Davinci and Curie

Limitation in the amount of available labeled data
can be rectified with Few-Shot Learning technique
by providing a few examples at inference time with
a large language model. OpenAI GPT3 Brown
et al. (2020) language model uses this technique
and also can be applied to PCL binary classification
task. GPT3 has been trained on a huge text dataset

from the open internet with billions of parameters.
In this scheme, we considered two offered mod-

els of GPT3 with different capabilities and price
points. Davinci is the most capable in understand-
ing the intent of a text, the motives of characters,
and also the expensive engine. Also, Curie is quite
faster and lower cost than Davinci and capable of
tasks like sentiment classification.

We tried both models with Few-Shot learning
technique by feeding the model a small amount of
PCL training data (with an equal number of labels)
as a prompt. The labeled examples were uploaded
as a JSON file to OpenAI API for the purpose of
classification. Davinci and Curie leverage a few
labeled sets of examples without fine-tuning and
enable to understand previously unseen data. We
queried the model with a subset of training data
to predict the most likely label for each query. In
fact, Davinci and Curie engine classify specified
queries using provided labeled data in a JSON file.
These engines first search over the labeled data to
select the most relevant for a particular query. Our
implemented code is publicly available 4.

Table 1 illustrates the performance of Davinci
and Curie models. OpenAI GPT3 prices are per
tokens. Therefore, we just prompted Davinci and
Curie by 1000 and 200 labeled data, respectively.
They were evaluated on F1-score with 100 queries
of even class distribution. Surprisingly, both mod-
els perform well without hyper-parameter tuning
and on just a few examples of PCL. Davinci’s per-
formance was the same as Curie’s result but with

4https://github.com/daniel-saeedi/PCL_
Detection_SemEval2022
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five times fewer labeled examples. OpenAI API
offers the ability to fine-tune their model on the de-
sired task, which is quite costly and time-intensive.
An interesting future research direction can be ex-
ploring GPT3 applications for PCL detection and
multi-label classification tasks, regardless of the
cost to train the model.

5 Conclusion

This paper presented a system description for PCL
detection and multi-label categorization tasks. Our
exploratory data analysis revealed annotated PCL
dataset is highly imbalanced. We enhanced data
quality with a combination of data augmentation
methods. We presented a modified version of sen-
tence paraphrasing deep learning model, Multi-
sentence PEGASUS, to tackle the limitation of
maximum sequence length. The proposed algo-
rithm has no specific maximum input length to
paraphrase sequences. We evaluated the perfor-
mance of the large pre-trained RoBERTa model
on the extra enriched PCL dataset. We boosted
the baseline performance and achieved competi-
tive results among the top-16 SemEval-2022 par-
ticipants. Furthermore, we tried two models of
GPT3, Davinci and Curie with Few-Shot learning
technique. Our investigation showed both mod-
els perform well without hyper-parameter tuning
and on just a few examples of PCL. We believe
these tasks have many potentials and challenges to
further improve current results.
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