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Abstract
This paper introduces the related work and the
results of Team Sapphire’s system for SemEval-
2022 Task 4: Patronizing and Condescending
Language Detection. We only participated in
subtask 1. The task goal is to judge whether
a news text contains PCL. This task can be
considered as a task of binary classification of
news texts. In this binary classification task, the
BERT-base model is adopted as the pre-trained
model used to represent textual information in
vector form and encode it. Capsule networks
is adopted to extract features from the encoded
vectors. The official evaluation metric for sub-
task 1 is the F1 score over the positive class.
Finally, our system’s submitted prediction re-
sults on test set achieved the score of 0.5187.

1 Introduction

Patronizing and Condescending Language (PCL)
can be considered when someone’s language has
a superior attitude towards others, demeans others,
or describes the situation of others in a compassion-
ate way. Such expressions are often unconscious,
and are used by people to try to induce action or
raise awareness. Because of its subtlety and of-
ten well-meaning when used, users often overlook
the demeaning elements of this expression. Such
elements may contribute to the stereotyped influ-
ence of society on a group, making discrimination
normalized and even leading to stronger exclusion
(Pérez-Almendros et al., 2022).

Detecting PCL in media text is a challenging
task. Recognizing PCL based on Natural Language
Processing (NLP) can alert speakers to examine the
rationality of their speeches, so that speeches can
be more inclusive and constructive, which in turn
leads to more responsible communication.

When processing corpus, the pre-trained model
can convert text information into vector representa-
tion, making it more suitable for NLP tasks. Early
pre-trained models were designed to learn repre-
sentational word embeddings, such as Word2Vec

(Mikolov et al., 2013) and GloVe (Pennington et al.,
2014). Although such methods can capture the se-
mantics of words through word embeddings, they
cannot capture the concepts in the context. With
the introduction of new technologies, there are
now pre-trained models that can learn to represent
contextual word embeddings, such as the ELMo
(Peters et al., 2018) model based on LSTM (Shi
et al., 2015) and the BERT (Devlin et al., 2018)
model based on Transformer Encoder (Vaswani
et al., 2017).

In recent years, using deep neural networks
in NLP, such as Convolutional Neural Networks
(CNNs) in text classification (Kim, 2014), has be-
come mainstream. Capsule networks (Sabour et al.,
2017), as a structure proposed on the basis of CNNs
to improve spatial sensitivity in computer vision,
is also used in text classification tasks (Yang et al.,
2019; Ding et al., 2019). Kim et al. (2020) further
suggest a simple routing method that effectively
reduces the computational complexity of dynamic
routing.

This task aims to predict whether each news text
for each ID contains PCL. Text is represented as
a vector and encoded using a pre-trained BERT
model. It mainly uses the capsule networks to ex-
tract the encoded vector, and uses the output of the
fully connected layer to represent the label proba-
bility. The rest of the paper is organized as follows:
Section 2 introduces the system architecture. Sec-
tion 3 describes the dataset, implementation details
settings and experimental results. The summary
and outlook for future work will be presented in
Section 4.

2 System Architecture

In this section, we will introduce the system archi-
tecture we use in the task, which will consist of two
parts. One is embedding and coding, and the other
is feature extraction and prediction. We call the
model that is ultimately used to test the class pre-
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diction results of the dataset as BERT-Caps. The
architecture of BERT-Caps model is shown in Fig-
ure 1.

Figure 1: The architecture of the BERT-Caps model.

2.1 Embedding and Encoding

When using the early pre-trainied model for text
classification, the text is usually represented as a
word embedding and then the vector matrix is sent
to a bidirectional recurrent network for encoding to
improve the system’s ability to perceive contextual
information. In this paper, we mainly use the BERT-
base model to represent text into vector form and
encode it.

In order to fit the pre-trained model, we need to
preprocess the text in the dataset accordingly. As
standard news text, we do only a little text process-
ing on the news text: unify the text to lowercase.
Add markers to the beginning and end of the text.
For example, when using BERT as the pre-trained
model, [CLS] and [SEP] will be used to mark the
beginning and end of the text, respectively. Then
according to the dictionary information, the words

are converted into a list of their position numbers
in the dictionary. Collate to get a list that marks the
beginning and the end of each sentence.

This part of the work is mainly achieved through
the tokenizer attached to the module used when
importing the pre-trained model. For the imported
model, we set the trainable value of each layer of
the model to True.

2.2 Feature Extraction and Predict
We use the capsule networks to perform feature
extraction on the hidden state of the last layer of the
pre-trained model. In the capsule layer, the input
is firstly processed by the Conv1d function. The
convolution output is treated as a set of capsules,
and a new set of capsules of the specified shape
is derived through the dynamic routing algorithm.
The result is the output of the capsule layer.

The flattened capsule layer output and the text
vector corresponding to the first bit in the pre-
trained model are linked together. In order to
improve the generalization ability of the model,
dropout is used. During training, the concatenated
outputs are first processed by dropout and then fed
into the fully connected layer to predict the proba-
bility that the news text has PCL. The loss function
of this model adopts categorical crossentropy.

3 Experiment and Result

3.1 Dataset and Official Evaluation Metrics
The dataset used in the experiment is provided by
SemEval-2022 Task4, Patronizing and Condescend-
ing Language Detection.(Pérez-Almendros et al.,
2020)

In this dataset, the degree of PCL is divided into
five levels from 0 to 4. In subtask 1, the level
of 0-1 is regarded as a negative example, and 2-
4 is regarded as a positive example. Participants
were asked to predict the presence or absence of
PCL component in the text. The differentiated test
set contains 9476 negative labels and 993 positive
labels, almost reaching 10:1. Due to the imbalance
of samples in the dataset, the F1 score over the
positive class was adopted as the official evaluation
metric.The formula for F1 score is as following:

F1 = 2 ∗ precision ∗ recall
precision+ recall

(1)

Precision means the ratio of correctly predicted
positive observations to the total predicted positive
observations. Recall means the ratio of correctly
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predicted positive observations to all observations
in the real class.

3.2 Implementation Details

In terms of data segmentation, we import
the train_test_split function from the Scikit-
learn(Pedregosa et al., 2011) module to divide
the dataset into training set and validation set, set
test_size to 0.2, random_state to 35.

All experiments in this paper are based on using
the TensorFlow2 backend.

When using BERT-base-uncased1 as the pre-
trained model, we use the Keras-BERT (Shorten
and Khoshgoftaar, 2021) module to implement the
Tokenizer and import the model.

We also tried other BERT-based models, such as
RoBERTa-base and DeBERTa-base. When imple-
menting Tokenizer and importing models, we use
the Transformers (Wolf et al., 2020) module.

The number of capsules, the number of hidden
neurons, and the number of iterations of the dy-
namic routing algorithm are set to 10, 64, and 3,
respectively.

The fully connected layer that outputs the final
result in each model uses softmax as the activation
function. The hyperparameters used are mentioned
in Table1.

Parameters subtask 1
Epochs 8
Batch_size 8
Max_length 128
Drop_rate 0.25
Optimizer Adam
Initial lr 1e-5

Table 1: Hyperparameters

In actual training, in order to alleviate the overfit-
ting situation, ReduceLROnPlateau is introduced.
Also set ModelCheckpoint to save each model with
the smallest loss on the existing basis.

3.3 Experiment and Result

The system uses the dataset provided by the task
organizer for training. The BERT-Caps model that
finally gets the submitted prediction results is saved
at the end of the 8th epoch training.

1https://storage.googleapis.com/bert_models/2018_10_18
/uncased_L-12_H-768_A-12.zip

The results are shown in Table 2. The values
of RoBERTa_baseline comes from the result pub-
lished on the Competition Page2. As can be seen
from the table, as a result, our model has a greater
improvement in precision than the baseline. We
also tried to train some BERT-Caps models that re-
duced the number of capsules in the capsule layer
and increased the number of hidden neurons, but
there was no significant improvement in metric.

Table 2 shows that without the capsule networks,
the performance of the model will be greatly re-
duced compared to the original model. Without
dropout, the prediction performance decreases less
than without the capsule networks.

We also tried to keep almost the same system
architecture, only replacing the pre-trained model
and tokenizer. Unexpectedly, in the experimental
environment of this paper, both DeBERTa-Caps
and RoBERTa-Caps are not as good as BERT-Caps.

The best test set predictions submitted by our
team were produced by the BERT-Caps model.
Considering with the F1 scores obtained by the top
four teams in the English data are all over 0.6400,
indeed, there is a gap. Team Sapphire’s final rank-
ing is 35th.

4 Conclusion

This paper describes the experiments conducted by
Team Sapphire in subtask 1 of SemEval-2022 Task
4: Patronizing and Condescending Language De-
tection. We introduced the system architecture, ex-
perimental dataset situation and results in Section 2
and 3, respectively. From the experimental results,
the BERT-Caps model can achieve better results
on the test set. In future work, we will improve
our method to achieve better results. For example,
using other text representations, and adjusting the
weight of the loss function.
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