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Abstract

Gender is a construction in line with social per-
ception and judgment. An important means of
this construction is through languages. When
natural language processing tools, such as word
embeddings, associate gender with the relevant
categories of social perception and judgment, it
is likely to cause bias and harm to those groups
that do not conform to the mainstream social
perception and judgment. Using 12,251 Chi-
nese word embeddings as intermedium, this
paper studies the relationship between social
perception and judgment categories and gen-
der. The results reveal that these grammati-
cal gender-neutral Chinese word embeddings
show a certain gender bias, which is consistent
with the mainstream society’s perception and
judgment of gender. Men are judged by their
actions and perceived as bad, easily-disgusted,
bad-tempered and rational roles while women
are judged by their appearances and perceived
as perfect, either happy or sad, and emotional
roles.

1 Introduction

One of the main ways to construct gender in so-
ciety is through languages. People’s languages
towards infants of different genders can well il-
lustrate the gender construction of languages as
a medium. When people believe that infants are
female, they talk to them more gently. When peo-
ple believe that infants are male, they handle in-
fants more playfully. Through these differential
treatments, boys and girls finally learn to be dif-
ferent (Eckert and McConnell-Ginet, 2013). As
the boys and girls grow up, they start to perform
the “correct” gender manners to be consistent with
the gender judgment and perception of mainstream
society. In other words, gender possesses perfor-
mativity (Butler, 2002). As a result, in the process
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of construction repetition reinforcement, gender
gradually solidifies the differences that should not
be caused by gender and may cause unexpected
biases and harms. The process is always through
languages which represent the mainstream social
judgment and perception.

As an analytic language, Chinese does have
referential gender and lexical gender, such as
“她” means “she” in referential gender and “爸
爸” means “father” in lexical gender. However,
Chinese lacks grammatical gender, comparing to
French, Spanish and some of the fusional languages
(Cao and Daumé III, 2020). As a result, it is
difficult to find explicit and quantitative clues be-
tween gender and categories in social perception
and judgement in Chinese. Word embedding is
powerful and efficient in Natural Language Pro-
cessing (NLP). Therefore, using word embeddings
to find the implicit gender bias in Chinese can be
an appropriate tool to analyze the associations be-
tween gender and categories in social perception
and judgement. To make it clear, we define four
categories of social perception and judgment and
the linguistic features that can measure their gender
bias, as shown in Table 1.

In this paper, we first gave our definition of gen-
der bias. Then, by using semantic similarity, the
implicit gender bias was measured in 12,251 Chi-
nese word embeddings. Examples articulate that
this measurement can capture the gendered word
embeddings in a language without grammatical
gender. Then, part-of-speech, sentiment polarity,
emotion category, and semantic category were la-
beled to each word. We analyzed the relationships
between gendered word embeddings and linguis-
tic features to find the associations between gen-
der and different categories in social perception
and judgement. Results showed that we perceive
and judge men and women with different social
categories. Men are judged by their actions and
perceived as bad, easily-disgusted, bad-tempered
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Category Definition Linguistic Metrics
Activity To what extent do social perception or description of a person relate one’s Part-of-speech

gender to appearance or action.
Sentiment Polarity To what extent do social perception or judgment of a person relate one’s Sentiment Polarity

gender to positive or negative sentiment.
Emotion Category To what extent do social perception or judgment of a person relate one’s Emotion Category

gender to specific emotion categories, such as anger, happiness and sadness.
Content To what extent do social perception or judgment of a person relate one’s Semantic Category

gender to specific topics, such as psychology, state and abstraction.

Table 1: Definitions and linguistic features of 4 categories of social perception and judgement

and rational roles while women are judged by their
appearances and perceived as perfect, either happy
or sad, and emotional roles. This method is neat,
while it offers a quantitative view to study the rela-
tionship between gender and different categories in
perception and judgement in Chinese society and
culture.

2 Bias Statement

In this paper, we study stereotypical associations
between gender and different categories in social
perception and judgment through Chinese word
embeddings. Most of the Chinese words are gram-
matical gender-neutral. However, if the Chinese
word embeddings show gender differences in differ-
ent categories of part-of-speech, sentiment polarity,
emotion category and semantic category, it may
show that these gender-neutral word embeddings
represent our stereotypes towards different genders.
For example, we always judge a woman by her ap-
pearance but judge a man by his action. Although
these stereotypical generalizations may not be neg-
ative, once these stereotypical representations are
used in downstream NLP applications, the sys-
tem may ignore, or even do harms to those people
who are not consistent with the mainstream social
perception and judgement of gender. Hence, this
stereotypical association can be regarded as bias
which may cause representational harms (Blodgett
et al., 2020). In other words, the uniqueness be-
tween person and person is erased, and the system
only retains gender differences. The ideal state
is that people will not be treated unfairly because
of their genders, especially to those are not con-
sistent with the mainstream social perception and
judgement of gender, and the system should not
emphasize certain characteristics of a person ac-
cording to one’s gender.

3 Dataset

The Chinese word embeddings1 we selected were
pre-trained with Baidu Encyclopedia Corpus, us-
ing word2vec model and the method of Skip-Gram
with Negative Sampling (SGNS). The size of Baidu
Encyclopedia corpus is 4.1GB and the corpus con-
tains 745M tokens (Li et al., 2018). Baidu En-
cyclopedia is an open online encyclopedia like
Wikipedia, with entries covering almost all areas
of Chinese knowledge. The encyclopedia char-
acteristic of Baidu Encyclopedia determines that
the language it uses is more objective and gender-
neutral. The total amount of the word embeddings
is 636,013 and each word embedding contains 300
dimensions. After labelling part-of-speech, senti-
ment polarity, emotion category, and semantic cate-
gory, only 12,376 words contain all the information
we need. Then, we calculated Odds Ratio (OR)
values of each word and only selected those within
three standard deviations from the mean. At last,
we kept 12,251 word embeddings as our dataset.
Almost all the words are gender-neutral as Chinese
is a language without grammatical gender. Differ-
ent token numbers of Chinese word embeddings
in part-of-speech, sentiment polarity, emotion cate-
gory, and semantic category are shown in Table 2.

Part-of-speech. The part-of-speech labels were
selected from Affective Lexicon Ontology2 (Xu
et al., 2008). As we all know, the part-of-speech of
many Chinese words may change in different con-
texts. However, the Chinese word embedding we
chose is not contextualized. Among the 12,251
words in our dataset, only 37 words are multi-
category words. We thought that the number is
small and would not affect the results and analysis.
Therefore, we chose one of the tags in Affective

1https://github.com/Embedding/
Chinese-Word-Vectors

2http://ir.dlut.edu.cn/info/1013/1142.
htm
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Part-of-speech Adjective Adverb Idiom Noun Prep Verb Net-words Total
Tokens 3586 39 3417 2618 63 2514 14 12251
Sentiment Polarity Positive Negative Neutral Both Total
Tokens 4675 4628 2908 40 12251
Emotion Category Disgust Good Sadness Fear Anger Happiness Astonishment Total
Tokens 4694 4858 917 538 169 99 976 12251
Semantic Category Activity Action Object Association Aid language Characteristic Honorific language Total
Tokens 2037 177 367 279 167 4418 22

12251Person State Time and space Abstraction Psychology
829 1009 1561 1252 133

Table 2: Word embedding tokens labeled in different linguistic features in our dataset

Lexicon Ontology as its part-of-speech label for
analysis. There are 7 labels of the part-of-speech.
To balance the amount for analysis, we only chose
the words labeled “noun”, “verb” and “adjective”
to compute and analyze. Here, we assume that
nouns and adjectives are related to the appearance
of what people perceive and judge, while verbs are
related to action.

Sentiment Polarity. Affective Lexicon Ontology
also offers 4 labels of the sentiment polarity, and we
chose the words labeled “positive” and “negative”
to analyze.

Emotion Category. According to Ekman’s six
basic emotions (Ekman, 1999) and the characteris-
tic of Chinese, the Affective Lexicon Ontology of-
fers 7 labels for the sentiment category: “good” (in-
cluding “respect”, “praise”, “believe”, “love” and
“wish” to make a more detailed division of com-
mendatory emotion), “anger”, “disgust”, “fear”,
“happiness”, “sadness”, and “astonishment”.

Semantic Category. Our semantic category la-
bels are from HIT IR-Lab Tongyici Cilin (Ex-
tended)3. It organized all the entries in a tree-like
hierarchy, and divided the words into 12 seman-
tic categories. We only chose the top 5 categories
related to human and with the largest number of
tokens to analyze: “abstraction”, “activity”, “char-
acteristic”, “state” and “psychology”.

4 Experiments

In this section, we will illustrate the methodology
to analyze the gendered word embeddings and how
they are associated to different categories in our
social perception and judgement. We first used se-
mantic similarity and odds ratio to evaluate each
word embedding. Then, independent-samples t
test, one-factor Analysis of Variance (ANOVA) and

3https://github.com/Xls1994/Cilin

Kruskal-Wallis test were used respectively to an-
alyze the relationships between gender and cate-
gories in social perception and judgement.

Masculine Words Meaning Feminine Words Meaning
爸爸 dad 妈妈 mom
父亲 father 母亲 mother
姥爷 mother’s father 姥姥 mother’s mother4

外公 mother’s father 外婆 mother’s mother5

爷爷 father’s father 奶奶 father’s mother
哥哥 elder brother 姐姐 elder sister
弟弟 younger brother 妹妹 younger sister
儿子 son 女儿 daughter
男友 boyfriend 女友 girlfriend
叔叔 uncle 阿姨 aunt
他 he 她 she
男 male 女 female
男人 men 女人 women
男子 man 女子 woman
男士 Mr. 女士 Ms.
先生 Sir 小姐 Miss
男孩 boy 女孩 girl
男性 males 女性 females

Table 3: Gendered Words

Semantic Similarity. We first selected and trans-
lated 14 masculine words and corresponding 14
feminine words as Gendered Words G into Chinese
from related study in English (Nadeem et al., 2020),
showed in Table 3. These words are lexical gen-
der words or referential gender words in Chinese.
Then, we calculated the cosine similarity as the
semantic similarity S between each word embed-
ding in our dataset W and the word embeddings of
Gendered Words G according to equation 1. Here,
n means the total dimension of each word embed-
ding. We took the mean cosine similarity between
one W and the total Feminine word embeddings as
the Feminine Similarity Sf . Masculine Similarity
Sm of one W is as the same. The closer to 1 the
value of S is, the word W is more masculine or
feminine.

S =

∑n
i=1Wi ×Gi√∑n

i=1(Wi)2 ×
√∑n

i=1(Gi)2
(1)

4“姥爷” and “姥姥” are usually used in northern China.
5“外公” and “外婆” are usually used in southern China.

10

https://github.com/Xls1994/Cilin


Odds Ratio. OR (Szumilas, 2010) was used to
calculate the Gendered value OR of each word
embedding W in our dataset as equation 2 shows.
Here, N is the total number of word embeddings in
our dataset. To facilitate the test, we selected OR
values within three standard deviations from the
mean and normalized all data to ORG∈ [−1, 1].

OR(w) =
Sm(W )

∑N
j=1 Sm(Wj)

/
Sf (W )

∑N
j=1 Sf (Wj)

(2)

The closer the ORG is to 1, the more masculine
the word is. The closer the ORG is to -1, the more
feminine the word is.

Independent-samples T Test. On sentiment po-
larity, we conducted an independent-sample t test
of ORG value to explore the relationship between
gender and sentiment polarity in social perception
and judgement as the variances are homogeneous.

One-factor ANOVA. On part-of-speech, we con-
ducted one-factor ANOVA of ORG value to ex-
plore the relationship between gender and activity
in social perception and judgement as the different
token numbers in part-of-speech are sufficient and
approximate.

Kruskal-Wallis test. On the categories of emo-
tion category and semantic category, we conducted
Kruskal-Wallis test of ORG value respectively to
explore the relationships between gender and emo-
tion category and content in social perception and
judgement as the variances in these two categories
are different and the token numbers vary widely.

5 Results

Gendered Word Embeddings. We selected the
top 5 masculine and feminine word embeddings
of grammatical gender-neutral words according to
the ORG value showed in Table 4. It is clear to
see that the masculine words are related to “war”
and “power” and the feminine words are related
to “flower” and “beauty” which conforms to our
stereotypes of gender. It indicates our measure-
ment can detect the implicit gender bias in word
embeddings of the language without grammatical
gender.

Gender and Activity. We define activity as the
extent to which we perceive or describe a person’s
gender in relation to one’s appearance or action.
Here, we think that verbs can represent perceiving

Word Meaning Part-of-speech ORG

所向披靡 invincible idiom 1
戎马 army horse noun 0.9985
让位 abdicate verb 0.9968
广开言路 open communication idiom 0.9918
死守 defend to death verb 0.9906
盛开 bloom verb -1
婵娟 moon adjective -0.9933
火树银花 Hottest Silver idiom -0.9927
并蒂莲 Twin flowers idiom -0.9879
天仙 fairy noun -0.9811

Table 4: The top 5 masculine and feminine word embed-
dings of grammatical gender-neutral words according
to the ORG value

and describing a person’s action, and nouns and
adjectives can represent perceiving and describ-
ing a person’s appearance. Figure 1(a) shows that
verbs (M=0.022) are more masculine than nouns
(M=0.003) and adjectives (M=-0.064) and they
have significant differences (p<0.001). It means
that in social perception and judgment, we asso-
ciate actions with men, appearances with women.
It may indicate that we always perceive a woman
with her appearance and judge a man by his action
(Caldas-Coulthard and Moon, 2010). Sociolinguis-
tic clues support this conjecture. Appearance is
seen as applicable to the female gender category as
there are subcategories elaborated specifically for
women far more than men (Eckert and McConnell-
Ginet, 2013). This supports that our society empha-
sizes appearance on women rather than men. Other
studies also show that we use positive adjectives to
describe a woman’s body rather than a man (Hoyle
et al., 2019). The most representative example is
in mate selection. Men care much about women’s
appearance and women care much about men’s
power, status and wealth (Baker, 2014). Once man-
action and woman-appearance associations are es-
tablished, it may cause gender bias. The systems
emphasize a woman’s appearance over her other
strengths, which may hurt women who are less
attractive.

Gender and Sentiment Polarity. Figure 1(b)
shows that positive words (M=-0.017) are more
feminine than negative words (M=0.034) and they
have significant difference (p<0.001). This asso-
ciates men with negative sentiments and women
with positive ones. This may imply that in our so-
ciety, we perceive women in a positive way and
we can perceive men in a negative way. It can
be reflected fully in children’s literature which al-
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(a) (b)

(c) (d)

Figure 1: The distribution of ORG in part-of-speech, sentiment polarity, emotion category, and semantic category

ways portrays “a good girl” and “a bad boy” (Pe-
terson and Lach, 1990; Stevinson Hillman, 1974;
Kortenhaus and Demarest, 1993). This point can be
explained by the different gender views on compli-
ments. Women are more likely to compliment and
be complimented than men, because for women,
compliments strengthen their solidarity with others
in the communities of practice. However, compli-
menting men can challenge a men’s authority and
power because complimenting a man implies that
he is being judged (Tannen, 1991; Holmes, 2013).
Over time, women tend to develop a steady bond
with positive sentiments. This seems to be a pro-
tection for women, but it is actually a benevolent
sexism (Glick and Fiske, 2001). The negative man
image indicates that we have a certain tolerance
to man, while the positive woman image is more
like a bondage to women. We expect women to be

gentle and submissive all the time, while men can
be negative and aggressive.

Gender and Emotion Category. Figure 1(c)
shows that from the most masculine to the most
feminine, the emotion categories are disgust
(M=0.030), anger (M=0.025), good (M=-0.003),
fear (M=-0.025), astonishment (M=-0.083), sad-
ness (M=-0.089), and happiness (M=-0.130). Dis-
gust and anger emotions have significant differ-
ences with other emotions (p<0.05). It indicates
that we associate disgust and anger emotions with
men rather than women. Sadness and happiness
emotions have significant difference with other
emotions (p<0.05). It indicates that we associate
happiness and sadness emotions with women rather
than men. Thus, in our social perception and judg-
ment, men may be viewed with negative emotions,
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such as anger and disgust, while women are ei-
ther happy or sad. In movies and books, whether
women are sad and happy depending highly on
men, and most of men in books and movies do
not show intense emotions of happiness or sad-
ness (Xu et al., 2019). When annotators annotated
the author’s gender for tweets with unknown gen-
der of authors, the tweets contained anger emotion
will be regarded as the most confident male clues,
while happy emotion as the most confident female
clues (Flekova et al., 2016). These stereotypes as-
sociating emotions with genders can lead to bias.
Anger and disgust are active emotions, meaning
men are free to express their negative emotions.
While happy and sad emotions related to women
are often passive, meaning that women are domi-
nated. The system may learn such bias when gen-
erating text. It may place women in a subordinate
position to men.

Gender and Content. Here, Content refers to the
specific topics we associate with a gender role. Fig-
ure 1(d) shows that activity words (M=0.057) are
the most masculine while psychology words (M=-
0.050) are the most feminine. Activity words have
significant difference with other words (p<0.001).
So are the psychology words (p<0.05). This links
men to activity and women to psychology. If we
regard activity as a concrete rational action and psy-
chology as an emotional cognition, then in society,
man may be a rational role and woman may be an
emotional role. In study of different languages used
by men and women, it is found that women pre-
fer to use more emotional words than men (Savoy,
2018). Our society has a strong normative view that
women are interested in connecting with others and
promoting warmth around them. Men are gener-
ally not interested in other people and relationships.
Men should focus on their goals and achievements
and what they can do. As a result, women have a
strong motivation to show attachment, a desire to
promote the emotional feelings and downplay their
personal goals and aspirations. Men, by contrast,
have powerful motivations to appear strong and ra-
tional, to mask emotions, and to hide a desire to be
intimate with others (Eckert and McConnell-Ginet,
2013). Such stereotypes suppress man’s emotional
needs and ignore woman’s rational power.

6 Related Works

It was studied that word embeddings contain all
kinds of biases in human society, including gen-

der bias. These biases come from the biased data
in the corpus which reflect the biased languages
we use daily and from the bias of the annotators
when they annotate the datasets (Van Durme, 2009).
NLP algorithms may amplify the biases contained
in the datasets (Sun et al., 2019). Some word em-
beddings of neutral words such as “nurse”, “so-
cial” were proved to have closer similarities with
gender words (e.g. “male”, “boy”, “female”, and
“girl”) (Friedman et al., 2019; Garg et al., 2018;
Brunet et al., 2019; Wevers, 2019; Santana et al.,
2018; Mishra et al., 2019; Zhao et al., 2018). The
latest contextualized word embeddings also have
gender bias but the degree of the bias may not as
much as that of traditional word embeddings (Zhao
et al., 2019; Basta et al., 2019; Kurita et al., 2019;
Swinger et al., 2019). In addition, multilingual em-
beddings contain gender bias (Lewis and Lupyan,
2020) and the bias is related to the types of different
languages (Zhao et al., 2020). Word Embedding
Association Test (WEAT) can be used to measure
gender bias in word embeddings (Caliskan et al.,
2017; Tan and Celis, 2019; Chaloner and Maldon-
ado, 2019) and this method can also be expanded
to sentence level as Sentence Encoder Association
Test (SEAT) (May et al., 2019). Another method to
detect and measure the gender bias in word embed-
dings is to analyze gender subspace in embeddings
(Bolukbasi et al., 2016; Manzini et al., 2019). But
this method may not show the whole gender bias
in word embeddings. Some of the implicit gender
bias cannot be measured and caught (Gonen and
Goldberg, 2019).

7 Conclusion

In this paper, we used word embeddings to de-
tect and measure the implicit gender bias in a lan-
guage without grammatical gender. Relationships
between gender and four categories in social per-
ception and judgement are also shown according to
our measurement values. Word embeddings show
that we judge a woman by her appearance and per-
ceive her as a “perfect”, either happy or sad, and
emotional role while we judge a man by his ac-
tion and perceive him as a “bad”, easily-disgusted,
bad-tempered, and rational role. It may cause gen-
der bias. This systematic bias intensifies gender
differences, solidifies stereotypes about men and
women, erases the uniqueness of differences be-
tween person and person, and harms those do not
conform to mainstream social perception and judg-
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ment and those who do not fit in the gender di-
chotomy. In the future, we can choose more di-
mensions rather than man/woman for investigation,
such as in-group/inter-group, animate/inanimate,
collectivism/individualism, etc.
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