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Abstract
Summarisation of long financial documents is a challenging task due to the lack of large-scale datasets and the need for domain
knowledge experts to create human-written summaries. Traditional summarisation approaches that generate a summary based
on the content cannot produce summaries comparable to human-written ones and thus are rarely used in practice. In this work,
we use the Longformer-Encoder-Decoder (LED) model to handle long financial reports. We describe our experiments and
participating systems in the financial narrative summarisation shared task. Multi-stage fine-tuning helps the model generalise
better on niche domains and avoids the problem of catastrophic forgetting. We further investigate the effect of the staged
fine-tuning approach on the FNS dataset. Our systems achieved promising results in terms of ROUGE scores on the validation
dataset.
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1. Introduction
Large amounts of unstructured data generated electron-
ically in different organisations makes decision-making
and gaining insights challenging, especially in the fi-
nancial domain. Financial reports are critical to a
company’s financial performance and provide a snap-
shot of its financial situation. Financial statements not
only help executives and investors understand the com-
pany’s financial position, assets, and liabilities, but also
provide a sense of financial transparency. Investors and
stakeholders use these reports to make informed in-
vestment decisions, and to either vote in favour of or
against corporate actions. Annual reports of various or-
ganisations from around the world typically include in-
come statements, cash flow, statements from the chief
executive officer, highlights, reviews of operating, in-
vesting, and financing activities, auditor’s reports, risk
disclosures, press releases, and so on (El-Haj et al.,
2020b).
Annual reports in the financial sector are typically over
180 pages long (Leidner, 2020). This overload of tex-
tual data that investors and stakeholders must read is a
time-consuming and exhausting process. Furthermore,
in order to maximise profits, it is critical to make fi-
nancial decisions in the shortest amount of time possi-
ble. As a result, automatic summarisation makes use of
technology to simplify the process of concisely sum-
marising long financial documents.
Despite recent advancements in automatic summari-
sation approaches, summarising long financial docu-
ments remains difficult due to the lack of large-scale
datasets. Furthermore, the requirement for domain
knowledge experts to create human-written summaries
complicates the situation. As a result, traditional sum-
marisation approaches that generate a summary based

on the content cannot produce summaries comparable
to human-written summaries and are thus rarely used
in practice.

The use of unsupervised pretraining for natural lan-
guage tasks is being driven by the availability of huge
amounts of raw text on the web, as well as ever-
increasing computational processing capacity. Fine-
tuning a Pre-trained Language Model (PLM) on the tar-
get dataset is the norm these days. These PLMs are
already pretrained on a massive amount of data and
achieve state-of-the-art results on most of the Natural
Language Understanding (NLU) tasks (Devlin et al.,
2019; Lan et al., 2019; Liu et al., 2019). Longformer-
Encoder-Decoder (LED) (Beltagy et al., 2020), a vari-
ant of longformer, scales efficiently on sequence-to-
sequence tasks for long input sequences of up to 16k
tokens. LED has performed exceedingly well on long-
summarisation datasets like arXiv and PubMed (Cohan
et al., 2018).

Language models are usually pretrained on general lan-
guage like news articles and Wikipedia data, and then
adapted to domain-specific downstream tasks. How-
ever, domain-specific tasks face the issue of scarcity
of good quality manually labelled data. Thus, an
intermediate stage of fine-tuning on a larger related
dataset before fine-tuning on the target dataset has been
a widely used approach in different domains like fi-
nancial, biomedical, and scientific articles (Lee et al.,
2019; Yoon et al., 2019; Phang et al., 2020; Khanna and
Mollá, 2021). This addition of an intermediate stage
helps the model generalise better on niche domains
and also avoids the problem of catastrophic forgetting.
In this paper, we describe the experimental setup, and
approach of our participating systems at the Financial
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Narrative Summarisation (FNS) shared task1. Both our
systems use LED as pretrained language model consid-
ering the size of the financial documents. We formulate
the task as one of extractive summarisation and also in-
vestigate the effect of multi-stage fine-tuning via our
submissions at the FNS shared task. All of our systems
outperformed the current publicly available validation
results of other state-of-the-art systems.
The rest of the paper is organized as follows: in Sec-
tion 2, we provide an overview of the related work and
literature. Section 3 reviews the FNS dataset in detail,
pre-processing and post-processing techniques, and the
evaluation metrics used in this work. Section 4 dis-
cusses the methodology behind the proposed systems.
In Section 5, we present evaluation results before con-
cluding the paper with remarks for future directions in
Section 6.

2. Related Work
Summarisation of documents can either be extractive or
abstractive. Extractive summarisation selects a subset
of sentences from the text to create a summary; on the
other hand, abstractive summarisation reorganises the
text’s language and, if necessary, adds new words or
phrases to the summary. In past FNS workshops, both
extractive (Gokhan et al., 2021; Orzhenovskii, 2021)
and abstractive (Singh, 2020) approaches were applied.
Unsupervised approaches have been used previously
for the extractive summarisation of documents. Tex-
tRank (Mihalcea and Tarau, 2004) and LexRank (Erkan
and Radev, 2004) are graph-based ranking models used
for text processing. MUSE (MUltilingual Sentence Ex-
tractor), which is a language-independent approach for
summarising extractive documents, uses linear optimi-
sation of various sentence ranking measures using a
generic algorithm (Litvak et al., 2010).
Participants in past years of the FNS workshop se-
ries used a variety of machine learning techniques
for automatic summarisation of financial documents.
Baldeon Suarez et al. (2020) used a combination
of machine learning and statistical methods to cal-
culate the importance of sentences based on fea-
tures such as keywords, position, similarity, and top-
ics. Litvak et al. (2020) combined topic modelling
and discourse structure based on heuristic assump-
tions to create a new method for hierarchical sum-
marisation of reports. Krimberg et al. (2021) used
the Term Frequency-Inverse Document Frequency (TF-
IDF) weighing method to identify the top 1000 most
important words in a document and extract them as the
summary.
Litvak et al. (2010) used the MUSE tool to filter large
financial summaries, then combined different tech-
niques like BERT and node embeddings, a similarity
graph, and finally a neural LSTM model to train for
sentence classification (Litvak and Vanetik, 2021). The
participants also explored a combination of knowledge

1http://wp.lancs.ac.uk/cfie/fns2022/

graph and deep learning approaches (Arora and Rad-
hakrishnan, 2020; Vhatkar et al., 2020).
Language models like BERT (Devlin et al., 2019) and
T5 (Raffel et al., 2020) are also used by participants
in the FNS shared task (La Quatra and Cagliero, 2020;
Orzhenovskii, 2021). Zmandar et al. (2021b) proposed
a method that uses a combination of pointer network
(Vinyals et al., 2015) and T5. They first use pointer net-
work to extract the important sentences from the docu-
ments and then paraphrase the extracted sentences us-
ing a T5 model. To bridge the two models, they also
use policy-based reinforcement learning. Sentence-
BERT based clustering has also been effectively used
by Gokhan et al. (2021).

3. FNS Data
The FNS 2022 shared task is organised annually to
illustrate the challenges and potential of using auto-
matic text summarisation for financial text documents
in Spanish, English and Greek languages. These fi-
nancial text documents can be anything ranging from
financial company disclosures, budgeting, company’s
future prospects, etc. The FNS dataset contains the
text extracted from United Kingdom (UK), Spanish and
Greek companies’ financial reports that are published
annually in PDF format (El-Haj et al., 2020a).
Participants are asked to provide concise single sum-
maries extracted from important sections from the fi-
nancial annual reports of UK companies. The sys-
tem generated summaries should reflect on the analysis
and appraisal of the businesses’ financial pattern over
the last year, as supplied by annual reports. The FNS
golden reference summaries are not written by human
experts; instead, the experts who have created the fi-
nancial reports inform which sections in the annual re-
ports are considered a summary of the entire annual re-
port, and those sections are used as gold standard sum-
maries.
A typical financial report includes both numerical and
narrative sections. Numerical sections refer to tables
about tax returns, budgeting, expenditure and financial
statements. The narrative sections comprise annual or
quarterly highlights of the company, their future out-
look, statements from the board of directors and man-
agement, etc. In this shared task, the participants are
required to extract information from key narrative sec-
tions and produce a concise summary for each annual
report such that the length of the summary should not
exceed 1000 words (Zmandar et al., 2021a).

Dataset Reports Summaries

Training 3000 9873
Validation 363 1250
Testing 500 N/A

Table 1: Statistics of FNS 2022 dataset for Training,
Validation and Test.
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Table 1 shows the number of reports in the training,
validation and test data provided by the FNS organis-
ers. In the training and validation data provided, there
are around 3 to 7 golden summaries for each report.
Recall-Oriented Understudy for Gisting Evaluation
(ROUGE) (Lin, 2004) is the measure we utilise to eval-
uate our systems. Text summarisation tasks are fre-
quently evaluated using ROUGE metrics. ROUGE is
a collection of metrics that compare system-generated
summaries to a set of ideal or reference summaries au-
tomatically. There are several distinct ROUGE mea-
sures depending on the amount of granularity of texts
between the system and reference summaries. Among
all of them, we use ROUGE-N, ROUGE-SU, and
ROUGE-L as these metrics are used by FNS organ-
isers. The ROUGE-N measure calculates the overlap
between the system-generated summary to be assessed
and the reference summaries in terms of unigram, bi-
gram, trigram, and higher-order n-grams. ROUGE-
L measures the longest matching sequence of words,
while ROUGE-SU measures the co-occurrence statis-
tics based on skip-bigram plus unigrams. The overlap
of word pairs with a maximum of two gaps between
them is measured by skip-bigram (Ganesan, 2015).

4. Systems Overview
In this section, we describe the approaches used in our
two systems and the experimental setup that we ex-
plored when addressing the shared task of FNS 2022.

4.1. Longformer-Encoder-Decoder (LED)
BERT-style transformer models typically limit the se-
quence length to 512 tokens as they scale quadratically
due to their self-attention mechanism (Devlin et al.,
2019; Liu et al., 2019). To overcome this memory and
computational constraint for long sequences, Beltagy et
al. (2020) introduced Longformer, a transformer archi-
tecture that utilises a self-attention pattern which scales
linearly with the sequence length, allowing it to pro-
cess long documents. Longformer has made it easier to
process long documents for natural language tasks like
question answering, long document classification, and
co-reference resolution.
The original Transformer architecture (Vaswani et al.,
2017) uses an encoder-decoder pipeline for generative
sequence-to-sequence tasks like translation and text
summarisation. Encoder-Deccoder architectures like
BART (Lewis et al., 2020) and T5 (Raffel et al., 2020)
have achieved good results on sequence-to-sequence
tasks but are not able to scale to longer sequences.
Longformer-Encoder-Decoder (LED), a Longformer
variant (Beltagy et al., 2020), has both encoder and
decoder transformer stacks and utilises their efficient
local+global attention pattern that can handle the long
text sequence-to-sequence tasks efficiently (Sutskever
et al., 2014).
We decided to use LED as the pretrained model for all
our experiments considering the average report length

in the FNS dataset is around 80 pages. We have
mainly focused on only English language summarisa-
tion and formulated the task as an extractive summari-
sation task.
In the FNS training and validation datasets, each report
has 3 to 7 golden reference summaries. We examined
the reports and the golden summaries, and discovered
that at least one golden summary was extracted from
the report as a continuous sequence of text or section.
In addition, the majority of the reference summaries
were located at the beginning of the report. To train
our systems, we applied the same approach as Orzhen-
ovskii (2021) and chose the summary that had at least
one continuous block of text in the report and also the
most intersection with other summaries as our golden
summary.
Our system takes the first 8192 tokens from the report
as input and the first 1024 tokens from the selected
golden summary as the target output. The system gen-
erates 1024 tokens as output predictions. The ROUGE
F1 metrics was very low when we used the 1025 gen-
erated tokens as predicted summary because the sum-
mary length was less than 1000 words. As a result,
we identify the sequence of text in the input report that
matches this generated text and choose 1000 words as
the output summary.

Hyper-parameters Values

source length 8192
target length 1024
epochs 3,5
learning rate 5e-5
batch size 1
beam size 2,4

Table 2: Training hyper-parameters.

In our experiments, the pretrained language model
was ”led-large-16384,” along with its tokenizer, all
of which are freely available from the Huggingface
Transformers Library (Wolf et al., 2020). The hyper-
parameters for both fine-tuning steps were set to the
default values used by the Longformer developers, un-
less stated otherwise. The systems were trained on
the training dataset to fine-tune the hyper-parameters
and later validated on the FNS validation dataset. The
hyper-parameters used are listed in Table 2. Due to
computational limitations, we were only able to exper-
iment with a batch size of 1. Note that in Table 3, “mac-
quarie1” and “macquarie2” are variations of longform-
ers with different hyper-parameters.

4.2. Sequential Fine-tuning
In our second approach for the system “macquarie3”,
we follow a sequential fine-tuning approach by first
fine-tuning on a large dataset and then on the target
FNS dataset. This intermediate stage of fine-tuning
is ideal in this case due to the small size of the FNS
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Figure 1: Diagram depicting our system’s fine-tuning strategy.

System Name R-1 / F R-2 / F R-L / F R-SU4 / F

UoBNLP 0.480 0.250 0.400 0.290
TFIDF-SUM-3 0.433 0.209 0.374 0.250
MUSE 0.243 0.040 0.238 0.079

macquarie1 0.436 0.294 0.426 0.345
macquarie2 0.442 0.302 0.434 0.353
macquarie3 0.443 0.302 0.432 0.352

Table 3: Results of our systems on the FNS validation dataset. Our top scoring model is highlighted in bold.
The rouge F-measure scores at unigram, bigram, longest common sub-sequence, and skip-gram based metrics
are represented by the columns R-1/F, R-2/F, R-L/F, and R-SU4/L, respectively. UoBNLP (Gokhan et al., 2021),
TFIDF-SUM-3 (Krimberg et al., 2021) are the validation results from past years and MUSE (Litvak et al., 2010)
is the top baseline model. The highest score among our submissions is in bold.

dataset. We choose the arXiv summarisation dataset
(Cohan et al., 2018), as there is no other large scale
financial summarisation dataset that was readily avail-
able. We first fine-tune the “led-large-16384” model on
the arXiv dataset and then on the target FNS dataset.
We used the same hyper-parameters listed in Table 2.
This approach is illustrated in Figure 1.

5. Results and Discussion

System Name R-2 / F

Top Ranked System 0.374

macquarie1 0.303
macquarie2 0.301
macquarie3 0.302

Table 4: Results of our three submissions along with
the top ranked system (LIPI) from the official FNS
2022 shared task results.

Table 3 contains the results of our validation exper-
iments. Note that “macquarie1” and “macquarie2”
are fine-tuned with the traditional approach and “mac-
quarie3” is fine-tuned using the staged fine-tuning
approach discussed in Section 4.2. “UoBNLP” is
Sentence-BERT based system that applies clustering

algorithm to generate dynamic summaries (Gokhan et
al., 2021). “TFIDF-SUM-3” uses TF-IDF features to
extract the important sentences to form summaries.
We used the ROUGE Java package2 evaluation metrics
as our main metrics for the evaluation of our models
(Ganesan, 2015). FNS organisers also use ROUGE 2 as
their main metric for ranking the teams’ submissions on
the leaderboard. ROUGE-2 F1 score on the test dataset
is used for ranking the teams.
Based on the validation results, we observe that our
systems performed better than the current state-of-the-
art systems in all the ROUGE metrics except one (R-
1/F). We also observed that there was no significant im-
provement in the performance of the system using the
sequential fine-tuning approach. Table4 lists the results
of our submissions in the FNS 2022 shared task. We
observe that our results are similar to our validation re-
sults. However, other participants’ systems performed
better than ours in the FNS 2022 shared task 3.
On analysis of the predicted summaries, we found that
LED is good at identifying the beginning part of the
narrative section, however, the challenge still remains
to identify the end span for a long length documents
like financial reports. LED can handle up to 16K input
tokens but not 16K decoder output tokens. The idea

2https://github.com/kavgan/ROUGE-2.0.
3http://wp.lancs.ac.uk/cfie/fns2022/
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behind LED was to be able to process very long in-
puts (articles to summarise) with the assumption that
the decoder outputs did not have to be very long (sum-
maries). This is also the reason for the model not show-
ing any significant improvement when using the se-
quential fine-tuning approach.

6. Conclusion and Future Work
Our participation in the FNS 2022 was primarily fo-
cused on English language summarisation. We submit-
ted three LED-based systems and also investigated the
effect of sequential fine-tuning with the FNS dataset
as our use case. Our systems performed better than
the current state-of-the-art systems on the validation
dataset. However, from our experiments we also found
that staged fine-tuning had no impact on the perfor-
mance of the system.
In future work, to locate the end span of the summary,
the input sequence can be truncated into smaller chunks
and fed into the language models. Later, each extracted
summary could be concatenated to get the final sum-
mary. To capture the inter-sentence relationships better,
graph-based neural networks can also be explored.
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