
Proceedings of the Fourth Workshop on Financial Technology and Natural Language Processing (FinNLP), pages 132 - 135
December 8, 2022 ©2022 Association for Computational Linguistics

Yet at the FinNLP-2022 ERAI Task: Modified models for evaluating the
Rationales of Amateur Investors

Yan Zhuang
University Of Electronic Science And

Technology Of China
delecisz@gmail.com

Fuji Ren∗

University Of Electronic Science And
Technology Of China

renfuji@uestc.edu.cn

Abstract

The financial reports usually reveal the recent
development of the company and often cause
the volatility in the company’s share price.
The opinions causing higher maximal poten-
tial profit and lower maximal loss can help
the amateur investors choose rational strategies.
FinNLP-2022 ERAI task aims to quantify the
opinions’ potentials of leading higher maximal
potential profit and lower maximal loss. In this
paper, different strategies were applied to solve
the ERAI tasks. Valinna ‘RoBERTa-wwm’
showed excellent performance and helped us
rank second in ‘MPP’ label prediction task.
After integrating some tricks, the modified
‘RoBERTa-wwm’ outperformed all other mod-
els in ‘ML’ ranking task.

1 INTRODUCTION

With the development of data mining and natural
language processing techniques, more and more
people are looking at textual information in vari-
ous fields. One such area is finance. Based on the
financial corpora, researchers have pre-trained sev-
eral models, like Mengzi-Fin (Zhang et al., 2021)
and various versions of FinBERT (Liu et al., 2021;
Yang et al., 2020; Araci, 2019), which help better
learn the semantic layer of financial domain knowl-
edge and more comprehensively learn the feature
distribution of financial domain words and phrases.
Besides, there are a number of researchers who pre-
dict future events with texts (Zong et al., 2020), like
mining the sentiment of financial posts to predict
which stock has better returns (Chen et al., 2021b).
Chen et al. (2021a) compares the rationales of ex-
perts and those of the crowd from stylistic and
semantic perspectives to find the top-ranked opin-
ions, and find they can increase potential returns
and reduce downside risk.

In addition, FinNLP teams holds a series of
workshops to help collect the research related to
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AI in FinTech (Chen et al., 2019, 2018; Zong et al.,
2020; Chen et al., 2020), and to handle some fron-
tier financial problems. This year they have part-
nered with EMNLP and hold ERAI shared task
to evaluate the rationales of amateur investors by
predicting the maximal potential profit (MPP) and
maximal loss (ML) of the given analytical opin-
ions (Chen et al., 2022). We participated it and
came up with several solutions like changing the
optimizer, using ‘Stochastic Weight Averaging’
method, which helped us rank 2nd in the ‘MPP’
classification subtask and 1st in the ‘ML’ ranking
subtask.

2 TASK SETTING AND DATASETS

There are two subtasks in the Evaluating the Ra-
tionales of Amateur Investors (ERAI) shared task
(Chen et al., 2022), namely ‘Pairwise Comparison’
and ‘Unsupervised Ranking’. The former one in-
cludes two binary classification tasks. One aims
to determine, given the opinion pairs, whether the
given opinion 1 will lead to higher maximal poten-
tial profit (MPP) than the given opinion 2, while
another requires to determine whether the opinion
1 will to higher maximal loss (ML) than the given
opinion 2. ‘Unsupervised Ranking’ task requires
to find out the top 10% of the given posts that will
lead to higher MPP. The datasets are collected from
one of the largest financial social media platforms
in Taiwan, PTT Stock 1 and MObile01 (Chen et al.,
2022). And the posts are available in both English
and Chinese. There are 200 post pairs and their
corresponding ‘MPP’ values and ‘ML’ values in
the training phase, while 87 post pairs in testing
phase of ‘Pairwise Comparison’ task and 210 posts
in testing phase of ‘Unsupervised Ranking’ task.

1https://www.ptt.cc/bbs/Stock/index.html
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3 METHOD

We applied different strategies to handle the ERAI
tasks. In both subtasks, we used a BERT-type pre-
trained model (Devlin et al., 2018), but we treated
‘Pairwise Comparison’ subtask as a sentence pair
classification task and ‘Unsupervised Ranking’ sub-
task as a regression task.

We processed Chinese posts in one more step
than English posts, i.e. turning Traditional Chinese
into Simplified Chinese using ‘zhconv’ library 2

for that many models were pre-trained on simpli-
fied Chinese corpus (Cui et al., 2021). Then we
removed the ‘\n’ characters, urls, and Emoticons
in the posts. Finally, we used a max length of 128
truncation of the posts and fed the cleaned posts
into the models.

3.1 Models for Pairwise Comparison Subtask

We used only the original pre-trained model in
this task, in both Chinese and English, and applied
three-fold cross validation for model fusion. Mod-
els include but are not limited to:

FinBERT 3 incorporated knowledge from the
financial domain, introduced phrase and semantic
level tasks, extracted proper nouns or phrases from
the domain, and was pre-trained using a full word
mask and two types of supervised tasks on Chinses
corpora in the BERT pre-training procedure (De-
vlin et al., 2018).

Mengzi-Fin (Zhang et al., 2021) was pre-trained
on financial news, announcements, research reports
crawled from the web following RoBERTa pre-
training procedure (Liu et al., 2019).

RoBERTa-large-pair (Xu et al., 2020) was prt-
trained on CLUECorpus2020 using a semantic sim-
ilarity model. It has a high probability of working
better than using a direct pre-trained model in se-
mantic similarity or sentence pair problems.

RoBERTa-wwm (Cui et al., 2021) was pre-
trained on Chinese corpora using whole word mask-
ing (WWM). Points to note that the model is not the
original RoBERTa model, but only a BERT model
trained in a similar way to RoBERTa training, i.e.
RoBERTa-like BERT.

3.2 Models for Unsupervised Ranking
Subtask

We used the values of the ‘MPP’ and ‘ML’ columns
corresponding to the two posts in ‘Pairwise Com-

2https://pypi.org/project/zhconv/
3https://github.com/valuesimplex/FinBERT

parison’ subtask as targets to train the regression
model. Three strategies were applied.

BERT-LR fed the features of [CLS] token from
the BERT-base model into a regression layer, which
consists of a dropout layer and linear layer. The
model updated the weights of BERT-model and the
regression layer.

BERT-lightGBM selected BERT-base model as
the feature extractor, and put the selected features
from the [CLS] token into lightGBM regressor. It
is important to note that the model only updated
the weights of lightGBM and not the weights of
BERT.

Modified-RoBERTa-wwm chose RoBERTa-
wwm as the backbone and modified it with
‘Stochastic Weight Averaging’ (SWA) (Izmailov
et al., 2018), ‘MADGRAD Optimizer’ (Defazio
and Jelassi, 2022) and multi-sample dropout (Inoue,
2019). Specifically, SWA generates an aggregate
by combining the weights of the same network at
different training stages, and then uses this model
with the combined weights to make predictions.
Here we trained the first 7 out of 10 epochs with
learning rate 2e-5, and trained the left 3 epochs
with learning rate 1e-4. Besides, we replaced the
Adaw optimizer with MADGRAD optimizer for
that the latter one showed excellent performance on
deep learning optimization. Then the [CLS] token
of all hidden states were averaged for multi-sample
dropout, and the output were averaged for the final
predicting.

4 EXPERIMENTS AND RESULTS

Seven models were adapted in ‘Pairwise Compar-
ison’ task and accuracy was selected as the eval-
uation metric, while three strategies were applied
in ‘Unsupervised Ranking’ task and average MPP
and ML are used as the evaluation metric, just as
table 1 and table 2 show. The definition and the
calculation method of MPP and ML can be found
in Chen et al. (2021a).

4.1 Experiments and Results on Pairwise
Comparison Subtask

To better compare the effectiveness of each model,
we first split the data into three folds and then
trained the three models accordingly. The offline
evaluation metric was the average accuracy of the
three models. All the seven models we used in
‘Pairwise Comparison’ task shared a fixed train-
ing config. They were all trained for 3 epochs with
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Models MPP Offline MPP Online ML Offline ML Online
FinBERT 55.48 - 59.01 40.23

Mengzi-Fin 61.48 - 59.01 40.23
BERT-en 62.98 57.47 58.05 40.23

RoBERTa-en 60.48 - 58.47 -
RoBERTa-large-pair 63.00 57.47 - -

RoBERTa-wwm 63.98 57.47 58.47 -
RoBERTa-large 57.53 - - -

Table 1: The evaluation metric is accuracy. ‘-’ denotes that we don’t test the corresponding model. The figures in
‘MPP Offline’ and ‘MPP Online’ columns are the averaged validation accuracy and test accuracy of the three-fold
models in ‘MPP’ label prediction task repectively, and the highest accuracy is highlighted in boldface.

Models Average MPP of Top 10% Posts Average ML of Top 10% Posts
BERT-LR 8.52% -4.35%

BERT-lightGBM 12.10% -5.77%
Modified-RoBERTa-wwm 14.61% -3.24%

Baseline 17.61% -2.46%

Table 2: The evaluation metric was the average MPP and ML of the top 10% posts. Values in ‘Average ML of Top
10% Posts’ column are all negative may because the given golden label values are all negative. The best performance
is highlighted in boldface and the baseline scores are underlined.

learning rate 4e-5, max input length 128, weight de-
cay rate 0.01 and the Adam parameter 1e-8. Table
1 shows the offline and online performance differ-
ent models. ‘FinBERT’, ‘Mengzi-Fin’, ‘RoBERTa-
large-pair’ and ‘RoBERTa-wwm’ were trained on
the Chinese posts, while the others were all trained
on the English opinions. Although ‘FinBERT’ and
‘Mengzi-Fin’ were pre-trained on financial domain
texts, they still performed worse than the models
pre-trained on general domain corpora like ‘BERT-
en’. And the models pre-trained on Chinese cor-
pora showed better performance than the ones pre-
trained on English corpora. This may be because
the English posts were translated and the transla-
tion can lead to errors, in addition to the fact that
there are inherent differences between different lan-
guages. ‘RoBERTa-wwm’ achieved the best accu-
racy, which ranked 2nd in the MPP prediction task.
However, all three models we submitted showed
same accuracy on the test set, which may imply we
should not split the dataset into three folds, or there
is gap between the training and test dataset and our
model don’t learn anything.

4.2 Experiments and Results on Unsupervised
Ranking Subtask

The training config of the models in ‘Unsupervised
Ranking’ task were not the same. ‘BERT-LR’ was
trained for 5 epochs with learning rate 4e-5 and

max input length 300 while ‘Modified-RoBERTa-
wwm’ was trained for 10 epochs with max input
length 256. Besides, the first 7 epochs were trained
with learning rate 2e-5 and the last 3 epochs with
learning rate 1e-4. The [CLS] token of all hidden
states were averaged and then put softmax layer,
normalization layer, regressor with multi-sample
dropout sequentially. Finally, the average output
were used to make predictions. The baseline only
used stylistic and semantic features of the posts,
which can be found in Chen et al. (2021a).

The performance of the three models could be
seen in table 2. The performance of all our models
don’t exceed the baseline. ‘Modified-RoBERTa-
wwm’ outperformed the left two models in both
tasks, while ‘BERT-LR’ performed worst in ‘MPP
’ rank subtask and second worse in ‘ML’ subtask.
It is important to notice that ‘Modified-RoBERTa-
wwm’ ranked first in all competition teams in ‘ML’
rank subtask. Due to time constraints, we did not
apply either the ablation study or the model from
the ’unsupervised ranking’ task to the ’pairwise
comparison’ task, which may also be a good solu-
tion.

5 CONCLUSION

In this work, we introduced our system mod-
els in FinNLP-2022 ERAI task. In ‘Pairwise
Comparison’ task, seven models were discussed
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and ‘RoBERTa-wwm’ outperformed other models
and helped us rank 2nd in the ‘MPP’ classifica-
tion among all submissions. While in ‘Unsuper-
vised Ranking’ task, we tried three strategies and
‘Modified-RoBERTa-wwm’, which incorporated
‘Stochastic Weight Averaging’ (SWA), ‘MAD-
GRAD Optimizer’ and multi-sample dropout,
showed best performance and ranked 1st in the
‘ML’ ranking subtask.

In the future, we want to apply the models in
‘Unsupervised Ranking’ task to ‘Pairwise Compar-
ison’ task through predicting the ‘MPP’ and ‘ML’
values of the posts. Besides, we found that the
values of ’MPP’ and ’ML’ showed a negative cor-
relation in both ‘Pairwise Comparison’ task and
‘Unsupervised Ranking’ task. This may be because
the ‘MPP’ values are all positive and the ‘ML’ val-
ues are all negative, and we are trying to figure out
if this is the reason or not.
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