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Abstract

Toxic span detection is the task of recogniz-
ing offensive spans in a text snippet. Al-
though there has been prior work on classify-
ing text snippets as offensive or not, the task
of recognizing spans responsible for the tox-
icity of a text is not explored yet. In this
work, we introduce a novel multi-task frame-
work for toxic span detection in which the
model seeks to simultaneously predict offen-
sive words and opinion phrases to leverage
their inter-dependencies and improve the per-
formance. Moreover, we introduce a novel reg-
ularization mechanism to encourage the con-
sistency of the model predictions across sim-
ilar inputs for toxic span detection. Our ex-
tensive experiments demonstrate the effective-
ness of the proposed model compared to strong
baselines.

1 Introduction

With the proliferation of social networks, the
amount of textual data posted online is also ever-
increasing. This growth comes with some chal-
lenges too. One of the issues associated with social
networks is the level of toxicity expressed in posts
or comments shared online. The toxic/offensive
languages in social networks can be realized in
different forms such as insults, mockeries, threats,
discrimination, or swearing. Due to their detrimen-
tal effect on users of social networks, it is desirable
to identify and remove offensive text from these
networks.

Since this is an important requirement, the task
of offensive language detection has been exten-
sively studied in NLP community (Schmidt and
Wiegand, 2017; Feng et al., 2018; Borkan et al.,
2019; Sivanaiah et al., 2020; Yasaswini et al., 2021).
However, most of the existing works are limited
to classifying a text snippet as offensive or not.
In other words, these models fail to provide fur-
ther information about what specific phrases in the

text snippet contribute the most to the offensive
tone of the text. This information is necessary for
the moderators to decide further actions for the
posts/comments flagged as offensive, especially if
the text snippet is long. As such, in this work, we
fill this gap by proposing a novel model for the task
of offensive span detection (OSD). As an example,
in the given text “This livestreamer clearly has no
brain, he is such a tool!", the phrase “has no brain"
and the slang word “tool" are two offensive spans
responsible for the toxicity of the text. One of the
barriers for this task is data scarcity. To address
this limitation, we propose a novel model trained
in multi-task setting in which the model is trained
on two tasks: (1) Offensive phrase detection whose
goal is to detect word(s) contributing to the toxic-
ity of the text, (2) Opinion word extraction which
is supposed to assist the main model to pinpoint
word(s) conveying subjectivity. Note that the sec-
ond task could help the model restrict its prediction
to more likely words. As the available resources
for offensive span detection do not provide any
annotation for opinion words in the text, in this
work, we propose to employ transfer learning to
fulfill the training on the second task (i.e., opinion
word extraction). In particular, a separate model
is pre-trained on sentiment polarity prediction on
a sentiment analysis corpus. Afterward, the pre-
trained model is exerted to provide supervision for
the task of opinion word extraction. In addition
to the proposed multi-task setting, we also intro-
duce a novel regularization loss in which the model
is encouraged to make consistent predictions on
similar inputs. Concretely, in this work, we pro-
pose to compute the similarity between samples in
a mini-batch with respect to two criteria: (i) word
representations (ii) prediction of offensive words.
During training, the samples that have the highest
similarity are encouraged to have less discrepancy
with each other. In order to fulfill this goal, for the
first time, we propose to employ Optimal Transport
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to compute the consistency loss between samples.
We evaluate the proposed model on a recently re-
leased dataset for offensive span detection. Our
extensive experiments show the effectiveness of
the proposed model by outperforming the strong
baselines.

2 Model

Formal Task Description: The input to the model
is the document D = [w;, wy, . .., wy,| consisting
of n words. The label provided for the document
is also the sequence Y = [y1, 2, . . . , Yn| in Which
1; is the label for the word w; in BIO format. This
problem is modeled as a sequence labeling task in
which the model predicts the label of every word
w; in the document D. Our proposed method is
based on multi-task training with opinion word
prediction as the auxiliary task. We also propose a
novel regularization using Optimal Transport. The
rest of this section provides details of our approach.

2.1 Main Task

For the main task of offensive span detec-
tion (OSD), we employ the BERT},s. model
with fixed parameters to encode the input text.
Formally, the input to the BERT model is
[CLS|wiws ... w,[SEP] and the representation
of the token at the final layer of the BERT model are
used to represent them, i.e., X = [x1, T2, ..., xy].
Since the parameters of the BERT model are fixed,
to update the representations of the tokens for the
offensive span detection task, we feed the repre-
sentations X to a Bi-directional Long Short-Term
Memory (BiLSTM) network. The hidden states
of the BiLSTM network is used as the final repre-
sentations of the words, i.e., H = [hy, ha, ..., hy).
Finally, a two-layer feed-forward network is em-
ployed to obtain the label distribution P(-|D, w;)
for word w;: P(:|D,w;) = softmax(W; x (W3 *
hi + b1) + b2), where Wy and W are the weight
matrices, b; and by are biases, softmax is the soft-
max function, and the P(-|D,w;) represent the
probability distribution over different labels pre-
dicted by the feed-forward layer for the word w;.
To train this model, we use cross-entropy loss in
word-level (i.e., negative log-likelihood). More
specifically, the following loss function is used:
»cmain = - ZZL log(P(yz|Du wz))’ where Yi is the
gold label for the word w; in the document D in
training data.

2.2 Auxiliary Task

One of the limitations of the existing training data
for OSD is their small size which could hurt the
generalization ability of the model. To alleviate
this issue, we propose to train the model in a multi-
task setting, thus benefiting from the interaction
between the main and the auxiliary task. Specifi-
cally, we choose opinion work extraction (OWE)
as the auxiliary task. In this task, the goal is to find
the words conveying sentiment in text. Note that
opinion words are the super-set of the toxic words,
as such training on OWE could help the model to
restrict its predictions to more likely words. Unfor-
tunately, the existing OSD datasets do not annotate
the opinion words. Therefore, to train the model
on OWE, we resort to transfer-learning, in which
a pre-trained model on another related task, i.e.,
Sentiment Analysis (SA), is employed to guide the
OSD model on the auxiliary task OWE.

Specifically, for the pre-training of the SA
model, we employ the available sentiment analysis
dataset, i.e., Dg 4. In this dataset, every sentence
S' € Dg, is labeled as “Positive", “Neutral" or
“Negative". To train the model S A, the sentence S,
represented by the GloVe embedding of its words,
is encoded by a BiLSTM network, i.e., H =
[R}, by, ..., hl,]. Finally, a feed-forward network
consumes the max-pooled representation of the
sentence S’ to produce the label probability distri-
bution, i.e., P'(:|S") = FF(MAX_POOL(H")).
To train the model, the negative log-likelihood is
employed: Ly, = —log(P(1]5")), where [ is the
label of the sentence S’.

In order to employ the per-trained S A model to
guide the OSD model for OWE, we posit that if
the OSD model masks the opinion words of the
input document D then the pre-trained model S A
will predict Neutral label for the masked document.
Note that without masking, the sentiment of the
document D is always negative. To fulfill this idea,
in our model, we first feed the representation of
the document D, i.e., the vectors H obtained form
BiLSTM of OSD model, to a feed-forward network
to obtain the scores A = [a1, ag, ..., a,], where
a; = o(FF(h;)) and o is the sigmoid activation
function. The scores a; represent the extent to
which the OSD model predicts w; as opinion word.
Next, to mask out the opinion words, the weighted
vectors X’ is computed: X' = [z, 5,...,2]],
where x; = a; * x; and x; is the GloVe embed-
ding of the word w; € D. The masked document

1631



representation X’ is fed into the pre-trained model
S A to obtain the label distribution P’(-| D). Note
that, during training of the main model, the pa-
rameters of the pre-trained SA model are fixed.
To train the main model, we use the following
loss function: L4, = —log(P'(I,|D)), where
Iy, is the Neutral label. As the training could col-
lapse by predicting all-zero vector for A, we use
the following regularization for the auxiliary task:
Lyeqg = |n—SUM(A)|, where n is the length of the
document and SU M (X ) is the sum of all elements
of the vector X.

2.3 Prediction Consistency

In order to address the data scarcity for OSD, we
also propose a novel regularization in which the
model is encouraged to make consistent predic-
tions for similar input documents. Hence, the
model behavior on one sample can guide it on
the other samples too. To this end, we propose
to compute the consistency between model’s pre-
dictions on two documents D; and D; by the cost
of converting (D;,Y;) to (Dj;,Y]) where Y/ and
Yj’ are predictions of the model for documents D;
and Dj, respectively. This problem can be effi-
ciently solved by Optimal Transport (OT). OT is a
method to compute the lowest cost of converting a
probability distribution to another one. Formally,
given the probability distributions p(z) and ¢(y)
over the domains X and ), and the cost function
C(z,y) : X x ¥ — R, for mapping X to ), OT
finds the optimal joint distribution 7*(x, y) (over
X x )Y) with marginals p(x) and ¢(y), i.e., the
cheapest transportation from p(x) to ¢(y), by solv-
ing the following problem:

(x (z,y)dzd
7r€H<acy>// WO Y) 4 (D

7T = min
st.x ~ p(z) and y ~ q(y),

where II(z,y) is the set of all joint distributions
with marginals p(z) and ¢(y). Note that if the
distributions p(z) and ¢(y) are discrete, the inte-
grals in Equation 1 are replaced with a sum and
the joint distribution 7*(x,y) is represented by
a matrix whose entry (z,y) represents the prob-
ability of transforming the data point x € X to
y € Y to convert the distribution p(z) to ¢(y). By
solving the problem in Equation 1!, the cost of
transforming the discrete distribution p(z) to ¢(y)

Tt is worth mentioning that this problem is intractable so

we solve its entropy-based approximation using the Sinkhorn
algorithm (Peyre and Cuturi, 2019).

(i.e., Wasserstein distance Distyy) is defined as:
Distyy = YpexEyeym™(z,y)C(z,y).

In our model, we use the Wasserstein dis-
tance Distyy between two documents to compute
their consistency. In particular, for every pair of
(Dg, D) where Dy and D; are two documents in
the same mini-batch, the domain X is defined over
the word representations of the document Dy, i.e.,
Hj., and the domain ) is defined over the word
representations of the document Dy, i.e., H;. More-
over, in order to define the distributions p(z) and
q(y), we take the probability of the label O for
each word of the document Dj, and D; predicted
by the main task model and feed that into a softmax
function.

Finally, to define the cost function C'(z;, y;), we
use the Euclidean distance between the two vector
representation h; and h; for the word w; of Dy,
and the word w; of Dy: C(xs,y;) = ||hi — hyl.
Using these definitions, we can use OT to compute
the Wasserstein distance Dist];{} between the doc-
ument Dj and D; in the same mini-batch. Finally,
we select the document D; as the most similar
document to Dy, where: k' = argminlDist’;V’l

Hence, we define the consistency loss for docu-
ment D, as its Wasserstein distance to the similar
document Dy/: Leons = Distl;[’,k/.

Finally, we use the following loss function with
trade-off parameters «, 3, and +y to train the entire
model: £ = Lmain+a*£aux+ﬁ*£reg +y%Leons

3 Experiments

In order to evaluate the effectiveness of the
proposed model, called TPOSD (Transfer learn-
ing and Prediction consistency for Offensive
Span Detection), in our experiments, we use the
dataset of SemEval 2021 Task 5 (John Pavlopou-
los and Laugier, 2021). We use the offi-
cial splits with 7939/690/2000 documents in
train/development/test sets. Also, to pre-train the
SA model for the sentiment analysis task to be used
for auxiliary training, we employ the Amazon-2
dataset Zhang et al. (2015). In our model we use
the (fixed) BERT}s to encode data; 250 dimen-
sions for the hidden states of LSTM and 2 layers
for feed-forward neural networks with 250 hidden
dimensions. The trade-off parameters «, 5 and ~y
are set to 0.1, 0.1, and 0.05, respectively. The learn-
ing rate is set to 0.3 for the Adam optimizer and
the batch size of 64 is employed during training.
we compare the performance of TPOSD with
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Model Precision | Recall F1

BiLSTM-CRF 55.31 62.57 | 58.72
BERT-CRF 61.45 65.03 | 63.19
DUAL-MRC 60.13 69.02 | 64.27
SANER 62.96 71.07 | 66.77
IITK - - 68.20
TPOSD (Ours) 67.78 71.92 | 69.79

Table 1: Performance of the models on the test set of
the SemEval 2021 Task 5 dataset.

the following baselines: (1) BILSTM+CRF: The
GloVe embedded document is encoded by BiL-
STM and the labels are predicted by a CRF layer;
(2) BERT+CRF: BERT},,. parameters are fine-
tuned on OSD task and the task-specific head, i.e.,
CRE, is employed for label prediction; (3) IITK
(Bansal et al., 2021): This baseline is the exist-
ing SOTA model on SemEval 2021 Task 5 dataset;
(4) SANER (Nie et al., 2020): This baseline is
the SOTA model for sequence labeling on user-
generated text; (5) DUAL-MRC (Mao et al., 2021):
This is the SOTA model for opinion and aspect term
extraction. Note that since there are not target an-
notations in SemEval dataset, we skip the aspect
term extraction task in the training of this baseline.

Results: Table 1 shows the performance of the
models on the test set. There are several obser-
vations from this table. First, the BILSTM-CRF
model significantly underperforms the other base-
lines that employ BERT embedding. It clearly
shows that the background knowledge encoded in
the BERT model is necessary for the task of of-
fensive span detection. Second, both DUAL-MRC
and SANER baseline outperform the BERT-CRF
model. This higher performance could be attributed
to their capability to augment the representation of
the words obtained from the BERT model. Third,
among all baselines, our proposed model achieves
the highest performance. Our hypothesis for the
achieved improvement is that the proposed model
is able to restrict its predictions to the more prob-
able candidate spans, i.e., opinion words, due to
the training of the auxiliary task. Moreover, it per-
forms more consistently across different documents
thanks to the consistency regularization employed
during the training of the model.

Analysis: To study the contribution of the pro-
posed techniques, we conduct an ablation study on
the development set of the SemEval 2021 Task
5 dataset. Specifically, we ablate the auxiliary
task (OWE™), the regularization in the auxiliary

Model Precision | Recall F1

TPOSD 66.88 70.85 | 68.81
OWE~ 65.60 62.72 | 64.13
AuxReg~ 65.11 66.99 | 66.04
Cons™ 67.19 65.47 | 66.32
Cons™s¢™m 65.44 66.83 | 66.13
Cons™Pred | 6524 | 70.59 | 67.81

Table 2: Ablation study on the development set of the
SemEval 2021 Task 5 dataset.

task (AuxReg™), i.e., L4, the consistency loss
(Cons™), i.e., Leons. Also, we study the perfor-
mance of the model when the Wasserstein dis-
tance is computed regardless of the document
representations (Cons ™~ *"*) or model predictions
(Cons~P¢%). The results are shown in Table 2.
This table shows that all components are necessary,
as removing each will hurt the performance. Specif-
ically, the auxiliary task has the largest effect on
the final performance, indicating the importance of
the proposed method. For the case study analysis,
see appendices.

In the proposed approach, to simultaneously
train the model on OSD and OWE, as the exist-
ing training data for OSD does not provide gold
labels for OWE, we resort to transfer-learning, in
which a pre-trained sentiment-analysis model is
employed to supervise the main model on OWE
task. However, one natural question is that why
transfer-learning is the optimal approach to train
the model on OWE? To answer this question, in this
section, we propose a baseline, in which a model
pre-trained on OWE is employed to automatically
annotate the existing OSD training data with opin-
ion words for OWE task. In particular, we first train
a sequence-tagger consisting of a BILSTM encoder
followed by a feed-forward layer on the available
OWE dataset. Specifically, in our experiments,
we use the combinations of the four benchmark
datasets presented by Fan et al. (2019) as the train-
ing data to pre-train the OWE model. Note that the
original datasets by Fan et al. (2019) provide opin-
ion words with respect to a given target mention.
However, in the pre-training of the OWE model, we
aim to train the model to detect all opinion words
in the input text. As such, in our experiments, we
combine opinion words of all samples of the same
sentence in the dataset. Finally, the pre-trained
OWE model is employed to annotate the opinion
words in the OSD dataset, i.e., SemEval 2021 Task
5 (John Pavlopoulos and Laugier, 2021). The au-
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Model ‘ Precision ‘ Recall ‘ F1
Pre-Train OWE 64.11 68.83 | 66.39
TPOSD (Ours) 67.78 71.92 | 69.79

Table 3: Performance of the models on the test set of
the SemEval 2021 Task 5 dataset.

tomatically annotated OSD dataset with opinion
words is next employed to jointly train the main
model on OSD and OWE. Concretely, the repre-
sentations of the words obtained from the main
model BiLSTM, i.e., H = [hy, ho, ..., hy], are fed
into two different feed-forward layers F'Fpsp and
FFowEg to obtain the label probability distribu-
tion Posp(+|D,w;) and Powg(:|D,w;), respec-
tively: Posp(:|D,w;) = softmax(FFogsp(hi)),
and POWE("D7 wi) = softmax(FFOWE(hi)).

Finally, the following loss functions
are employed for each task: Losp =
— > 1 log(Posp(y2°P|D, w;)) and

Lowr = — > log(Powr(y?" " |D,w)),
where yiOSD and yJOWE are the gold labels for

offensive span detection (OSD), provided in the
SemEval dataset, and opinion word extraction
(OWE) tasks, provided by the pre-trained OWE
model, for 7-th word. The overall loss to train the
model jointly on both tasks is then defined by:
Liotal = Losp + a* LowE.

We call this baseline Pre-Train OWE and its
performance on the test set of the SemEval dataset
is reported in Table 3. This table shows that this
baseline under-performs our transfer-learning ap-
proach. Our hypothesis for this inferior perfor-
mance is that compared to our transfer-learning
approach that utilizes soft filtering of the input text
to identify the opinion words, the pre-trained model
employs the discrete labels for OWE generated by
the pre-trained model. As the pre-trained OWE
model could be erroneous, thus the errors can more
easily deflect the training of the main model. Un-
like this baseline, in our proposed model, the opin-
ion words are denoted by the scores A discussed in
section 2.2. As such, the soft opinion word extrac-
tion mechanism in our proposed model has more
potential to overcome errors in the OWE task.

4 Related Work

Prior works related to this task can be categorized
into two groups: (i) Toxicity Detection: These
works aim to classify a piece of text as toxic or non-
toxic (Wulczyn et al., 2017; Borkan et al., 2019;
Schmidt and Wiegand, 2017; Pavlopoulos et al.,

2017a,b, 2019; Zampieri et al., 2019). The main
limitation of these works is that they cannot recog-
nize the spans in the text that are responsible for the
toxicity of the text. (ii) Opinion Word Extraction:
In this group, models perform a sequence labeling
task to identify the spans in the text that convey
the sentiment (Liu et al., 2015; Xu et al., 2018; Yin
et al., 2016; Wang et al., 2016, 2017; Li and Lam,
2017; Mao et al., 2021). The major limitation of
all these models is that they require the existence
of the target opinion (i.e., the word or phrase that
the text has a sentiment polarity toward it).

5 Conclusion

In this work, we proposed a novel model for offen-
sive span detection. To train the model, in a novel
framework, we propose to exploit the interaction
with the related task of opinion word extraction.
Specifically, in a multi-task learning setting, we
train the model for offensive and opinion word ex-
traction. Also, we introduce a novel regularization
loss based on optimal transport which encourages
the consistency of the model prediction on simi-
lar documents. Our experiments on the available
benchmark dataset show the effectiveness of the
proposed model and outperform strong baselines.
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A Case Study

To qualitatively study the improvement achieved by
the proposed model, in Table 4, we present some
cases that the proposed model could successfully
identify the offensive spans while the other base-
lines fail. Specifically, cases 1 and 2 show that
the baseline BERT-CRF incorrectly predict non-
opinion words/phrase “gross reliance" and “joke"
as the offensive spans. On the other hand, TPOSD
successfully predicts the offensive spans. This im-
provement could be attributed to the training of
the main model on opinion word extraction which
could restrict model decisions to more likely words.
Moreover, in case 3, the baseline BERT-CRF incor-
rectly predicts the word “strange" as the offensive
word. However, the proposed TPOSD model suc-
cessfully identifies the word “idiot" as the only
offensive word in the text. Among other reasons,
the better performance of the proposed model for
this case could be due to the regularization enforced
during training which helps the model learns from
other samples that “strange" is less likely to be
used as the offensive word.
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ID Document BERT-CRF TPOSD Gold

Sorry. Damn spell checker and my gross reliance on it! My gross

1 . . D D
humblest apologies :-) reliance amn amn

) Yea.h,‘ wh.at a joke. Theyican t c.o.nﬁrm the gunshot wounds joke Ridiculous Ridiculous
were inflicted by the police? Ridiculous.

3 Hard to believe this strange comment! He is such an idiot.  strange, idiot idiot idiot

Table 4: Case study in SemEval 2021 Task 5 dataset. Predicted offensive words by the BERT-CRF and the proposed
model, TPOSD, along with gold labels are provided.

1637



