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Abstract

Recently, hybrid systems of clustering and
neural diarization models have been success-
fully applied in multi-party meeting analysis.
However, current models always treat over-
lapped speaker diarization as a multi-label
classification problem, where speaker depen-
dency and overlaps are not well considered.
To overcome the disadvantages, we reformu-
late overlapped speaker diarization task as a
single-label prediction problem via the pro-
posed power set encoding (PSE). Through this
formulation, speaker dependency and over-
laps can be explicitly modeled. To fully
leverage this formulation, we further propose
the speaker overlap-aware neural diarization
(SOND) model, which consists of a context-
independent (CI) scorer to model global
speaker discriminability, a context-dependent
scorer (CD) to model local discriminability,
and a speaker combining network (SCN) to
combine and reassign speaker activities. Ex-
perimental results show that using the pro-
posed formulation can outperform the state-of-
the-art methods based on target speaker voice
activity detection, and the performance can be
further improved with SOND, resulting in a
6.30% relative diarization error reduction.

1 Introduction

Speaker identity is an import information for
speaker-attributed automatic speech recognition
(Carletta et al., 2005; Barker et al., 2018) and dia-
logue comprehension (He et al., 2021), especially
in multi-party meeting scenarios (Yu et al., 2022a).
Recently, speaker diarization is developed to detect
and track speakers with acoustic features. In gen-
eral, speaker diarization methods can be divided
into three groups, i.e., clustering-based algorithms,
end-to-end models and hybrid systems.
Clustering-based methods comprise three in-
dividual parts, including speech segmentation,
embedding extraction, and clustering algorithm.

Specifically, a long-term audio is first split into sev-
eral segments by voice activity detection (VAD).
Then, speaker embeddings (Dehak et al., 2011;
Wan et al., 2018; Snyder et al., 2018) are extracted
for each segment, which are partitioned into clus-
ters by unsupervised clustering algorithms, such as
k-means (Dimitriadis and Fousek, 2017), spectral
clustering (Ning et al., 2006), agglomerative hier-
archical clustering (AHC) (Garcia-Romero et al.,
2017), and Leiden community detection (Zheng
and Suo, 2022). However, such clustering al-
gorithms are in an unsupervised manner, which
does not minimize the diarization errors directly.
To overcome this issue, neural models are intro-
duced, such as Li et al. (2021) and Zhang et al.
(2022). Recently, the variational Bayesian hidden
Markov model (VBX) is introduced to refine the
clustering results (Diez et al., 2019). Although
VBx achieves impressive performance on several
datasets (Castaldo et al., 2008; Ryant et al., 2019),
it has trouble handling overlapping speech due to
speaker-homogeneous assumption.

End-to-end (E2E) approaches treat speaker di-
arization as a multi-label classification problem,
where a deep neural network is employed to predict
a set of binary labels (speaker activities) for each
timestep. In this way, E2E models can deal with
overlapping speech and minimize diarization errors
directly. In Fujita et al. (2019a), the utterance-level
permutation-invariant training (uPIT) loss (Kol-
baek et al., 2017) is employed to train the end-to-
end neural diarization (EEND) model which is fur-
ther improved in Fujita et al. (2019b) and Liu et al.
(2021). To deal with an unknown number of speak-
ers, the encoder-decoder based attractor is involved
into EEND (Horiguchi et al., 2020). Another E2E
model is the recurrent selective attention network
(RSAN), which jointly performs source separation,
speaker counting, and diarization. Although a lot
of efforts have been made (Horiguchi et al., 2021;
Xue et al., 2021; Wang and Li, 2022), E2E mod-
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els still have a low scalability to a large number
of speakers and long-term audios due to the label
permutation problem and memory limitation. To
deal with long-term audios in multi-party meeting
scenarios, a hybrid system of clustering and neural
diarization model can be a reasonable approach
(Medennikov et al., 2020; Kinoshita et al., 2021;
Yu et al., 2022b). In Medennikov et al. (2020),
the unconstrained k-means algorithm is used to
extract x-vectors (Snyder et al., 2018) as speaker
profiles. Then, the profiles are consumed by a neu-
ral diarization model, target-speaker voice activity
detection (TSVAD), to obtain frame-level diariza-
tion results. TSVAD model takes acoustic features
along with x-vectors for each speaker as inputs. A
set of binary classification output layers produces
activities of each speaker. Recently, TSVAD is
widely-used in multi-party meeting scenarios, and
achieves the state-of-the-art performance (Yu et al.,
2022b; Wang et al., 2022; Zheng et al., 2022).

In both TSVAD and E2E approaches, overlap-
ping speaker diarization is formulated as a multi-
label classification problem. This formulation ig-
nores speaker dependency, and speaker overlaps are
not explicitly modeled, which can cause much miss
detection and false alarm errors. To overcome the
disadvantages, we reformulate overlapping speaker
diarization as a single-label prediction problem
via power set encoding. In this way, speaker de-
pendency and overlaps are explicitly modeled by
predicting a single label of speaker combinations
rather than a set of multiply binary labels. To
fully leverage this formulation, we further pro-
pose the speaker overlap-aware neural diarization
(SOND) model. In SOND, a context-independent
(CI) scorer is employed to model global speaker
discriminability, while a context-dependent (CD)
scorer is involved to discover local discriminability
of speakers in the same audio. Given CI and CD
scores, a speaker combining network is proposed
to combine and reassign speaker activities. As a
results, the proposed method achieves a 6.30% rela-
tive improvement than the state-of-the-art methods

on a challenging real meeting scenarios .

2 System Description

An overview of our speaker diarization system is
shown in Figure 1. Given a long-term audio, we
first remove its silence regions according to the

'Our code is available at https://github.com/ZhihaoDU/
du2022sond

results of voice activity detection. Then, we uni-
formly clip the voiced signal into segments with
a fixed length. For each segment, a speaker em-
bedding is extracted from a pre-trained neural net-
work. Next, we perform spectral clustering on the
extracted speaker embeddings, and the clustering
centroids are treated as speaker profiles. Given the
clipped segments and speaker profiles as inputs, a
neural diarization model is employed to estimate
speaker activities across all timesteps. Finally, we
perform post-processing on the diarization results
of segments and obtain the transcription of entire
long-term audio.

2.1 Voice Activity Detection

Voice activity detection (VAD) aims at finding out
the voiced regions in an audio signal. In multi-
party meeting scenarios, regions with one or more
speakers are marked as “voiced”, and others are
treated as “unvoiced”. In our experiments, VAD
results have been already provided by the corpus
for fair evaluation, therefore, we directly use the
official VAD results in our system.

2.2 Segmentation

For neural diarization model, we uniformly clip the
voiced signal with a window size of 16s shifted
every 4s. For embedding extraction, to guarantee
the speaker-purity of each segment, we further clip
the voiced segments into shorter chunks with a
chunk size of 1.28s and a shift of 0.64s.

2.3 Embedding Extraction

We employ the ResNet34 (He et al., 2016) as our
speaker embedding extractor. The encoding layer is
based on statistic pooling (SP), and the dimension
of the speaker embedding layer is 256. More details
about model architecture are provided in A.1. The
ArcFace loss function (Deng et al., 2019) with a
margin of 0.25 and softmax pre-scaling of 8 is used
to optimize the speaker embedding model.

2.4 Spectral clustering

In our system, we employ a bidirectional long
and short term memory (Bi-LSTM) based recur-
rent neural network (RNN) to construct the affin-
ity matrix for spectral clustering as in Lin et al.
(2019). Specifically, m extracted speaker embed-
dings [e1, e, ..., e,] are concatenated with re-
peated e; to predict the i-th row of affinity matrix.
We employ a stacked RNN with two Bi-LSTM lay-
ers followed by two fully-connected layers. Each
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Figure 1: An overview of our speaker diarization system. SOND denotes the proposed speaker overlap-aware

neural diarization model.

Bi-LSTM layer has 512 units (256 forward and
256 backward). The first fully-connected layer has
64 outputs with the ReL.U activation, and the sec-
ond layer has one unit with the sigmoid activation.
After spectral clustering, we obtain the centroids
of speakers in the entire long-term audio, which
are used as speaker profiles for neural diarization.
More details can be found in Lin et al. (2019) and
Wang et al. (2022).

It should be noted that the number of speaker
profiles can be different among long-term audios,
which is not friendly to the following neural di-
arization. To handle this problem, we zero-pad the
profiles of each long-term audio in order to have
the same number of profiles N. In our experiments,
the maximum number of profiles NV is set to 16.

2.5 Neural Diarization

Given T acoustic features of a segment X =
[x1,X2,...,x7] and N speaker profiles of the en-
tire long-term audio V' = [vq, va, ..., vy], a neu-
ral network (NN) is employed to model the pos-
terior probability ¥, ;, which represents whether
speaker n talked at timestep ¢:

P(yn,t = 1‘X> V) = NN(Vth§ X, V) (1)
We will describe our proposed speaker overlap-
aware diarization model in section 3.

2.6 Post-processing

To obtain the entire transcription with speaker and
timestep attributes, a two-step post-processing is
performed on the diarization results of clipped seg-
ments. First, we employ a median filter to smooth
the segmental results. According to our prelimi-
nary experiments, the filter window size is set to
1.28s. Then, the smoothed segmental results are
concatenated in the chronological order to obtain
the time stamps for each speaker. We find that
the final performance can be further improved by

using the predicted transcriptions to extract pro-
files. Therefore, we run our system three times
iteratively.

3 Speaker Overlap-aware Neural
Diarization

In the proposed speaker overlap-aware neural di-
arization model (SOND), input acoustic features
and speaker profiles are first projected into the
same space by the speech and speaker encoders,
respectively. Then, the encoded features and pro-
files are fed into context-dependent and context-
independent scorers. Finally, scores of different
speakers are combined to predict the power set en-
coded labels through a speaker combining network.
A diagram of SOND is shown in Figure 2.

3.1 Speech and Speaker Encoders

The speech encoder has the similar model architec-
ture as the embedding extractor, which consists of
convolutional blocks (Conv), statistic pooling (SP)
and embedding layer (Emb) as described in A.1.
However, different from embedding extractor, the
statistic pooling of speech encoder is calculated on
a window rather then the entire segment:

h; = SpeechEncoder(X)

2
= Emb(SP(Conv (X)L _2/1:441/2)) @

where I;_5/.;1,/2 represents a identity window
with ones from ¢ — [ /2 to ¢ + [ /2 and zeros other-
wise. h; denotes the outputs of embedding layer in
speech encoder at timestep t. The window length [
is set to 20 in our experiments.

The purpose of speaker encoder is to project
speaker profiles into the same space of hy:

3)

In our experiments, the speaker encoder consists of
three fully-connected layers with ReLLU activation
function, and the output layer has 256 units.

V; = SpeakerEncoder(v;)
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Figure 2: The model diagram of our speaker overlap-
aware neural diarization model. CD and CI repre-
sent “context-dependent” and “context-independent”,
respectively.

3.2 Context-independent Scorer

In context-independent (CI) scorer, speakers are
detected and tracked through the global discrim-
inability, which is learned by contrasting a speaker
with others on training set. We employ the co-
sine similarity of speech encoding h; and projected
speaker profile v; to evaluate the probability of
speaker n talking at timestep ¢:

ch _ < ‘_/naht >
[ Vnll2l[he]2

4

where < -, - > represents the inner product of two
vectors, and || - ||2 denotes the L2 norm.

3.3 Context-dependent Scorer

In context-dependent (CD) scorer, speakers are de-
tected and tracked through the local discriminabil-
ity, which is modeled by contrasting a speaker with
contextual speakers in the same segment. We em-
ploy a multi-head self attention (MHSA) based
neural network to predict the context-dependent
probabilities of speaker n across all timesteps:

zn0 = [(h1,¥y), (h, ¥y), ..., (hy, V,)]
Zni = Zni—1 + MHSA;(2n1-1, Zni—1, Zni-1)
Zni = Zng + max (0, Z, Wi + b)) WS + bl
S¢b — Sigmoid(W*°z, rcp + b°)

&)

where MHSA;(Q, K, V') represents the multi-head
self attention of the /-th layer (Vaswani et al., 2017)

with query Q, key K, and value V matrices. T}
and b denotes the learnable weight and bias of the
I-th layer (o for output layer) 2. Detailed model
settings of CD scorer are given in Table 8.

3.4 Speaker Combining Net

To model speaker dependency and overlaps, we
propose the speaker combining network (SCN).
First, we concatenate CI and CD scores across the
speaker axis:

ZO - [5;1, 5;27 R 75;74
S, = [SCL ..., 8L, sCP, .. 8¢R)

(0)
where N and 7' are the maximum numbers of
speakers and timesteps, respectively. Then, the
concatenated scores are combined and reassigned
through a feed-forward (FF) projection:

72 =FF(z' )

= LN(max(0, 271 W} + b)) Wi + b, @
where Wllzl € R2NVxdyy Wlls"él e RVxdyy, W2l €
R9s7*N and the biases b € R%7, b, € RV, LN
represents the layer normalization (Ba et al., 2016).
Subsequently, a sequential memory block (Zhang
et al., 2018) is employed to model the activity se-
quence of speaker n:

L1 Lo
I l 1 [ 1
Zg = D i Zngit ) Gy Eney (8
1=0 =1

where a!, denotes the weights of historical items
looking back to the past with the size of L;, and
¢l represents the weights of look-ahead window
into the future with the size of Ly. We stack the
FF layer and memory block Lgcn times, which is
followed by a fully-connected layer to predict the

probabilities of C' power set encoded labels:
Vi = Softmax(WOthSCN +b°) )

where W° € RV*C and 1° € RY. Softmax activa-
tion is performed along the category axis. Detailed
model settings are given in Table 9.

3.5 Power Set Encoded Labels

In this section, we reformulate overlapping speech
diarization as a single-label prediction problem
“Formally, the weight W of a module should be noted as

wmedule but for notational simplicity, we omit the super-
script of different modules.
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Figure 3: Demonstration of power set encoding with
N =3and K = 3. > means the summation operator.

through a power set, which can model speaker over-
laps explicitly. Given N speakers {1,2,..., N},
their power set (PS) is defined as follows:

)= {AJAC{1,2,....N}} w0
= {¢a {1}7 {2}7 {17 2,n, }7 s }

where ¢ means the empty set. From the definition,
we can see that each element of PS represents a
combination of speakers, and the power set con-
tains all possible combinations. Therefore, if we
treat the elements of PS as classification categories,
an overlapping speech frame can be uniquely as-
signed with a single label. Power-set encoded
(PSE) label g, is obtained by treating the binary
label v, ; as an indicator variable:

PS(N

1D

N
Y = Z Ynt - P
n=1

By applying power-set encoding on IV speakers,
we get 2V categories, which may be impractical
for a large number of speakers. Fortunately, the
maximum number of overlapping speakers K is
always small (e.g., two, three or four at most) in
real-world applications. Therefore, the number of
reasonable categories can be reduced to:

SNy &N
=3 (1) -Law-m

In this way, overlapping speech diarization is refor-
mulated as a single-label prediction problem with
C categories. Figure 3 shows an example of PSE.

(12)

3.6 Training Objective

We adapt a multi-task learning strategy to opti-
mize our SOND model. The main training objec-
tive is minimizing the cross entropy loss between

predicted probabilities of PSE labels y; and their
ground-truth counterparts ¢;:

T

1 N ~
) = T Z CrossEntropy (y¢, 7¢) (13)
t=1

jCE(e

where 6 denotes learnable parameters of SOND.
The second training objective is minimizing the
similarity between projected speaker profiles v,, in
an entire long-term audio:

N o
jsz‘m(e) _ Z max <0 S Vi Vj > +6— )
5o [1Vill2[ 19512
(14)
where J represents the expected margin of different

speaker profiles. The total training objective is
obtained as follows:

0 = argmin TCEB) + X\T5™(6) (15)
where A is a hype-parameter to balance the CE
and similarity loss. According to our preliminary
experiments, we find A slightly affects the final
results, thus we simply set it to 1 in this paper.

4 Experiments

4.1 Alimeeting Dataset

We conduct experiments on the AliMeeting corpus
(Yu et al., 2022a), which includes far-field long-
term audios recorded by 8-channel microphone
array in real meeting scenarios. Since we focus
on monaural speaker diarization in this paper, the
model training and evaluation are all based on the
first-channel data. The training (Train) set of Al-
iMeeting contains 212 audios, about 104.75 hours.
The evaluation (Eval) set contains 8 audios (about
4 hours), which are used for model selection and
hyper-parameter tuning. The test set (Test) contains
20 audios (about 10 hours), which are employed to
evaluate model performance. Each audio consists
of a 15 to 30-minute meeting with 2 to 4 speak-
ers. Note that speakers in Train, Eval and Test sets
are different from each other. We provide more
statistics of AliMeeting in A.3.

4.2 Data for Training Embedding Extractor

We first pre-train the speaker embedding extractor
with utterances from the CN-Celeb corpus (Fan
et al., 2020). CN-Celeb is a large-scale speaker
recognition dataset collected “in the wild”. This
dataset contains 274 hours from 1,000 celebrities.
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To enrich training samples in CN-Celeb, we per-
form data augmentation with the MUSAN noise
dataset (Snyder et al., 2015) and simulated room
impulse responses (RIRs) (Ko et al., 2017). We
first perform the amplification and tempo pertur-
bation (change audio playback speed but do not
change its pitch) on speech. Then, 40,000 simu-
lated RIRs from small and medium rooms are used
for reverberation. Finally, the reverberated signals
are mixed with background noises at the speech-to-
noise rates (SNRs) of 0, 5, 10, and 15 dB.

After pre-training with CN-Celeb, we finetune
the embedding extractor on AliMeeting. As the
AliMeeting corpus does not provide single-speaker
utterances, we select non-overlapping segments ac-
cording to ground-truth transcriptions, where seg-
ments shorter than two seconds are dropped. As
a result, we obtain 118,350 utterances from Train
set for training and 1,833 utterances from Eval set
for parameter selection. The model with lowest
equal error rate on Eval set is employed to extract
speaker embeddings.

4.3 Data for Training SOND

We first pre-train SOND with a simulated dataset
created from the AliMeeting Train set. Details of
simulation process are provided in A.4. We run the
simulation process 450,000 times to obtain enough
training samples. After pre-training with simulated
data, we further finetune SOND with real segments
from AliMeeting Train set. Segments from the
same long-term audio have the same speaker pro-
files, which contain all speakers talking in the audio.
As a result, we obtain 92,569 real training samples.
The Eval and Test sets are processed in the same
manners as Train set.

4.4 Baselines

We compare our method with VBx and TSVAD
(Medennikov et al., 2020). VBx is a clustering-
based algorithm, which achieves promising results
on several diarization tasks (Landini et al., 2022).
We reuse the codes released along with AliMeeting
to implement VBx3. We adopt the same model
architecture as described in Wang et al. (2022) to
implement TSVAD. Note that TSVAD is a strong
baseline, which achieves the state-of-the-art perfor-
mance on the AliMeeting corpus (Yu et al., 2022c¢).

3Code is available at https://github.com/yufan-aslp
/AliMeeting

System Eval Test
VBx (Diez et al., 2019) 15.24 15.60
IV-TSVAD (Zheng et al., 2022) 546 6.92
SC-TSVAD (Wang et al., 2022) 3.49 -

PSE+TSVAD 3.12  4.76
PSE+SOND (Ours) 270 4.46

Table 1: The diarization performance of different meth-
ods in terms of DER (%) on the AliMeeting Eval and
Test sets. Best results are highlighted by boldface.

4.5 Experimental Settings

We implement and train our models with Tensor-
Flow 1.12. Input features are generated by 80-
dimensional Mel-frequency filter-banks on each
frame, with a window size of 25ms shifted every
10ms. Models are trained with Adam optimizer.
The maximum number of overlapped speakers K
is set to 4. As a result, PSE labels have 2,517 pos-
sible categories.

The embedding extractor is first pre-trained for
200,000 steps on CN-Celeb with the learning rate
of le-4 and the batch size of 64. Then, we finetune
it for another 100,000 steps on AliMeeting with the
learning rate of le-5.

The training procedure of SOND has three
stages. At the first stage, the speech encoder is
frozen and initialized with the pre-trained param-
eters of embedding extractor. We use the simu-
lated data to train the remaining parameters for
200,000 steps with an initial learning rate of 1.0
and 10,000 warm-up steps. At the second stage, we
unfreeze the speech encoder and train the whole
SOND model on simulated data for 400,000 steps
with a fixed learning rate of 1e-4. At the third stage,
we employ real training data to finetune the whole
model for 50,000 steps with a fixed learning rate of
le-5. The batch size is set to 32 for all stages. Five
models with the best performance on Eavl set are
averaged and evaluated on the Test set.

Performance are measured by diarization er-
ror rate (DER) (Fiscus et al., 2006), which is
a commonly-used metric for speaker diarization
tasks 4. See A.5 for more details of DER.

5 Results

Table 1 shows the diarization performance of dif-
ferent methods in terms of DER on Eval and Test

“The toolkit of DER calculation is available at https:/
github.com/nryant/dscore.
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Model ID K C Eval Test Model MD FA SC DER
SOND-K1 1 17 15.69 16.34 SOND 229  1.17  1.02 4.46
SOND-K2 2 137 4.06 6.15 — Spk. Enc. 2.64 1.55 1.26 5.43
SOND-K3 3 697 2.97 4.63 —CDscorer 249 190 1.88 6.25
SOND-K4 4 2517 2.70 4.46 — ClI scorer 2.39 1.13 1.09 4.60

— PSE 229 178 095 5.00

Table 2: Hyper-parameter tuning on the maximum — SCN 2.56 1.90 1.42 5.88

number of overlapped speakers K. The performance is
measured by DER(%) on Eval and Test set. C' denotes
the number of PSE categories.

Model ID Margin § Eval Test
SOND-S 0.0 2.79 5.64
SOND-M 0.5 2.73 4.79
SOND-L 1.0 2.70 4.46

Table 3: Hyper-parameter tuning on the similarity mar-
gin §. The performance is measured by DER(%) on
Eval and Test set.

sets. As expected, VBx achieves the worst per-
formance, which is because the overlap ratio of
AliMeeting Test set is very high (42.8%), and VBx
can not deal with speaker overlaps. By involving a
TSVAD model to handle overlap, IV-TSVAD and
SC-TSVAD achieve much better performance than
VBx. Our implemented TSVAD baseline outper-
forms the two methods, although they have similar
model architectures. This indicates the effective-
ness of proposed formulation and PSE. By replac-
ing TSVAD with the proposed SOND, our system
achieves the best performance with 13.46% and
6.30% relative improvements on Eval and Test set.

5.1 Hyper-Parameter Tuning

We perform hyper-parameter tuning on the maxi-
mum number of overlapped speakers K, and the
results are shown in Table 2. Since the audios
of AliMeeting corpus consist of 4 speakers at the
most, we evaluate 1, 2, 3 and 4 in this experiment.
As expected, SOND-K1 achieves the worst perfor-
mance on both Eval and Test set, which is because
speaker overlap is ignored in SOND-K1 as VBx
does. By setting K to 2, speaker overlap are consid-
ered and diarization errors are significantly reduced.
When K increases, more speaker combinations are
encoded, and diarization performance is further im-
proved. According to the results, we set K = 4 in
all following experiments.

We also evaluate the impact of similarity margin
0 in Eq.14. Results of § = 0.0, 0.5 and 1.0 are

Table 4: Ablation study on components of SOND. Re-
sults are measured in percentage (%). MD, FA and SC
denote errors of miss detection, false alarm and speaker
confusion, respectively. Spk. Enc. represents speaker
encoder for short.

shown in Table 3. Margins larger than 1.0 are ex-
cluded, since they indicate two speaker embeddings
are negatively correlated, which is not desired here.
With the smallest margin, SOND-S achieves the
worst performance in terms of DER. By increasing
the similarity margin from 0.0 to 0.5, SOND-M
achieves a 15.07% relative improvement on Test
set. Further increasing the margin to 1.0 brings
another 6.89% relative error reduction on Test set
(seen in SEND-L). We find that increasing the mar-
gin does not much improve the performance on
Eval set. The reason is two-fold. First, models are
selected with Eval set, which may be over-tuned.
Second, the overlap ratio of Test set is higher than
that of Eval set, which places more demands on
global speaker discriminability.

6 Analysis
6.1 Ablation Study

We conduct the ablation and replacement study to
evaluate each component of SOND. Results are
shown in Table 4. We find removing speaker en-
coder leads to a 21.75% relative degradation on
DER, which reveals the importance of speaker en-
coder in overlapped regions. While removing CD
scorer from SOND leads to a significant perfor-
mance degradation, removing CI scorer only causes
a slight impact. Replacing PSE labels with binary
multi-labels makes the overall DER increase from
4.46% to 5.00%, which reveals the effectiveness
of PSE. It is interesting to find that PSE affects
FA errors severely. This is because PSE explicitly
models the dependency of speakers by encoding
their combinations. In this way, unrelated speakers
will be excluded for an activated speaker, result-
ing in much less false alarm errors. The impact
of SCN is shown in the last row of Table 4. This
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Model Layers Units Size(M) DER(%) Model Profile Type Eval Test Deg.
SCN 6 512 19.08 4.46 SC - 1449 1471 -
None - - 14.35 5.88 TSVAD Oracle 3.07 4.38 -

FCN 6 1024 20.45 5.69 TSVAD Clustering 3.12 4.76 8.68
CNN 6 512 19.29 5.04 SOND Oracle 2.68 4.21 -

BiLSTMP 4 512 19.30 4.73 SOND Clustering 2.70 4.46 5.94
— CI scorer Oracle 3.02 4.18 -

Table 5: Diarization performance of different models ~ Clscorer Clustering  3.03 4.60 10.05
for speaker combining on Test set. _ CD scorer Oracle 331 58] )

— CD scorer Clustering 3.41 6.25 7.57
result reveals the necessity of modeling speaker — Spk. Enc. Oracle 297 438 -

dependency through combining and reassignment. — Spk. Enc.  Clustering 2.97 5.43 23.97

6.2 SCN vs. Other Model Architectures

To evaluate the effectiveness of SCN, we compare
it with other commonly-used network architectures,
such as fully-connected networks (FCN), convolu-
tional neural networks (CNN) and bi-directional
LSTM with projection (BiLSTMP). For fair com-
parison, we keep other components of SOND un-
changed and tune model settings to make them have
the same size. Table 5 shows the model settings and
comparison results. We find removing SCN from
SOND causes a significant performance degrada-
tion. By employing a FCN to combine frame-level
speaker activities, only a slight improvement is
obtained. This indicates that frame-level informa-
tion is not sufficient for speaker combining. Com-
pared with FCN, CNN achieves a much lower DER,
which reveals the importance of sequential model-
ing. To further enhance sequential modeling, BiL-
STMP outperforms CNN with a 6.15% relative
improvement. With the similar model size, the
proposed SCN achieves better performance than
BiLSTMP in terms of DER. In addition, outputs of
SCN can be calculated in parallel, which is more
friendly to modern computers than BiLSTMP.

6.3 Sensitivity to Initial Speaker Profiles

Sensitivity to initial speaker profiles is an impor-
tant property for neural diarization models in real-
world applications. We compare the sensitivity
of our SOND and the baseline TSVAD in Table
6, where “Clustering” means profiles are obtained
with the results of spectral clustering (SC) and “Or-
acle” means profiles are extracted using ground-
truth transcriptions. For convenience, we also pro-
vide the diarization performance of SC in the table,
which reflects the quality of speaker profiles.

As expected, models using oracle profiles
achieve better performance than those with

Table 6: The sensitivity of models to profile types. Per-
formance is measured by DER(%) on Eval and Test
sets. “Deg.” represents relative performance degra-
dation on Test set by replacing oracle profiles with
clustering-based ones.

clustering-based profiles. The performance gap
is more significant on Test set, which is mainly due
to the over-tuning issue on Eval set and the higher
overlap ratio of Test set. Therefore, we mainly fo-
cus on the results of Test set. By replacing oracle
profiles with clustering-based ones, an 8.67% rel-
ative degradation of TSVAD is observed. For our
SOND, using clustering-based profiles leads to a
5.94% relative degradation, which is smaller than
TSVAD. This indicates that the proposed SOND is
less sensitive to speaker profiles than TSVAD.

To dig out the reason of SOND’s robustness
to noises in profiles, we further perform an ab-
lation study. From the results, we can see that
the speaker encoder and CI scorer are most impor-
tant components. Removing them causes 23.97%
and 10.05% relative degradation. This reveals that
global speaker discriminability is crucial for the
robustness to noises in profiles.

7 Conclusion and Future Work

In this paper, a hybrid diarization system improved
by PSE and SOND is proposed for long-term au-
dios in multi-party meeting scenarios. Specifically,
we perform spectral clustering on the neural net-
work based affinity matrix to extract speaker pro-
files. Then, the profiles are consumed by SOND to
predict PSE labels at different time-steps. We find
that explicitly modeling speaker dependency and
overlaps via PSE labels much reduces diarization
errors. In SOND, the local speaker discriminabil-
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ity, discovered by CD scorer, is important for final
diarization performance. Meanwhile, the global
speaker discriminability, modeled by CI scorer, can
much improve the robustness to noises in speaker
profiles. Compared with other network architec-
tures, SCN is more efficient for combining and re-
assigning speaker activities. As a result, our system
outperforms the state-of-the-art monaural speaker
diarization methods with a 6.30% relative improve-
ment. In the future, we are interested on extending
our SOND model to leverage spatial information
for multi-channel data.

Limitations

Similar to other neural diarization methods, the pro-
posed method has two main limitations. First, the
model architecture of SOND is dependent on the
maximum number of speakers in a long-term audio.
To deal with variable speaker numbers of different
audios, a fixed number N is set and profiles are
zero-padded. This can cause extra computational
cost, especially when the real speaker number is
much smaller than N. Second, power set encod-
ing has a limited scalability to very large number
of speakers. According to equation (12), we can
see that the number of PSE categories increases
exponentially with the maximum number of speak-
ers. When N is small (< 16), setting a maximum
number of overlapped speakers can alleviate this
problem. For the massively (/N > 16) multi-party
meeting scenarios, this limitation is still an obsta-
cle.
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A Appendix

A.1 Speaker Embedding Extractor

The architecture details of our speaker embedding
extractor is given in Table 7, where T" and D de-
note the sequence length and dimension of input
features, respectively. C' represents the total num-
ber of speakers on the training set. “ds” means
down-sampling layer for short.

Layer Parameters Output
reshape - TxDx1
convl 3x3,32,1 T x Dx 32
[3x3,32,1 |
conv2_x | 3%3,32,1 x3|TxDx 32
dsl 3x3,64,2 LxLDx64
[ 3% 3,64,1 | T D
conv3_x _3><3,64,1_X4 5 X 5 X064
ds2 3x3,128,2  |LxZx128
[ 3x3,128,1 ] T D
conv4_x _3><3,128,1_X62XZX128
ds3 3%3,256,2 |L x L2 x256
[ 3x3,256,1 ] T D
conv5_x _3><3,256,1_X3§X§X256
fc 256 x 256,-,- |L x £ x 256
pooling  |global statistic pooling| 1 x 512
embedding 512 x 256, -, - 1 x 256
output 256 x M, softmax 1xC

Table 7: The architecture of our speaker embedding ex-
tractor. Parameter settings are given in the format of
“height x width, channel number, stride”.

A.2 Detailed Model settings

The model settings of CD scorer and SCN are given
in Table 8 and Table 9.

Name Value
Layers L¢P 4
Attention Dimension 512
Attention Heands 4
Weight Dimension 1024
Output Dimension 1

Table 8: Detailed model settings of CD scorer.

Name Value
Layers L5¢N 6
FF Dimension d 512
Look-back Length L 15
Look-ahead Length Lo 15

Table 9: Detailed model settings of SCN.

A.3 Details of AliMeeting dataset

We use open-source AliMeeting corpus
for our experiments, which is available at
https://www.openslr.org/119. Table 10 shows the
statistics of the dataset.

Attributes Train Eval Test
Duration (hour) 104.75 4.00 10.00
Sessions 212 8 20
Rooms 12 5 6

Total Speakers 456 25 60

Total Males 246 12 31
Total Females 210 13 29
Overlap Ratio (%) 42.27 3420 428

Table 10: Statistics of AliMeeting corpus.

A.4 Data Simulation Process

The simulated training samples for SOND are cre-
ated as follows:

1. Select all non-overlapped speech for each
speaker in the Train set.

2. Extract the binary labels from the transcrip-
tions and remove the silence regions.

3. Randomly select a continuous segment of bi-
nary labels with the duration of 16s and fill
the active region with non-overlapped speech
segments.

4. Extract speaker profiles for used speakers in
this segment.
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5. Augment speaker profiles with unused speak-
ers in the training set.

6. Repeat Step 3-5 many times.

A.5 Evaluation Metric

Diarization error rate (DER) is calculated as: the
summed time of three different errors of speaker
confusion (SC), false alarm (FA) and missed de-
tection (MD) divided by the total duration time:

DER = 18¢+Tra+Tup 1000 (16)

7a“oml

where Tsc, Tra and Ty p are the duration of the
three errors, and 71,4 1S the total duration. In
order to mitigate the effect of inconsistent annota-
tions and human errors in reference transcriptions,
we set a 0.25 second “no score” collar around every
boundary of the reference segment.

A.6 Average Runtime

Stage Training Inference
Pre-train 1d 17.8h

Train 3d 22.9h 3min
Finetune 11.4h

Table 11: Average runtime of SOND.

In Table 11, we list the average runtime using
two V100 GPUs of 1) Pre-train: freezing speech en-
coder and training the remaining parameters on sim-
ulated data, 2) Train: training the whole model on
simulated data, 3) Finetune: finetuning the whole
model on real data. The cost time of inference on
Test set is also given in the table.

A.7 Computing Infrastructure
We conduct our experiments on NVIDIA V100

GPU (16GB) and Intel(R) Xeon(R) Platinum 8163
32-core CPU @ 2.50GHz.
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