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Abstract

This paper describes the approach of team
CENTamil used for abusive comment detection
in Tamil. This task aims to identify whether
a given comment contains abusive comments.
We used TF-IDF with char-wb analyzers with
Random Kitchen Sink (RKS) algorithm to cre-
ate feature vectors and the Support Vector Ma-
chine (SVM) classifier with polynomial ker-
nel for classification. We used this method for
both Tamil and Tamil-English datasets and se-
cured first place with an f1-score of 0.32 and
seventh place with an f1-score of 0.25, respec-
tively. The code for our approach is shared in
the GitHub repository.1

1 Introduction

Abusive speech refers to any form of communica-
tion done with the intention to humiliate, or spread
hatred against a vulnerable individual or a vulner-
able group on the basis of gender, race, religion,
ethnicity, skin color or disability using abusive or
vulgar words. It causes psychological effects on
the targeted individual and leading them towards
unrightful act.

In recent years, there has been significant growth
in the volume of digital content exchanged by peo-
ple through social media. Online social networks
have grown in importance, becoming a source for
acquiring news, information, and entertainment.
Despite the apparent advantages of using online
social networks, there is an ever-increasing number
of malevolent actors who use social media to harm
others.

The goal of the shared task is to iden-
tify abusive comments in Tamil and code-
mixed Tamil-English data developed by collect-
ing YouTube comments. The code-mix Tamil-
English dataset consists of eight different classes

1https://github.com/Prasanth-s-n/
CEN-Tamil_Abusive_Comment_Detection

namely, ’Counter-speech’, ’Homophobia’, ’Hope-
Speech’, ’Misandry’,’Misogyny’, ’None-of-the-
above’, ’Transphobic’, ’Xenophobia’. In addi-
tion to the aforementioned eight classes, the Tamil
dataset consists of one more class, ’Not-Tamil’.

We used Random Kitchen Sink (RKS) (Sathyan
et al., 2018) algorithms with character word-bound
based Term Frequency-Inverse Document Fre-
quency (TF-IDF) (Barathi Ganesh et al., 2016)
for text representation and classification was per-
formed using Support Vector Machines (SVM)
classifier (Soman et al., 2009), (Premjith et al.,
2019). The rest of the paper is organised as follows:
Section 2 describes about the related works, Sec-
tion 3 describes about the Datasets, Section 4 de-
scribes about the preprocessing and different meth-
ods used, Section 5 describes about the result and
analysis and Section 6 concludes the paper.

2 Related Works

Analysis of Online Social Networks’ content is an
active research area with tasks like Offensive Lan-
guage Identification and Hope Speech Detection.
Recent work in Hope Speech Detection in Dravi-
dan languages includes the shared task on hope
speech detection in LT-EDI in EACL (Chakravarthi,
2020; Chakravarthi and Muralidaran, 2021). Abu-
sive language detection for other languages has
been done in literature (Jahan et al.; Akhter et al.;
Sundar et al.) but as far as we know, this is the first
shared task on abusive detection in Tamil at this
fine-grained level.

We used TF-IDF because it helps in understand-
ing the importance of a word in the corpus(Sammut
and Webb, 2010) and we used Random Kitchen
Sink (RKS) on top of it because RKS helps in map-
ping the data from the feature space to a higher
dimensional space(S et al.). We used SVM because
of its ability to perform well in the higher dimen-
sional data(Cortes and Vapnik, 1995).
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3 Dataset

The organisers of the Abusive Comment Detec-
tion shared task provided two datasets, where
one contains Tamil comments and the another
one contains code-mixed Tamil-English com-
ments(Chakravarthi, 2020).

Table 1 shows the classwise distribution of data
for Tamil dataset and Table 2 shows the classwise
distribution of data for Tamil-English dataset. Ta-
ble 3 shows the statistics of the datasets given for
this task.

4 Methods

We started with preprocessing the YouTube com-
ments in the datasets, and the preprocessed texts
were converted into vectors. The classification of
the YouTube comments was carried out by supply-
ing the text vectors to a classifier, SVM. Figure 1
shows the pipeline of the methodology we followed
for this task.

Figure 1: Steps involved in training our submitted
Model

4.1 Preprocessing

The datasets used for this shared task contains com-
ment with words in Tamil and English. The social
media text contains noise such as URLs, Hash-
tags and other unwanted characters such as punc-

tuation. The preprocessing step includes the re-
moval of noise to make the data clean. In this
step, we removed emojis, hashtags, URLs and non-
alphabetical characters.

4.2 Text Representation and Classifier

Text Representation is one of the fundamental task
in Natural Language Processing where the text is
represented with array of numbers. We used TF-
IDF with RKS for text representation. TF-IDF
(Term Frequency - Inverse Document Frequency)
is vector semantics text representation technique
which uses the frequency of a word in a given
document and the number of documents in which
the particular word is present(Sammut and Webb,
2010). We used character character word bound
n-grams based TF-IDF with RKS for increasing
the dimension of the data. We used different max
features for TF-IDF and different dimension size
for RKS.

From Table 2 and Table 3 it is evident that the
datasets are highly imbalanced. In order to solve
this class imbalance problem, we used a oversam-
pling technique called SMOTE (Synthetic Minority
Over-sampling Technique) with k neighbors being
1. It uses the k-nearest neighbor algorithm by creat-
ing a plane based on the k neighbors and generates
new samples from the plane(Chawla et al.). In our
work, we used SMOTE by utilizing imblearn API.

RKS (Random Kitchen Sink) is an effective
method for mapping features from their feature
space to a higher dimensional space without ex-
plicit kernel mapping by using Fourier coefficients.
The methodology is able to emulate the character-
istics of the shift invariant kernel functions satisfac-
torily (S et al.).

SVM Classifier is used for classification due to
its ability to perform well in case of higher dimen-
sional data (Cortes and Vapnik, 1995). We used
Polynomial Kernel with the regularization param-
eter set to 1. We used Scikit-learn API to do the
classification task.

4.3 Hyperparameters

Hyperparameter tuning is an important step in
building a model. The model performance is heav-
ily dependent on hyperparameters. We selected the
hyperparameters from a set of values and reported
the models with hyperparameters that gave better
result while valdating the model (trained and vali-
dated on Tamil Dataset) in terms of F1-score. Table
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Class Name Train Data Val Data Test Data
Counter-speech 149 36 47
Homophobia 35 8 8
Hope-Speech 86 11 26
Misandry 446 104 127
Misogyny 125 24 48
None-of-the-above 1296 346 416
Not-Tamil 2 0 0
Transphobic 6 2 2
Xenophobia 95 29 25

Table 1: Classwise distribuiton of Tamil dataset

Class Name Train Data Val Data Test Data
Counter-speech 348 95 88
Homophobia 172 43 56
Hope-Speech 213 53 70
Misandry 830 218 292
Misogyny 211 50 57
None-of-the-above 3720 919 1143
Transphobic 157 40 58
Xenophobia 297 70 95

Table 2: Classwise distribuiton of Tamil-English dataset

Language Train Valid Test
Tamil 2240 560 699
Tamil-English 5948 1488 1859

Table 3: Shared Task Dataset Statistics

Hyperparameter Value
TFIDF ngram range (1,5)
TFIDF Max-Features 2000
RKS Dimension 10*Max-Features
SVM Kernel Poly
SVM C Parameter 100

Table 4: Hyperparameter used for building the models

4 shows the optimal hyperparameter used for build-
ing the models and we used the same parameters
for both the datasets.

5 Result and Analysis

We experimented with four different machine learn-
ing classification models. All the four models ini-
tially uses TF-IDF with char-wb analyzer and max
features being 2000 and SVM classifier with poly-
nomial kernel and regularization parameter being
100. Model-1 uses only SVM and TF-IDF. Model-2
additionally uses SMOTE oversampling technique.

Model-3 additionally uses RKS for increasing the
size of text representation. Model-4 additionally
uses RKS and SMOTE. The classification models’
performance are measured in terms of macro av-
erage Precision, marco average Recall and marco
average F1-Score across all the classes. Table 5
and Table 6 shows the performance of the models
on validation dataset, Tamil and Tamil-English re-
spectively. We used Model-4 in both cases due to
its higher macro F1-score and secured rank 1 for
Tamil and rank 7 for Tamil-English in the shared
task (Priyadharshini et al., 2022). Table 7 contains
the result obtained for Tamil and Tamil-English test
datasets using model 4.

By comparing our predictions from the model-
4 for Tamil dataset against the ground truth of
Tamil test data, we found that None-of-the-above
class has the highest individual f1-score of 0.83
and Transphobic class has the lowest individual
f1-score of 0 since it has only two data points in the
test data. In Tamil-English dataset, None-of-the-
above class has the highest individual f1-score of
0.85 and Misogyny class has the lowest individual
f1-score of 0.18. Table 8 contains the class-wise
f1-score for both the datasets.
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Model Precision Recall F1-Score
Model-1 0.51 0.28 0.31
Model-2 0.41 0.31 0.33
Model-3 0.50 0.29 0.32
Model-4 0.43 0.32 0.34

Table 5: Results For Tamil Validation dataset

Model Precision Recall F1-Score
Model-1 0.68 0.40 0.47
Model-2 0.64 0.45 0.51
Model-3 0.70 0.42 0.48
Model-4 0.67 0.46 0.52

Table 6: Results For Tamil-English Validation dataset

Dataset Precision Recall F1-Score
Tamil 0.38 0.29 0.32
Tamil-English 0.30 0.23 0.25

Table 7: Results For Test datasets

Class Name Tamil Tamil-English
Counter-speech 0.35 0.38
Homophobia 0.67 0.37
Hope-Speech 0.26 0.23
Misandry 0.71 0.68
Misogyny 0.54 0.18
None-of-the-above 0.83 0.85
Transphobic 0.00 0.32
Xenophobia 0.18 0.65

Table 8: Classwise F1-Score Obtained Using Model-4

6 Conclusion and Future work

This paper briefs the submission of team CEN-
Tamil to the shared task at ACL 2022 on Abusive
Comments Detection in Tamil. We experimented
character word bound n-grams based TF-IDF with
and without RKS. The max features for the TF-IDF
is taken to be 2000. The highly class imbalance
problem was solved using SMOTE. We also re-
ported the results obtained without using SMOTE.
The SVM classifier with polynomial kernel and 100
as regularization with TF-IDF, RKS and SMOTE
gave high macro F1-Score of 0.32 for Tamil and
0.25 for Tamil-English which secured first and sev-
enth place in the shared task respectively.

We have not explored Transformers based ap-
proaches for abusive comment detection. As future
works we like to experiment with different trans-
formers like BERT and LaBSE along with deep

learning architecture like LSTM and CNN to im-
prove the results.
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