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Abstract

We work on a recommendation dialogue sys-
tem to help a user understand the appealing
points of some target (e.g., a movie). In
such dialogues, the recommendation system
needs to utilize structured external knowledge
to make informative and detailed recommen-
dations. However, there is no dialogue dataset
with structured external knowledge designed
to make detailed recommendations for the
target. Therefore, we construct a dialogue
dataset, Japanese Movie Recommendation Di-
alogue (JMRD), in which the recommender
recommends one movie in a long dialogue
(23 turns on average). The external knowl-
edge used in this dataset is hierarchically struc-
tured, including title, casts, reviews, and plots.
Every recommender’s utterance is associated
with the external knowledge related to the ut-
terance. We then create a movie recommenda-
tion dialogue system that considers the struc-
ture of the external knowledge and the history
of the knowledge used. Experimental results
show that the proposed model is superior in
knowledge selection to the baseline models.

1 Introduction

In recent years, research on recommendation dia-
logue systems, which systems recommend some-
thing to users through dialogues, has attracted
much attention. Here, we focus on movie rec-
ommendations. A recommendation dialogue con-
sists of two phases: (1) the user’s preferences are
elicited, and a movie is selected from several candi-
dates, and (2) in-depth information is provided for
the selected movie. We focus on the latter phase in
this study.

To provide in-depth information, the use of ex-
ternal knowledge is crucial. There has been much
research on incorporating external knowledge in
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dialogue, and many kinds of knowledge-grounded
dialogue datasets have been proposed (Dinan et al.,
2019; Liu et al., 2020). These datasets often use
plain texts or knowledge graphs as external knowl-
edge. If the hierarchically structured knowledge is
available in recommendation dialogues, it allows
for more appropriate knowledge selection and in-
formative response generation. However, there is
no dialogue dataset with hierarchically structured
knowledge to provide rich information for a single
target (e.g., a movie).

To address the aforementioned problem, we pro-
pose a dialogue dataset, Japanese Movie Recom-
mendation Dialogue (JMRD), in which recommen-
dation dialogues are paired with the corresponding
external knowledge. This dialogue dataset consists
of about 5,200 dialogues between crowd workers.
Each dialogue has 23 turns on average. We can say
that our dataset provides in-depth movie recommen-
dations utilizing various knowledge about a movie,
with relatively a large number of dialogue turns.
Specifically, as shown in Figure 1, one speaker
(recommender) recommends a movie to the other
speaker (seeker). Only the recommenders can have
access to the knowledge about the movie, and they
should use the external knowledge as much as pos-
sible in their utterances. The recommenders are
asked to annotate the knowledge they used when
sending their utterance. This procedure enables
us to associate every recommenders’ utterances
with the corresponding external knowledge. The
external knowledge is hierarchically structured into
knowledge types common to all movies (e.g., “Ti-
tle”, “Released Year”) and giving knowledge con-
tents for each movie (e.g., “Rise of Planet of the
Apes”, “August 5, 2011”).

We also propose a strong baseline model for the
constructed dataset. This model considers the his-
tory of knowledge types/contents, noting that the
order in which each piece of knowledge is used is
essential in recommendation dialogues. The exper-
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imental results show that our proposed model can
select appropriate knowledge with higher accuracy
than the baseline method.

Our contributions are three-fold.

• We construct a movie recommendation dia-
logue dataset associated with hierarchically
structured external knowledge.

• We propose a strong baseline model, which se-
lects knowledge based on hierarchically struc-
tured knowledge, for our dataset.

• To the best of our knowledge, we are the
first to construct a human-to-human dia-
logue dataset based on external knowledge
in Japanese.

2 Related Work

Recommendation dialogue has long attracted atten-
tion. However, most of them are goal-oriented dia-
logues in which the user’s preferences are elicited
from multiple recommendation candidates, and a
recommendation target is decided according to that
preferences (Bordes et al., 2017; Li et al., 2018).
Li et al. (2018) propose REDIAL, a human-to-
human movie recommendation dialogue dataset.
The recommender presents several movies in one
dialogue while inquiring about the seeker’s prefer-
ences. Kang et al. (2019) collect GoRecDial dataset
in a gamified setting where experts decide on a
movie similar to the seekers’ preference among a
small set of movies (= five movies) in a minimal
number of turns. OpenDialKG (Moon et al., 2019)
is a recommendation and chit-chat dataset linking
open-ended dialogues to knowledge graphs. In this
study, we focus on the recommendation dialogue,
which provides in-depth information about a movie
rather than deciding which movie to recommend.

Research on the knowledge-grounded dialogue
has also been growing in the last few years. Zhou
et al. (2018) collect a human-to-human chit-chat
dialogue dataset by utilizing Wikipedia articles of
30 famous movies. This dataset is unique in that
it has two dialogue settings: either only one of
the participants can see the knowledge, or both of
them can see it. Moghe et al. (2018) also collect
chit-chat dialogues about movies based on multi-
ple types of knowledge: plot, review, Reddit com-
ments, and fact table. Wizard of Wikipedia (Dinan
et al., 2019) is an open-domain chit-chat dialogue
dataset based on Wikipedia articles on 1,365 top-
ics. It has become a standard benchmark in this

research field. Su et al. (2020) collect a large
Chinese chit-chat dialogue dataset (246,141 dia-
logues with 3,010,650 turns) about movies. Other
dialogue datasets with external knowledge in Chi-
nese are DuConv (Wu et al., 2019), KdConv (Zhou
et al., 2020), and DuRecDial (Liu et al., 2020).
DuConv (Wu et al., 2019) combines dialogues with
knowledge graphs to track the progress of the di-
alogue topic. KdConv (Zhou et al., 2020) is also
a chit-chat dialogue corpus that consists of rela-
tively long dialogues to allow deep discussions
in multiple domains (movies, music, and travel).
Liu et al. (2020) focus on multiple dialogue types
(e.g., QA, chit-chat, recommendation) and collect
a multi-domain dialogue dataset associated with a
knowledge graph. Compared to these studies, our
work differs in that it uses hierarchically structured
knowledge that contains both factoid (e.g., title)
and non-factoid (e.g., review) information to make
recommendations.

3 Japanese Movie Recommendation
Dialogue

We choose movies as the domain for the recom-
mendation dialogue because movies are interesting
to everyone and facilitate smooth dialogue. In ad-
dition, movie recommendation dialogue is open-
domain in nature according to the variety of movie
topics, and it is a preferable property for NLP re-
search. In this section, we explain the construction
method of the JMRD.

3.1 External Knowledge Collection

The external knowledge is mainly collected from
web texts such as Wikipedia. First, we select 261
movies based on the box-office revenue ranking. 1

For each of these movies, we collect movie infor-
mation as external knowledge.

The external knowledge consists of seven knowl-
edge types: title, released year, director, cast, genre,
review, and plot, as shown in Figure 1. The title,
released year, director, cast, and plot are extracted
from the Wikipedia article of each movie (we allow
at most one director and two casts). For the director
and the casts, a brief description is also extracted
from the first paragraph of each person’s Wikipedia
article. For the genre, we use the genre classifica-
tion of Yahoo! Movies. 2 Reviews are collected

1http://www.eiren.org/toukei/index.
html

2https://movies.yahoo.co.jp/
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Hello.

Hello.

What movie would you recommend?

I introduce Rise of the Planet of the Apes.

That sounds interesting.

It's from 2011.

Ten years ago, huh? That's old.

That's right! It is the first in a series of 
"Planet of the Apes" reboots!

RecommenderSeeker

Recommendation Dialogue External Knowledge
Title Rise of the Planet of the Apes

Released 
Year August 5, 2011

Director Rupert Wyatt British-born film director and screenwriter. He …

Cast
James Franco American actor, writer, and director. …

Andy Serkis Actor, motion actor, and director from London, …

Genre

SF

Action

Suspense

Review
It's the first in a series of reboots of "Planet of the Apes."

This movie may change your perspective. At least …

Plot
Will, a neurologist working for …

The results of Bright Eyes's dramatic improvement …

Figure 1: An example of JMRD dataset. The underlined parts of the external knowledge indicate the knowledge
items used in the dialogue.

by crowdsourcing using Yahoo! Crowdsourcing. 3

Each worker selects a movie that he or she has seen
from a list of 261 movies and writes down three
recommendations for the selected movie. As a re-
sult, we collected an average of 16.5 reviews per
movie.

We split the plot into sentences and present only
the first ten sentences (or all sentences if fewer than
ten) to reduce the burden of the recommender. Be-
sides, we use the reviews written by the workers as
it is, without splitting the sentences. We randomly
selected five reviews between 15 and 80 characters
long for each movie from the collected reviews.
Those five reviews are used as the reviews for that
movie.

3.2 Dialogue Collection
3.2.1 Settings
The two workers engaging in the movie recom-
mendation dialogue have different roles: one is the
recommender, and the other is the seeker. The
flow of the dialogue takes place as follows:

1. Either the recommender or seeker can initial-
ize the conversation.

2. The recommender decides which movie to
recommend from the movie list. The recom-
mender can choose a movie he or she wants
to recommend or a movie that matches the
seeker’s preference obtained from a few mes-
sage exchanges. The recommender can access
the movie knowledge after deciding the movie

3https://crowdsourcing.yahoo.co.jp/

to recommend. On the other hand, the seeker
is only shown the chat screen and cannot ac-
cess knowledge about the movie.

3. The recommender is instructed to use the pre-
sented knowledge as much as possible to rec-
ommend the movie. When the recommender
sends their utterance, they must select the
knowledge referred to by the utterance (multi-
ple selection is allowed). For the utterance
that does not use any knowledge, such as
greetings, the recommender can select the “no
knowledge” option.

4. The seeker is only instructed to enjoy and
learn more about the recommended movie,
and they can talk freely. This instruction refers
to that of Wizard of Wikipedia (Dinan et al.,
2019).

5. The dialogue lasts at least 20 turns after the
movie is selected and can be terminated after
20 turns.

3.2.2 Dialogue Collection System
ParlAI (Miller et al., 2017) is a framework for col-
lecting real-time chats in crowdsourcing. However,
it is not easy to perform Japanese tasks with the
Amazon Mechanical Turk used in ParlAI. There-
fore, we build a new framework for dialogue col-
lection, which incorporates crowdsourcing services
where more native Japanese speakers can be gath-
ered. In our framework, when workers access the
specified URL for dialogue collection, pair match-
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# dialogues 5,166
# utterances (R) 57,714
# utterances (S) 59,160
# movies 261
# workers 322
Avg. # turns per dialogue 22.6
Avg. # words per utterance (R) 23.8
Avg. # words per utterance (S) 6.9
Avg. # knowledge used per utterance 1.3
Avg. # knowledge used per dialogue 10.8

Table 1: Statistics of JMRD. R and S denote recom-
mender and seeker respectively. We use Juman++ (Tol-
machev et al., 2020) for word segmentation.
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Figure 2: Distribution of external knowledge used.
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Figure 3: Distribution of external knowledge used in
each dialogue turn of the recommender. The informa-
tion up to turn 12 is shown here.

ing is performed, and a chat room is created for the
worker to interact in real-time.

3.2.3 Statistics
The statistics are shown in Table 1. Our dataset con-
sists of 5,166 dialogues with 116,874 turns. The
average number of words per utterance of the rec-
ommender is more than three times larger than
that of the seeker. It is probably because the rec-
ommender needs to talk more than the seeker to
provide information to recommend a movie. The
average number of knowledge items per utterance
is 1.3, and the recommender tends to mention each
knowledge item separately. There were on average
10.8 different types of knowledge used per dia-

Q1 Q2 Q3 Q4 Q5
Recommender 4.36 4.00 3.94 4.01 -
Seeker 4.26 3.83 2.72 - 3.82

Table 2: Results of the questionnaire.

logue, indicating that we could collect dialogues
with various types of external knowledge.

Figure 2 shows the distribution of the knowledge
types used. The number of utterances that did not
use any knowledge was only about 20% of the total,
indicating that most utterances use some kind of
external knowledge. In addition, non-factoid texts
such as reviews and plots tend to be used more
frequently.

Furthermore, Figure 3 shows the distribution of
the knowledge used in each dialogue turn of the rec-
ommender. In the early part of the dialogue, there
are many utterances without knowledge, such as
greetings or utterances that mention the title. The
recommenders often use factoid information such
as released year, director, and cast in the middle
of the dialogue. In the later part, non-factoid infor-
mation such as reviews and plots are often used to
convey specific content. In addition, after ten turns,
the percentage of “No knowledge” increased again,
as more generic recommendations such as "please
check it out" are used. As can be seen from this
analysis, our dataset is capable of analyzing human
recommendation strategies.

3.2.4 Post-task Questionnaire
We ask the dialogue participants to answer the fol-
lowing post-task questionnaire in some of the col-
lected dialogues (= 4,410 dialogues).

Q1: Do you like movies?

Q2: Did you enjoy the dialogue?

Q3: Do you know the movie you recommended
(or that was recommended to you)?

Q4: Do you think you have recommended the
movie well?

Q5: Do you want to watch the recommended
movie?

All questions are answered on a 5-point Likert
scale, with five being the best and one being the
worse. The choices for Q1, Q2, Q4, and Q5
are [agree/somewhat agree/neutral/somewhat dis-
agree/disagree]. The choices for Q3 are [have seen
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the movie and remember the contents well/have
seen the movie and remember some the con-
tents/have never seen the movie but know the
plot/have never seen the movie but know only the
title/do not know at all]. Q4 is for recommenders
only, and Q5 is for seekers only.

Table 2 shows the results of the questionnaire.
We found that most of the workers were highly
interested in the topic of movies (Q1), and both
recommenders and seekers enjoyed the dialogue,
although it was relatively long, more than 20 turns
(Q2). In addition, from Q3, we can see that the
recommenders recommended movies they knew,
while the seekers were often recommended movies
they did not know. Finally, from Q4 and Q5, it was
confirmed that the collected dialogues sufficiently
achieved the purpose of movie recommendation.

4 Proposed Model

4.1 Outline

Each dialogue D = {(x l , y l )}Ll=1 in the dataset is
paired with a knowledge pool K = (kt,kc) about
the movie recommended in that dialogue, where x l ,
y l is the utterance of the seeker and recommender at
turn l andL is the number of turns inD. In addition,
kt (= {kt ,1 , . . . , kt ,m , . . . , kt ,M }) are the knowl-
edge types, kc (= {kc,1 , . . . , kc,n , . . . , kc,N }) are
knowledge contents, and M , N are the num-
ber of knowledge types and knowledge contents
contained in K, respectively. At turn l, given
the dialogue context (= the current seeker’s ut-
terance xl and the last recommender’s utterance
yl−1), the previously selected knowledge types
{k̂1t , . . . , k̂ l−1t }, and previously selected knowl-
edge contents {k̂1c , . . . , k̂ l−1c }, our target is to se-
lect a piece of knowledge k̂ lc from kc and generate
response yl utilizing k̂ lc . We call the previously
selected knowledge types the “knowledge type his-
tory” and the previously selected knowledge con-
tents the “knowledge content history” in this paper.

Figure 4 shows the overview of the proposed
model. The proposed model mainly consists of the
Encoding Layer, the Knowledge Selection Layer,
and the Decoding Layer. We describe each of the
components in the following sections.

4.2 Encoding Layer

The encoding layer is used to obtain the follow-
ing representations: dialogue context, knowledge
types, knowledge contents, knowledge type history,
and knowledge content history. We use BERT (De-

vlin et al., 2019) as the encoder. For encoding
the dialogue context, we obtain the hidden state
H x ly l−1

via BERT, and then perform average pool-
ing to obtain hx ly l−1

(Cer et al., 2018):

Hxlyl−1
= BERT (xl, yl−1) (1)

hx
lyl−1

= avgpool(Hxlyl−1
) ∈ Rd (2)

where d is the hidden size. We insert [SEP] be-
tween x l and y l−1 , and insert [CLS] and [SEP] at
the beginning and the end of the entire input string,
respectively.

In the case of knowledge types, we insert [CLS]
and [SEP] at the beginning and the end of the input
string, respectively. After that, we get {hkt,m}Mm=1

by feeding it to BERT in the same way. For the
knowledge contents, we input the knowledge type
in addition to the knowledge contents, following
the method of Dinan et al. (2019). We insert a new
special token [KNOW SEP] between the knowl-
edge type and the knowledge content and further
insert [CLS] and [SEP] at the beginning and the
end of the input string, respectively. The result-
ing string is input to BERT to obtain {hkc,n}Nn=1

likewise. We also compute the representations
of knowledge type history {h k̂ i

t }l−1i=1 and that of
knowledge content history {h k̂ i

c}l−1i=1 .

4.3 Knowledge Selection Layer

We encode the knowledge type history via the trans-
former encoder (Vaswani et al., 2017). This trans-
former encoder (we call this “knowledge type en-
coder”) adds a positional embedding for each turn
(= turn embedding) to the input so that the model
reflects in which turn each knowledge type was
used (Meng et al., 2021). We concatenate the last

output of this encoder h k̂ l−1
t

trans with the hidden state
of the dialogue context hx ly l−1

as the query, and
regard {hkt,m}Mm=1 as the key. The attention over
knowledge types at ∈ RM is calculated as follows:

at = [at ,1 , . . . , at ,m , . . . , at ,M ]

= softmax (QtKt
>)

Qt = MLP([h
k̂l−1
t

trans;h
xlyl−1

])

Kt = MLP([hkt,1 , . . . , hkt,M ])

[h
k̂1t
trans, . . . , h

k̂l−1
t

trans] = KTE ([hk̂
1
t , . . . , hk̂

l−1
t ])

(3)
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Figure 4: Overview of the proposed model. In this figure, the model generates the response y4 at time l = 4.
Knowledge Cont Enc, Knowledge Type Enc, and Transformer Dec denote the knowledge content encoder, the
knowledge type encoder, and the transformer decoder, respectively.

where MLP(·) is a multilayer perceptron, KTE is
the knowledge type encoder, and [·; ·] is the vector
concatenation operation.

We compute the weighted hidden state of the
knowledge contents {hkc,n

w }Nn=1 based on the cal-
culated attention at . This weighted hidden state
is used to calculate the attention over the knowl-
edge contents. Suppose the number of knowledge
contents belonging to the m-th knowledge type is
Nm , and the same weight at ,m ∈ at is given to
all of them. In that case, the M -dimensional at
can be extended to the N -dimensional a ′t ∈ RN as
follows, because Nm satisfies

∑M
m=1Nm = N :

a ′t = [at ,1 , . . . , at,m, . . . , at,m︸ ︷︷ ︸
Nm

, . . . , at ,M ] (4)

Using a ′t , the weighted hidden states of the knowl-
edge contents {hkc,n

w }Nn=1 can be obtained as fol-
lows:

[h
kc,1
w , . . . , h

kc,N
w ] = a′t[h

kc,1 , . . . , hkc,N ] (5)

The knowledge content history is encoded by
the transformer encoder as well. This transformer
encoder, which we call “knowledge content en-
coder”, has the same setting as the knowledge type
encoder, but they do not share any parameters. We
concatenate the last output of the encoder h k̂ l−1

c
trans

with hx ly l−1
as the query, and regard the weighted

hidden states of knowledge contents {hkc,n
w }Nn=1

as the key. We can calculate the attention over the

knowledge contents ac ∈ RN as follows:

ac = softmax (QcKc
>)

Qc = MLP([hk̂
l−1
c

trans;h
xlyl−1

])

Kc = MLP([h
kc,1
w , . . . , h

kc,N
w ])

[h
k̂1c
trans, . . . , h

k̂l−1
c

trans] = KCE ([hk̂
1
c , . . . , hk̂

l−1
c ])

(6)

where KCE is the knowledge content encoder. Fi-
nally, we select a knowledge content k̂ lc at time l
from the probability distribution of ac .

4.4 Decoding Layer
At time l , the dialogue context x l , y l−1 and
the knowledge content k̂ lc selected by the knowl-
edge selection layer, are input to the transformer
decoder to generate the response y l . Specif-
ically, we feed the concatenated embedding
H x ly l−1 k̂ l

c = [H x ly l−1
;H k̂ l

c ] to the decoder. The
word generation probability p(y lj ) over the vocabu-
lary V when the decoder generates the j -th word
can be written as follows:

p(ylj) = softmax (MLP(hl,jdec)) ∈ R1×|V |

hl,jdec = TD(Hxlyl−1k̂lc , emb(yl<j))) ∈ R1×d

(7)

where TD is the transformer decoder, y l<j are the
words generated up to the j -th word, emb(y l<j ) are
the word embeddings of y l<j , which is initialized
with the word embedding of BERT.

We use copy mechanism (Gu et al., 2016; See
et al., 2017) to make it easier to generate knowledge
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words and follow the method used in Meng et al.
(2021).

4.5 Learning Objective

Similar to Dinan et al. (2019), we combine the neg-
ative log-likelihood loss for the generated response
Lnll with the cross-entropy loss for knowledge se-
lection Lknowledge modulated by a weight λ, which
is the hyperparameter. The final loss function L is
as:

L = (1− λ)Lnll + λLknowledge (8)

5 Experiments

5.1 Settings

We randomly split the dialogues into the train
(90%), validation (5%), and test sets (5%). Input
texts are truncated to the maximum input length
of 64 tokens for dialogue contexts and knowledge
contents and 5 tokens for knowledge types. In
addition, a maximum of 20 turns of knowledge his-
tory can be entered for both knowledge types and
knowledge contents. Our proposed dataset may
have multiple pieces of knowledge associated with
a recommender’s utterance, but we use only one of
them in this study for simplicity. In the case of an
utterance with multiple knowledge items, we select
the one with the highest Jaccard coefficient in the
word set of the recommender’s utterance and each
knowledge as the correct knowledge. To input “No
knowledge,” we use the special token [NO KNOW]
in place of knowledge type and content.

5.2 Baseline

We use an end-to-end Transformer Memory Net-
work (TMN) (Dinan et al., 2019) as baseline.
This model encodes the dialogue context and each
knowledge respectively and selects knowledge by
calculating the dot-product attention between them.
It also performs end-to-end response generation
using the selected knowledge. To make a fair com-
parison with our proposed model, we have replaced
the original transformer encoder with a BERT en-
coder. We call this model TMN BERT.

As a baseline to consider knowledge history, we
add the knowledge content encoder to TMN BERT
and concatenate its output with the hidden states
of the dialogue context. We call this model TMN
BERT+KH. Knowledge selection is made by cal-
culating the attention between the knowledge can-
didates and the concatenated hidden states. Other
conditions are the same as in TMN BERT.

In addition, we use Random baseline that selects
knowledge randomly.

5.3 Implementation Details
We use the NICT BERT Japanese pre-trained
model (with BPE) 4 as the encoder. This BERT
is also used to initialize the word embedding in
the transformer decoder. The transformer encoders
for knowledge type and knowledge content, and
the transformer decoder have the same architecture,
consisting of 2 attention heads, 5 layers, and the
size of the hidden layer is 768 and the filter size is
3072. We train the models for 100 epochs with a
batch size of 512 and 0.1 gradient clipping. We do
early stopping if no improvement of the validation
loss is observed for five consecutive epochs. All
models are learned with Adam optimizer (Kingma
and Ba, 2015) with β1 = 0.9, β2 = 0.999 and an
initial learning rate = 0.00005. We use an inverse
square root learning rate scheduler with the first
1,000 steps allocated for warmup. In addition, we
set the hyperparameter λ to 0.95. At decoding, we
use beam search with a beam of size 3. We add a
restriction to prevent the same bigram from being
generated multiple times.

5.4 Evaluation Metrics
We evaluate the models with automatic evaluation
metrics. For knowledge selection, we use accuracy
(Acc). For response reproducibility, we measure
BLEUtgt-4 (Papineni et al., 2002), which is the
4-gram overlap between a generated response and
a target response. We also use unigram F1 (F1) fol-
lowing the evaluation setting in Dinan et al. (2019).
Additionally, we use Jaccard and BLEUknow-4 to
evaluate whether the knowledge is reflected in the
generated response. Jaccard is the Jaccard coeffi-
cient of the set of words in the generated response
and the set of words in the selected knowledge
content. BLEUknow-4 is the BLEU-4 computed
between the generated response and the selected
knowledge content.

5.5 Results and Analysis
The results of knowledge selection are shown in Ta-
ble 3. The results show that our proposed method
outperformed the baselines. TMN BERT+KH,
which adds a mechanism to consider knowledge
history to the baseline TMN BERT, is almost the
same as TMN BERT in Acc. On the other hand,

4https://alaginrc.nict.go.jp/
nict-bert/index.html
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knowledge selection response reproducibility knowledge reflection
Acc F1 BLEUtgt-4 Jaccard BLEUknow-4

Random 4.18 (0.15) 24.05 (0.26) 4.63 (0.16) 5.87 (0.18) 0.47 (0.07)
TMN BERT 48.81 (0.25) 42.97 (0.16) 21.03 (0.70) 38.36 (0.81) 24.94 (1.36)
TMN BERT+KH 48.66 (0.06) 42.74 (0.46) 20.68 (0.56) 38.23 (0.94) 25.08 (1.29)
Ours 49.72 (0.44) 42.92 (0.71) 20.78 (0.69) 39.35 (1.41) 25.88 (1.35)

Table 3: The evaluation results. Scores are the mean of three runs of the experiment with different random seeds,
and standard deviations are shown in parentheses. The bold scores indicate the best ones over models.

Dialogue Knowledge
Recommender1: Nice to meet you. No knowledge

Seeker1: Hello. -
Recommender2: I am pleased to meet you. No knowledge

Seeker2: What movies do you recommend? -

TMN BERT I will introduce a movie called
Do You Like Disney Movies?

Danny Ocean immediately breaks his parole
rules (no interstate movement) and reunites
with his partner Rusty Ryan in Los Ange-
les. He confides in Ryan about a new theft
scheme he had hatched while in prison. (Plot)

Ours: Today I will introduce Ocean’s Eleven. Ocean’s Eleven (Title)
Gold: How about Ocean’s Eleven? Ocean’s Eleven (Title)

Table 4: Examples of generated responses by our model and the baseline model. Subscript numbers indicate the
number of turns in the dialogue. The knowledge type is indicated in parentheses in the knowledge column.

our proposed method improves Acc, suggesting the
importance of considering knowledge structurally.

The results of response generation are also
shown in Table 3. The proposed method did not
perform well in terms of reproducibility for target
responses. However, this should not be a major
problem because it is known that it is inappropri-
ate to measure reproducibility in dialogue evalu-
ation (Liu et al., 2016). On the other hand, the
proposed model performed the best for knowledge
reflection. We believe this improvement is due to
selecting knowledge more correctly according to
the dialogue context and knowledge history.

5.6 Case Study

Table 4 shows an example of knowledge selection
and response generation. TMN BERT, which does
not consider knowledge history, selects the plot
even though it is at the beginning of the dialogue.
Moreover, the generated utterance does not reflect
the selected knowledge. On the other hand, our pro-
posed model introduces the movie title that has not
yet been mentioned in this dialogue by considering
the knowledge history.

As illustrated by the generated response of TMN
BERT, the generated utterances may not reflect the
selected knowledge or may contain words inconsis-

tent with the selected knowledge. This problem is
known as the hallucination problem (Roller et al.,
2020; Shuster et al., 2021), and we leave the solu-
tion to this problem as future work.

6 Conclusion

We proposed JMRD, a hierarchically structured
knowledge-based movie recommendation dialogue
dataset. We also proposed an end-to-end dialogue
system that utilizes the hierarchically structured
knowledge of knowledge types and contents to per-
form knowledge selection and generate responses
as a strong baseline for our dataset. The experi-
mental results show that our model can select more
appropriate knowledge than baselines.

As far as we know, this is the first Japanese dia-
logue dataset associated with external knowledge.
We hope our dataset facilitates further research on
movie recommendation dialogue based on struc-
tured external knowledge (especially in Japanese
dialogue research).

In response generation, we can observe that the
utterances do not reflect the knowledge in some
cases, even when the knowledge is selected cor-
rectly. There is still much room for improvement
in knowledge reflection, and we leave this as future
work.
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