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Abstract
We present a discourse-aware text simplifica-
tion (TS) approach that recursively splits and
rephrases complex English sentences into a se-
mantic hierarchy of simplified sentences. Us-
ing a set of linguistically principled transfor-
mation patterns, sentences are converted into a
hierarchical representation in the form of core
sentences and accompanying contexts that are
linked via rhetorical relations. As opposed
to previously proposed sentence splitting ap-
proaches, which commonly do not take into ac-
count discourse-level aspects, our TS approach
preserves the semantic relationship of the de-
composed constituents in the output. A compar-
ative analysis with the annotations contained in
RST-DT shows that we capture the contextual
hierarchy between the split sentences with a
precision of 89% and reach an average preci-
sion of 69% for the classification of the rhetor-
ical relations that hold between them. More-
over, an integration into state-of-the-art Open
Information Extraction (IE) systems reveals
that when applying our TS approach as a pre-
processing step, the generated relational tuples
are enriched with additional meta information,
resulting in a novel lightweight semantic repre-
sentation for the task of Open IE.

1 Introduction

Sentences that present a complex structure can be
hard to comprehend by human readers, as well
as difficult to analyze by semantic applications
(Mitkov and Saggion, 2018). Identifying grammat-
ical complexities in a sentence and transforming
them into simpler structures is the goal of syntac-
tic TS. The most relevant method that is used to
perform this rewriting step is sentence splitting: it
divides a sentence into several shorter components
with each of them presenting a more regular syn-
tax that is easier to process by both humans (Sid-
dharthan and Mandya, 2014; Ferrés et al., 2016)
and machines (Štajner and Popović, 2018; Saha
and Mausam, 2018).

We propose a sentence splitting approach that
can be used as a preprocessing step to generate
an intermediate representation. The objective is to
facilitate and improve the performance of down-
stream tasks whose predictive quality deteriorates
with sentence length and complexity (e.g., see
Cetto et al. (2018); Saha and Mausam (2018);
Heilman and Smith (2010); Štajner and Popović
(2018)). Our approach aims to break down a com-
plex sentence into a set of minimal propositions,
i.e. a sequence of sound, self-contained utterances
with a simple and regular structure. Each of them
presents a minimal unit of coherent information
and, consequently, cannot be further decomposed
into meaningful propositions. However, any sound
and coherent text is not simply a loose arrangement
of self-contained units, but rather a logical struc-
ture of utterances that are semantically connected
(Siddharthan, 2014). Consequently, when carrying
out syntactic TS operations without considering
discourse implications, the rewriting may easily
result in a disconnected sequence of simplified sen-
tences, making the text harder to interpret. The
vast majority of existing structural TS approaches
though do not take into account discourse-level as-
pects. Therefore, they are prone to producing a
set of incoherent utterances where important con-
textual information is lost. Thus, to preserve the
coherence structure of the input we propose a
context-preserving TS approach. It establishes a se-
mantic hierarchy between the split components by
(1) setting up a contextual hierarchy and (2) classi-
fying the semantic relationship that holds between
them (see Figure 1).

To the best of our knowledge, this is the first time
that syntactically complex sentences are split and
rephrased within the semantic context in which
they occur. Our framework differs from previ-
ously proposed approaches by using a linguisti-
cally grounded transformation stage that applies
clausal and phrasal disembedding mechanisms to
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Contrast(a)

Condition(c)

Background(d)

List(e)

The usage of barium can
lead to increased post

operative complications.

The usage of barium can
impede surgical revision.

core core

Caution with non
water soluble contrast

is mandatory.

core
context

Volvulus is
suspected.

context core

Elaboration(b)

A fluoroscopic
study is known

as an upper
gastrointestinal

series.

A fluoroscopic
study is
typically

the next step
in management.

core context

core context

Figure 1: A complex sentence (“A fluoroscopic study which is known as an upper gastrointestinal series is typically
the next step in management, although if volvulus is suspected, caution with non water soluble contrast is mandatory
as the usage of barium can impede surgical revision and lead to increased post operative complications.”) is
transformed into a semantic hierarchy of simplified sentences in the form of minimal, self-contained propositions
that are linked to each other via rhetorical relations. The output presents a regular, fine-grained structure that
preserves the context of the input in the form of hierarchically ordered and semantically interconnected sentences.

transform sentences into shorter utterances with a
more regular structure. By using a recursive top-
down approach, it generates a novel hierarchical
representation between those units, capturing both
their semantic context and relations to other units in
the form of rhetorical relations.1 By taking advan-
tage of the resulting fine-grained representation, the
complexity of downstream tasks may be reduced,
thus improving their performance. In addition, by
incorporating the semantic context of the source
sentences, our proposed representation preserves
contextual information that is needed to maintain
the coherence structure of the input, allowing for a
proper interpretation of complex assertions.

In summary, we make the following contribu-
tions: (i) We propose a discourse-aware syntactic
TS approach which transforms complex sentences
into a semantic hierarchy of minimal propositions,
resulting in a novel representation that puts a se-
mantic layer on top of the simplified sentences. (ii)
The proposed method is linguistically grounded
and does not require any training data. (iii) As a
proof of concept, we develop a reference implemen-
tation. (iv) We perform a comprehensive empirical
evaluation, demonstrating that we reach state-of-
the-art performance in the classification of both

1For this purpose, we make use of a subset of the classical
set of RST relations defined in Mann and Thompson (1988)
that we adapted from the work of Taboada and Das (2013).

the hierarchical order and the semantic relation-
ship that hold between the split sentences. (v) We
show that the semantic hierarchy can be leveraged
to extract relational tuples within their semantic
context, resulting in a novel lightweight semantic
representation for complex text data in the form of
normalized and context-preserving tuples.

2 Discourse-Aware Sentence Splitting

We present DISSIM, a discourse-aware TS ap-
proach that creates a semantic hierarchy of sim-
plified sentences.2 It takes a sentence as input and
performs a recursive transformation stage that is
based upon a small set of 35 hand-crafted rules.

2.1 Transformation Patterns

In the development of the transformation patterns,
we followed a principled and systematic proce-
dure, with the goal of eliciting a universal set of
transformation rules. They were heuristically de-
termined in a rule-engineering process that was
carried out on the basis of an in-depth study of the
literature on syntactic sentence simplification, e.g.
Siddharthan (2006, 2014, 2002); Siddharthan and
Mandya (2014); Evans and Orǎsan (2019); Ferrés
et al. (2016). Next, we performed a thorough lin-

2The source code of our framework is avail-
able under https://github.com/Lambda-3/
DiscourseSimplification (Niklaus et al., 2019a).

https://github.com/Lambda-3/DiscourseSimplification
https://github.com/Lambda-3/DiscourseSimplification
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guistic analysis of the syntactic phenomena that
need to be tackled in the sentence splitting task.3

The transformation patterns encode syntactic and
lexical features that can be derived from a sen-
tence’s phrase structure. Each rule specifies (1)
how to split up and rephrase the input into struc-
turally simplified sentences and (2) how to set up a
contextual hierarchy between the split components
and how to identify the semantic relationship that
holds between those elements.4

2.2 Data Model: Linked Proposition Tree
The transformation algorithm takes a complex sen-
tence as input and recursively transforms it into a
semantic hierarchy of minimal propositions. The
output is represented as a linked proposition tree
(LPT). Its basic structure is depicted in Figure 2. A
LPT is a labeled binary tree LPT = (V,E).

prop ∈ PROP prop ∈ PROP

rel ∈ REL

c ∈ CL c ∈ CL

Figure 2: Basic structure of a LPT . It represents the
data model of the sem. hierarchy of min. propositions.

Let V ∈ {REL,PROP} be the set of nodes,
where PROP is the set of leaf nodes denoting the
set of minimal propositions . A prop ∈ PROP
is a triple (s, v, o) ∈ CT , where CT = {SV, SVA,
SVC, SVO, SVOO, SVOA, SVOC} represents the
set of clause types (Del Corro and Gemulla, 2013).
Hence, s ∈ S denotes a subject, v ∈ V a verb
and o ∈ {O,A,C,OO,OA,OA, ∅} a direct or
indirect object, adverbial or complement (or a com-
bination thereof). Accordingly, a minimal propo-
sition prop ∈ PROP is a simple sentence5 that
is reduced to its clause type.6 Thus, it represents
a minimal unit of coherent information where all
optional constituents are discarded, resulting in an
utterance that expresses a single event consisting
of a predicate and its core arguments.

Furthermore, let REL = {Contrast, List,
Disjunction, Cause, Result, Temporal, Back-

3Details on the underlying linguistic principles, support-
ing the systemacity and universality of the developed transfor-
mation patterns, can be found in Niklaus (2022), p. 92–97.

4An example of a transformation rule is provided in Table
5 in Section A. For reproducibility purposes, the full set of
patterns is presented in Niklaus (2022), p. 111–141.

5A simple sentence comprises exactly one clause.
6In addition, a specified set of phrasal elements were

extracted. The reader may refer to Section A for more details.

ground, Condition, Elaboration, Explanation,
Spatial, Attribution, Unknown} be the set of
rhetorical relations , comprising the set of inner

nodes. A rel ∈ REL represents the semantic rela-
tionship that holds between its child nodes. It re-
flects the semantic context of the associated propo-
sitions prop ∈ PROP . In that way, the coherence
structure of the input is preserved.

Finally, let E ∈ CL, with CL ∈ {core, con-
text}, be the set of constituency labels . A c ∈ CL
represents a labeled edge that connects two nodes
V ∈ LPT . It enables the distinction between core
information and less relevant contextual informa-
tion. In that way, hierarchical structures between
the split propositions prop ∈ PROP are captured.
Figure 1 shows the LPT that is generated by our
TS approach on an example sentence.

2.3 Transformation Algorithm

Algorithm 1 Transform into Semantic Hierarchy
Input: complex source sentence str
Output: linked proposition tree tree

1: function INITIALIZE(str)
2: new_leaves← source sentence str
3: new_node← create a new parent node for new_leaves
4: new_node.labels← None
5: new_node.rel← ROOT
6: linked proposition tree tree← initialize with new_node
7: return tree
8: end function

9: procedure TRAVERSETREE(tree)
10: ▷ Process leaves (i.e. propositions) from left to right
11: for leaf in tree.leaves do
12: ▷ Check transformation rules in fixed order
13: for rule in TRANSFORM_RULES do
14: if match then
15: ▷ (a) Sentence splitting

16: simplified_propositions← decompose leaf into a

17: set of simplified propositions

18: new_leaves← convert simplified_propositions

19: into leaf nodes

20: ▷ (b) Constituency Type Classification

21: new_node← create a new parent node for new_leaves

22: new_node.labels← link each leaf in new_leaves to

23: new_node and label each edge with the leaf’s constituency

24: type c ∈ CL

25: ▷ (c) Rhetorical Relation Identification

26: cue_phrase← extract cue phrase from leaf.parse_tree

27: new_node.rel ∈ REL← match cue_phrase against a

28: predefined set of rhetorical cue words
29: ▷ Update Tree
30: tree.replace(leaf, new_node)
31: ▷ Recursion
32: TRAVERSETREE(tree)
33: end if
34: end for
35: end for
36: return tree
37: end procedure
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The transformation algorithm of our approach
(see Algorithm 1) takes a natural language sentence
as input and applies the transformation patterns to
recursively transform it into a semantic hierarchy
of minimal propositions, represented as an LPT .

Initialization In the initialization step (see lines
1-8 of Algorithm 1), the linked proposition tree
LPT is instantiated with the source sentence. It
is represented as a single leaf node that has an
unlabeled edge to the root node.

Tree Traversal Next, the LPT is recursively tra-
versed, splitting up the input in a top-down ap-
proach (9-37). Starting from the root node, the
leaves are processed in depth-first order. For every
leaf (11), we check if its phrasal parse tree matches
one of the transformation patterns (13). The rules
are applied in a fixed order that was empirically de-
termined. The first pattern that matches the propo-
sition’s parse tree is executed (14). For instance,
the first rule that matches the source sentence from
Fig. 1 is the pattern shown in Table 5.

(a) Sentence Splitting In a first step, the cur-
rent proposition is decomposed into a set of shorter
utterances that present a more regular structure (16-
17). This is achieved through disembedding clausal
or phrasal components and converting them into
stand-alone sentences. Accordingly, the transfor-
mation rule encodes both the split point and the
rephrasing procedure for reconstructing grammat-
ically sound sentences.7 Each split will result in
two sentences with a simpler syntax. They are rep-
resented as leaf nodes in the LPT (18-19) (see
subtask (a) in Figure 3). To establish a semantic
hierarchy between the split spans, two further sub-
tasks are carried out, as described below.

(b) Constituency Type Classification To set
up a contextual hierarchy between the split sen-
tences, the transformation rule determines the con-
stituency type c ∈ CL of the leaf nodes that were
created in the previous step (21-24). To differen-
tiate between core sentences that contain the key
message of the input and contextual sentences that
provide additional information about it, the trans-
formation pattern encodes a simple syntax-based
method. Based on the assumption that subordina-
tions commonly express background information,

7Table 4 in Section A provides an overview of the lin-
guistic constructs that are tackled by our approach. Note that
this subtask is presented in detail in Niklaus et al. (2019b).
Therefore, we focus on subtasks b and c in this work.

simplified propositions resulting from subordinate
clausal or phrasal elements are classified as context
sentences, while those emerging from their super-
ordinate counterparts are labelled as core sentences.
Coordinations, too, are flagged as core sentences,
as they are of equal status and typically depict the
main information of the input (see subtask b in
Figure 3).8

(c) Rhetorical Relation Identification To pre-
serve the semantic relationship between the simpli-
fied propositions, we classify the rhetorical relation
rel ∈ REL that holds between them. For this pur-
pose, we utilize a predefined list of rhetorical cue
words adapted from the work of Taboada and Das
(2013).9 To infer the type of rhetorical relation, the
transformation pattern first extracts the cue phrase
of the given sentence (26). It is then used as a lexi-
cal feature for classifying the semantic relationship
that connects the split propositions (27-28). For ex-
ample, the rule in Table 5 specifies that the phrase

“although” is the cue word in the source sentence of
Figure 1, which is mapped to a “Contrast” relation-
ship according to the findings in Taboada and Das
(2013) (see subtask c in Figure 3).

(c) “although” → Contrast

(a)
If volvulus is suspected, caution with

non water soluble contrast is mandatory

as ... operative complications.

(a)
A fluoroscopic study ...

is typically the next

step in management.

(b) core (b) context

Figure 3: Semantic hierarchy after the first transforma-
tion pass. (Subtask a) The source sentence is split
up and rephrased into a set of syntactically simplified
sentences. (Subtask b) Then, the split sentences are
connected with information about their constituency
type to establish a contextual hierarchy between them.
(Subtask c) Finally, by identifying and classifying the

rhetorical relation that holds between the simplified sen-
tences, their semantic relationship is preserved.

Recursion Next, the LPT is updated by replac-
ing the leaf node that was processed in this run

8This approach relates to the concept of nuclearity in
RST. In RST, each text span is specified as either a nucleus
or a satellite. The nucleus span embodies the central piece
of information and is comparable to what we denote a core
sentence, whereas the role of the satellite is to further specify
the nucleus, corresponding to a context sentence in our case.

9The full list of cue phrases that serve as lexical features
for the identification of rhetorical relations in our approach, as
well as the corresponding relations to which they are mapped,
is provided in Section B.



68

with the newly generated subtree (30). It is com-
posed of the simplified propositions, their semantic
relationship rel ∈ REL and constituency labels
c ∈ CL. Figure 3 depicts the result of the first
transformation pass on the example sentence from
Figure 1. The resulting leaf nodes are then recur-
sively simplified in a top-down fashion (32).

Termination The algorithm terminates when no
more rule matches the set of simplified proposi-
tions prop ∈ PROP in the leaf nodes. It outputs
the source sentence’s LPT (36), representing its
semantic hierarchy of minimal semantic units. In
that way, the input is transformed into a set of hier-
archically ordered and semantically interconnected
sentences that present a simplified syntax. Figure 1
shows the final LPT of our example sentence.

3 Evaluation

3.1 Experimental Setup
3.1.1 Automatic Metrics
We evaluate the constituency type classification
and rhetorical relation identification steps by map-
ping the simplified sentences that were generated
in the sentence splitting subtask to the Elemen-
tary Discourse Units (EDUs) of the RST-DT cor-
pus (https://t1p.de/n6t9). This dataset is
a collection of 385 Wall Street Journal articles
annotated with rhetorical relations based on the
RST framework (Mann and Thompson, 1988). For
matching simplified sentences generated by our TS
approach to the annotations of the RST-DT corpus,
we compare each split sentence to all the EDUs of
the corresponding input sentence. For each pair,
we search for the longest contiguous matching sub-
sequence. Next, based on the size of the matched
sequences, a similarity score between the two input
strings is calculated. Each pair whose similarity
score surpasses an empirically determined thresh-
old of 0.65 is considered a match.

Constituency Type Classification To determine
whether the hierarchical relationship that is as-
signed by our TS framework between a pair of
simplified sentences is correct, we check if the hi-
erarchy of its contextual layers corresponds to the
nuclearity of the aligned text fragments of the RST-
DT. For this purpose, we make use of the nuclearity
status encoded in the annotations of this dataset. In
addition, we compare the performance of our TS
approach with that of a set of widely used sentence-
level discourse parsers on this task.

Rhetorical Relation Identification To assess
the performance of the rhetorical relation iden-
tification step, we determine the distribution of
the relation types allocated by our TS approach
when operating on the 7,284 input sentences of
the RST-DT and compare it to the distribution of
the manually annotated rhetorical relations of this
corpus. Moreover, we examine for each match-
ing sentence pair whether the rhetorical relation
assigned by our TS framework equates the relation
that connects the corresponding EDUs in the RST-
DT dataset. For this purpose, we apply the more
coarse-grained classification scheme from Taboada
and Das (2013), who group the full set of 78 rhetor-
ical relations that are used in the RST-DT corpus
into 19 classes of relations that share rhetorical
meaning. Finally, we analyze the performance of
our framework on the relation labeling task in com-
parison to a number of discourse parser baselines.

3.1.2 Manual Analysis
To get a deeper insight into the accuracy of the se-
mantic hierarchy established between the split com-
ponents, the automatic evaluation described above
is complemented by a manual analysis. Three hu-
man judges independently of each other assessed
each decomposed sentence according to the fol-
lowing four criteria: (i) Limitation to core infor-
mation: Is the simplified output limited to core
information of the input sentence? (yes - no - mal-
formed); (ii) Soundness of the contextual proposi-
tion: Does the simplified sentence express a mean-
ingful context fact? (yes - no); (iii) Correctness of
the context allocation: Is the contextual sentence
assigned to the parent sentence to which it refers?
(yes - no); and (iv) Properness of the identified
semantic relationship: Is the contextual sentence
linked to its parent sentence via the correct seman-
tic relation? (yes - no - unspecified). The first three
categories of our analysis address the correctness
of the constituency type classification task, while
the latter targets the rhetorical relation identifica-
tion step. The annotation task was carried out on a
random sample of 100 sentences from the OIE2016
Open IE benchmark (Stanovsky and Dagan, 2016).

3.2 Results
3.2.1 Automatic Metrics
Using the matching function described in Sec-
tion 3.1.1, we obtained 1,827 matched sentence
pairs, i.e. 11.74% of the pairs of simplified sen-
tences were successfully mapped to a counterpart

https://t1p.de/n6t9
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of EDUs from the RST-DT. The relatively low num-
ber of matches can be attributed to the fact that
the text spans we compare have very different fea-
tures.10 As we are primarily interested in determin-
ing whether the constituency and relation labels
that are assigned by our approach are correct, we
will focus on precision in the following.11

Constituency Type Classification In 88.88% of
the matched sentence pairs, the hierarchical rela-
tionship that is allocated between a pair of sim-
plified sentences by our reference TS implementa-
tion DISSIM corresponds to the nuclearity status
of the aligned EDUs from RST-DT, i.e. in case of a
nucleus-nucleus relationship in RST-DT, both out-
put sentences from DISSIM are assigned to the
same context layer, while in case of a nucleus-
satellite relationship the sentence mapped to the
nucleus EDU is allocated to the context layer cl,
whereas the sentence mapped to the satellite span
is assigned to the subordinate context layer cl+1.
The majority of the cases where our TS approach
assigns a hierarchical relationship that differs from
the nuclearity in the RST-DT corpus can be at-
tributed to relative clauses.

nuclearity relation
DPLP (Ji and Eisenstein, 2014) 71.1 61.8
Feng and Hirst (2014) 71.0 58.2
2-Stage Parser (Wang et al., 2017) 72.4 59.7
Lin et al. (2019) 91.3 81.7
SPADE (Soricut and Marcu, 2003) 56.1 44.9
HILDA (Hernault et al., 2010) 59.7 48.2
PAR-S (Joty et al., 2015) 75.2 66.1
Lin et al. (2019) (86.4)* (77.5)*
DISSIM 88.9 69.5

Table 1: Precision of DISSIM and the discourse parser
baselines, as reported by their authors. (*) In case of
automatic discourse segmentation, for Lin et al. (2019)
the F1-score is available only.

Table 1 displays the precision that the discourse
parser baselines achieve on the 991 sentences of
the RST-DT test set in distinguishing between nu-
cleus and satellite spans (“nuclearity”). For the
approaches in the upper part of the table, the au-
thors report the systems’ performance when using
gold EDU segmentation, while for those in the
lower part the performance is indicated based on
automatic segmentation, i.e. when they are fed

10For details, see Section C.
11The fraction of labels that are successfully retrieved (i.e.

recall) is of minor importance in our setting. In addition,
this score might be biased, since a large proportion of EDUs
from RST-DT is not mapped to a counterpart of simplified
propositions in our experiments. Therefore, we refrain from
reporting recall scores.

the output of their respective discourse segmenter.
Since our framework makes use of the simplified
sentences that were generated in the previous step
when setting up the semantic hierarchy, it is better
comparable to the latter group. The figures show
that in this case our approach outperforms all other
systems in the constituency type classification task
by a large margin of 13.7% at a minimum.12

Rhetorical Relation Identification Table 2 dis-
plays the frequency distribution of the 19 classes of
rhetorical relations that were specified in Taboada
and Das (2013). The ten most frequently occur-
ring classes make up for 89.45% of the relations
that are present in the dataset. We decided to limit
ourselves to these classes in the evaluation of the
rhetorical relation identification step, with two ex-
ceptions. First, we did not take into account the
“Topic-change” and “Same-unit” classes. Second,
we merged the two highly related classes of “Cause”
and “Explanation” into a single category.

RHET. RELATION COUNT PERCENT. PRECISION

Elaboration 7,675 25.65% 0.5550
Joint 7,116 23.78% 0.6673
Attribution 2,984 9.97% 0.9601
Same-unit 2,788 9.32% —
Contrast 1,522 5.09% 0.7421
Topic-change 1,315 4.39% —
Explanation 966 3.21%
Cause 754 2.52% 0.7037

Temporal 964 3.22% 0.7895
Background 897 2.30% 0.4459

avg.: 0.6948

Evaluation (2.0%), Enablement (1.8%), Comparison (1.5%), Textual orga-
nization (1.2%), Condition (1.1%), Topic-comment (0.9%), Manner-means
(0.7%), Summary (0.7%), Span (0.0%)

Table 2: Frequency distribution of the 19 classes of
relations from Taboada and Das (2013) and the precision
of DISSIM’s rhetorical relation identification step.

The right column in Table 2 displays the preci-
sion of our TS approach for each class of rhetorical
relation when run over the sentences from RST-DT.
The “Attribution” relation reaches by far the high-
est precision. The remaining relations, too, show
decent scores, with a precision of around 70%. The
only exception is “Background”. The difficulty
with this type of relationship is that it signifies a
very broad category that is not signalled by dis-
course markers and therefore hard to detect by our
approach (Taboada and Das, 2013). With an aver-
age precision of 69.5% in the relation labeling task
(see Table 1), our framework again surpasses all

12A very recent approach to intra-sentential sentence pars-
ing was proposed in Lin et al. (2019), achieving an F1-score
of 86.4%. However, the authors do not report its precision.
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the discourse parser baselines under consideration
when using automatic discourse segmentation.13

When comparing the distribution of the rhetor-
ical relations that were identified by our TS ap-
proach on the source sentences from the RST-DT
(see Figure 4) to that of the manually annotated
gold relations displayed in Table 2, it turns out that
there is a very high similarity between the two of
them. However, it must be noted that in about 20%
of the cases, our TS approach is not able to identify
a rhetorical relation between a pair of split sen-
tences (“Unknown”). For the most part, this can be
attributed to sentence pairs whose relation is not ex-
plicitly stated in the underlying source sentence. As
our approach is based on cue phrases, searching for
discourse markers that explicitly signal rhetorical
relations, it has difficulties in identifying relations
that can merely be implied.

3.2.2 Manual Analysis
The results of the human evaluation are displayed
in Table 3. The inter-annotator agreement was
calculated using Fleiss’ κ (Fleiss, 1971). The fig-
ures indicate fair to substantial agreement between
the three annotators, suggesting that the evaluation
scores present a reliable result.

Category Yes No Malf. Unspec. κ
Limitation to core in-
formation

68.2% 20.0% 11.9% — 0.39

Soundness of the con-
textual proposition

83.1% 16.9% — — 0.51

Correctness of the
context allocation

93.2% 6.8% — — 0.41

Properness of the se-
mantic relationship

69.8% 7.0% — 23.2% 0.69

Table 3: Results of the manual analysis.

In more than two out of three cases, the annota-
tors marked the propositions that were classified
as core sentences by our TS approach as correct,
thus approving that they have a meaningful inter-
pretation and that their content is truly restricted to
core information of the underlying source sentence.
Only about 12% of the simplified sentences are mal-
formed according to our annotations. The remain-
ing fifth of output core sentences was judged as
being misclassified, i.e. they rather contribute less
relevant background data than key information of
the input. Regarding the soundness of the context
propositions, only about 17% of the output proposi-

13with the exception of Lin et al. (2019)’s parser, for which
only the F1-score is reported by the authors, though. Hence,
it is not directly comparable to the other approaches whose
performance is analyzed based on their precision.

tions that were classified as context sentences were
labelled as being inaccurate, while as many as 83%
present proper contextual propositions, expressing
a meaningful context fact that is asserted by the
input and can be properly interpreted. Furthermore,
93% of the context sentences are assigned to their
respective parent sentence, whereas only 6% of
them are misallocated, according to the annotators’
labels. Finally, our evaluation revealed that our
TS approach shows a decent performance for the
rhetorical relation identification step, too. More
than two-thirds of the sentence pairs are classified
with the correct rhetorical relation, according to our
manual analysis. Only 7% of them are assigned an
improper relation. However, in nearly a quarter of
the cases, our TS approach was not able to identify
a semantic relationship between the given pair of
sentences. This can be explained by the fact that
for this subtask, our framework follows a rather
simplistic approach that is primarily based on cue
phrases. Therefore, it fails to identify a semantic
relationship whenever none of the specified key-
words appears in the underlying input sentence. As
a result, our approach provides very precise results.
Covering only a small subset of rhetorical relations
it lacks in completeness, though.

4 A Lightweight Semantic Representation
for Open IE

The fine-grained representation of complex sen-
tences in the form of hierarchically ordered and se-
mantically interconnected propositions may serve
as an intermediate representation for downstream
tasks. An application area that may benefit greatly
from our approach as a preprocessing step is the
task of Open IE (Banko et al., 2007). We thus as-
sessed the merits of our proposed discourse-aware
TS approach in supporting the extraction of re-
lational tuples from complex assertions in down-
stream Open IE applications, demonstrating that
the semantic hierarchy of minimal propositions
benefits them in two dimensions:

(a) The normalized subject-predicate-object syn-
tax of the simplified sentences reduces the
complexity of the relation extraction step, re-
sulting in a simplistic canonical predicate-
argument structure of the output.

(b) By capturing intra-sentential rhetorical struc-
tures and hierarchical relationships between
the propositions, it allows for the enrichment
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Figure 4: Distribution of the rhetorical relations identified by our TS approach on the RST-DT.

of the extracted relational tuples with addi-
tional meta information that supports their
interpretability.

In that way, the shallow semantic representation
of state-of-the-art Open IE systems is transformed
into a canonical context-preserving representation
of relational tuples.

(1) she; was confirmed on; August 6, 2009
(2) He; nominated Sonia Sotomayor on; May 26
(3) He; nominated Sonia Sotomayor; 2009
(4) He; nominated 2009 on; May 26
(5) Sonia Sotomayor; be nominated 2009 on; May 26
(6) He; nominated 2009; Sonia Sotomayor
(7) 2009; be nominated Sonia Sotomayor on;May 26

Figure 5: OLLIE’s extractions (Mausam et al., 2012).

Extraction of Canonical Predicate-Argument
Structures Representing normalized monopred-
icative units, the simplified sentences reduce the
complexity of the relation extraction step and inher-
ently support the extraction of canonical predicate-
argument structures. Thus, a standardized output
scheme is created, where each simplified sentence
results in a normalized (mostly) binary predicate-
argument structure, in which both the predicate
and the argument slots are reduced to their essen-
tial components. In that way, the generation of
overly specific predicate and argument phrases, as
well as (quasi-)redundant extractions is prevented,
as illustrated by the examples in Figures 5 to 7.14

Enrichment of the Output with Semantic Infor-
mation Moreover, our TS approach enables ex-
isting Open IE systems to enrich their output with

14In addition, we demonstrated that the precision and re-
call of state-of-the-art Open IE systems is improved by up to
346% and 52%, respectively, when taking advantage of the
split propositions instead of dealing with the complex source
sentences (Niklaus et al., 2019b).

semantic information. The semantic hierarchy can
be leveraged to incorporate important contextual
information of the extracted relational tuples, thus
extending the shallow semantic representation (in
the form of isolated predicate-argument structures)
of state-of-the-art Open IE systems.15 First, the
semantic hierarchy supports the specification of a
hierarchical order between the extracted relational
tuples, as it enables to distinguish between differ-
ent levels of context - the lower the allotted layer,
the more relevant is the information contained in it.
Second, the semantic hierarchy generated by our
discourse-aware TS approach can be used to enrich
the output of Open IE approaches with additional
meta information in terms of rhetorical relations, al-
lowing for the representation of semantically typed
relational tuples. Thus, the extracted relations are
put into a logical structure that preserves the se-
mantic context of the extractions, resulting in an
output that is more informative and coherent, and
thus easier to interpret. See Figure 8 for an exam-
ple.

Hence, the semantic hierarchy of minimal propo-
sitions generated by our discourse-aware TS ap-
proach can be leveraged to transform the shallow
semantic representation of existing Open IE sys-
tems into a novel canonical context-preserving rep-
resentation of relational tuples. The proposed repre-
sentation allows for a simplistic unified representa-
tion of predicate-argument structures that can easily
be enriched with contextual information in terms

15Previous work in the area of Open IE has mainly focused
on the extraction of isolated relational tuples, ignoring the co-
hesive nature of texts where important contextual information
is spread across clauses or sentences. Consequently, state-of-
the-art Open IE approaches are prone to generating a loose
arrangement of tuples that lack the expressiveness needed to
infer the true meaning of complex assertions.
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(1) he; nominated; Sonia Sotomayor on May 26 2009 to replace David Souter
(2) she; was confirmed; on August 6 2009 becoming the first Supreme Court Justice of Hispanic descent
(3) she; was confirmed; becoming the first Supreme Court Justice of Hispanic descent

Figure 6: Relations extracted by ClausIE (Del Corro and Gemulla, 2013) from the sentence: “He nominated Sonia
Sotomayor on May 26, 2009 to replace David Souter; she was confirmed on August 6, 2009, becoming the first
Supreme Court Justice of Hispanic descent.”.

(1) #1 0 he; nominated; Sonia Sotomayor
(1a) PURPOSE to replace David Souter.
(1b) TEMPORAL on May 26, 2009.
(2) #2 0 she; was confirmed;
(2a) TEMPORAL on August 6, 2009.
(3) #3 0 she; was becoming; the first

Supreme Court Justice of Hispanic descent

Figure 7: Relations extracted by OLLIE and ClausIE
when using our TS approach as a preprocessing step.

(1) A fluoroscopic study; known; as an upper gastro-
intestinal series

(2) caution with non water soluble contrast; is; man-
datory as the usage of barium

(3) as the usage; of barium can impede; surgical
revision and lead

(4) ; to increased; post operative complications

(5) #1 0 A fluoroscopic study; is; typically, the
next step in management

(5a) ELABORATION #2
(5b) CONTRAST #3
(6) #2 1 This; fluoroscopic study is known; as

an upper gastrointestinal series
(7) #3 0 Caution with non water soluble; is; man-

datory
(7a) CONTRAST #1
(7b) CONDITION #6
(7c) BACKGROUND #4
(7d) BACKGROUND #5
(8) #4 1 The usage of barium; can impede;surgical

revision
(8a) LIST #5
(9) #5 1 The usage of barium; can lead; to in-

creased post operative complications
(9a) LIST #4
(10) #6 1 Volvulus; is suspected;

Figure 8: Comparison of the tuples extracted by RnnOIE
(Stanovsky et al., 2018) with (5 - 10) and without (1 - 4)
using our TS approach as a preprocessing step.

of intra-sentential rhetorical structures and hierar-
chical relationships between the extracted tuples,
resulting in a set of interrelated semantically typed
tuples that preserve the coherence of the output.

5 Related Work

Discourse-level TS The vast majority of struc-
tural TS approaches do not take into account
discourse-level aspects. However, two notable ex-
ceptions have to be mentioned. Siddharthan (2006)
was the first to use discourse-aware cues in the sim-
plification process. As opposed to our approach,
though, where a semantic relationship is estab-
lished for each simplified output sentence, only
a comparatively low number of sentences is linked
by such cue words. Another approach that operates

on the level of discourse was proposed by Štajner
and Glavaš (2017). It performs a semantically mo-
tivated content reduction by maintaining only those
parts of a sentence that belong to factual event men-
tions. Our approach, on the contrary, aims to pre-
serve all the information contained in the source.

Discourse Parsing The challenge of uncovering
coherence structures in texts is pursued in the field
of Discourse Parsing. It aims to identify discourse
relations that hold between textual units in a doc-
ument (Marcu, 1997). A well-established theory
of text structure used in this area is RST. Here,
textual coherence is explained by the existence of
rhetorical relations that hold between adjacent text
spans in a hierarchical structure. Approaches to de-
tect rhetorical structure arrangements in texts range
from early rule-based approaches (Marcu, 2000) to
supervised data-driven models that were trained on
annotated corpora such as the RST-DT (Feng and
Hirst, 2014; Li et al., 2014; Lin et al., 2019).16

6 Conclusion

We presented a context-preserving TS approach
that transforms structurally complex sentences into
a hierarchical representation in the form of core
sentences and accompanying contexts that are se-
mantically linked by rhetorical relations. In our
experiments, we mapped the simplified sentences
from our reference implementation DISSIM to the
EDUs from RST-DT and showed that we obtain
a very high precision of 89% for the constituency
type classification and a decent score of 69% on
average for the rhetorical relation identification. In
the future, we plan to improve the latter step by
extending our approach to also capture implicit
relationships between the decomposed sentences.
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A Transformation Patterns

One of the fundamental objectives of our discourse-
aware TS approach is to decompose complex asser-
tions into a set of self-contained minimal proposi-
tions. Table 4 provides an overview of the linguistic
constructs that are addressed by our framework in
order to achieve this goal, including the number of
transformation patterns that were specified for each
syntactic phenomenon. Table 5 shows an example
of a transformation rule.

B Mapping of Cue Phrases to Rhetorical
Relations

Table 6 lists the full set of cue phrases that serve as
lexical features for the identification of rhetorical
relations when establishing the semantic hierarchy
between a pair of split sentences. It further shows to
which rhetorical relation each of them is mapped.

In addition, Spatial and Temporal relationships
are identified on the basis of named entities, while
Attribution relations are detected using a pre-
defined list of verbs of reported speech and cogni-
tion (Carlson and Marcu, 2001).

Furthermore, in some cases, the type of rela-
tionship that is set between two decomposed spans
is selected based on syntactic information. This
applies to the following rhetorical relations:

• Purpose (in case of adverbial clauses of pur-
pose, lexicalized on the preposition “to”),

• Elaboration (in case of appositives, adjecti-
val/adverbial phrases, participial phrases with-
out an adverbial connector and relative clauses
that are not introduced by the relative pronoun

“where”),
• Spatial (in case of relative clauses commenc-

ing with the relative pronoun “where”) and
• Temporal (in case of lead noun phrases).
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CLAUSAL/PHRASAL TYPE HIERARCHY # RULES

Clausal disembedding
1 Coordinate clauses coordinate 1
2 Adverbial clauses subordinate 6
3a Relative clauses (non-restrictive) subordinate 5
3b Relative clauses (restrictive) subordinate 4
4 Reported speech subordinate 4

Phrasal disembedding
5 Coordinate verb phrases coordinate 1
6 Coordinate noun phrases coordinate 2
6 Participial phrases subordinate 4
8a Appositions (non-restrictive) subordinate 1
8b Appositions (restrictive) subordinate 1
9 Prepositional phrases subordinate 3
10 Adjectival and adverbial phrases subordinate 2
11 Lead NPs subordinate 1

Total 35

Table 4: Linguistic constructs addressed by our discourse-aware TS approach DISSIM.

ROOT <<: (S < (NP $.. (VP < +(VP) (SBAR <, (IN $+ ( S < (NP $.. VP )))))))

Table 5: Example of a transformation pattern (for decomposing adverbial clauses). They are specified in terms
of Tregex patterns (Levy and Andrew, 2006). A boxed pattern represents the part of a sentence that is extracted
from the input and transformed into a new stand-alone sentence. A pattern in bold is deleted from the source. The
underlined part is labelled as a context sentence, while the remaining part represents core information. The italic
pattern is used as a cue phrase for identifying the rhetorical relation that holds between the decomposed spans.

RHET. RE-
LATION

CUE PHRASES

Contrast although, but, but now, despite, even
though, even when, except when, how-
ever, instead, rather, still, though, thus,
until recently, while, yet

List and, in addition, in addition to, moreover
Disjunction or
Cause largely because, because, since
Result as a result, as a result of
Temporal after, and after, next, then, before, previ-

ously
Background as, now, once, when, with, without
Condition if, in case, unless, until
Elaboration more provocatively, even before, for ex-

ample, further, recently, since, since now,
so, so far, where, whereby, whether

Explanation simply because, because of, indeed, so, so
that

Table 6: Mapping of cue phrases to rhetorical relations.

C Evaluation

While the goal of our TS approach is to generate
well-formed syntactically simplified sentences, the
EDUs in the RST-DT are copied verbatim from the

source, resulting in an output of varied length that
is usually not grammatically sound. Moreover, in
many cases, the EDUs mix multiple semantic units,
whereas our approach aims to split the input into
atomic components, with each of them expressing
a coherent and indivisible proposition.

D Discourse Parsing

The syntactic analysis we propose for establishing
the semantic hierarchy between the decomposed
spans is bound to the RST discourse markers. How-
ever, it is not possible to simply use an RST parser
for this task. As illustrated in Figure 9, such a
parser does not return grammatically sound sen-
tences. Instead, it segments the input into basic
textual units, so-called elementary discourse units
(EDUs), which are copied verbatim from the source.
In order to reconstruct proper sentences, rephrasing
is required. For this purpose, amongst others, refer-
ring expressions have to be identified, and phrases
have to be rearranged and inflected. Moreover, the
textual units resulting from the segmentation pro-
cess are too coarse-grained for our purpose, since
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1-4: Condition

3-4: List

and lead to
post operative
complications.

although if volvulus
is suspected,

caution ... impede
surgical revision

Nucleus Nucleus

1-2: Elaboration

known as an
upper gastrointestinal

... the next step
in management,

A fluoroscopic
study

Nucleus
Satellite

Nucleus Satellite

Figure 9: Rhetorical structure tree of our example sentence, generated using the RST parser proposed in Ji and
Eisenstein (2014). The leaves correspond to EDUs, while each node is characterized by its nuclearity and a
rhetorical relation between adjacent text spans.

RST parsers mostly operate on clausal level. The
goal of our approach, though, is to split the in-
put into minimal semantic units, which requires to
go down to the phrasal level in order to produce
a much more fine-grained output in the form of
minimal propositions.


