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Introduction

Welcome to the Tutorials Session of ACL 2022.

The ACL tutorials session is organized to give conference attendees a comprehensive introduction by
expert researchers to some topics of importance drawn from our rapidly growing and changing research
field.

This year, as has been the tradition over the past few years, the call, submission, reviewing and selection
of tutorials were coordinated jointly for multiple conferences: ACL, NAACL, COLING and EMNLP. We
formed a review committee of 34 members, including the ACL tutorial chairs (Luciana Benotti (then),
Naoaki Okazaki, and Marcos Zampieri), the NAACL tutorial chairs (Cecilia O. Alm, Yulia Tsetkov, and
Miguel Ballesteros), the COLING tutorial chairs (Heng Ji, Hsin-Hsi Chen, and Lucia Donatelli), the
EMNLP tutorial chairs (Samhaa R. El-Beltagy and Xipeng Qiu), and 23 external reviewers (see Program
Committee for the full list). A reviewing process was organised so that each proposal received 3 reviews.
The selection criteria included clarity and preparedness, novelty or timely character of the topic, instruc-
tors’ experience, likely audience interest, open access of the tutorial instructional material, and diversity
and inclusion. A total of 47 tutorial submissions were received, of which 8 were selected for presentation
at ACL.

We solicited two types of tutorials, namely cutting-edge themes and introductory themes. The 8 tuto-
rials for ACL include 2 introductory tutorials and 6 cutting-edge tutorials. The introductory tutorials are
dedicated to deep neural networks and reproducibility in NLP. The cutting-edge discussions address
knowledge-augmented methods, non-autoregressive sequence generation, learning with limited data,
zero- and few-shot learning with pretrained language models, vision-language pretraining, and multi-
lingual task-oriented dialogue.

We would like to thank the tutorial authors for their contributions and flexibility while organising the
conference in the hybrid mode. We are also grateful to the 23 external reviewers for their generous
help in the decision process. Our thanks go to the conference organizers for effective collaboration, and
in particular to the general chair Bernardo Magnini, the publication chair Danilo Croce, the handbook
chair Marco Polignano, and the authors of aclpub?2. Finally, special thanks go to Luciana Benotti,
who worked hard as a tutorial chair of ACL especially maintaining the reviewing process (including the
administrative work with OpenReview) but later resigned from this position when she was elected to the
NAACL executive board as the NAACL chair for 2022.

We hope you enjoy the tutorials.

ACL 2022 Tutorial Co-chairs
Luciana Benotti (until Jan 2022)
Naoaki Okazaki

Yves Scherrer

Marcos Zampieri
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A Gentle Introduction to Deep Nets and Opportunities for the Future

Kenneth Church
Baidu, Sunnyvale, USA
Kenneth.Ward.Church@gmail.com

Gary Marcus
NYU & Robust.Al
gary.marcus @icloud.com

Abstract

The first half of this tutorial will make deep
nets more accessible to a broader audience, fol-
lowing “Deep Nets for Poets” and “A Gentle
Introduction to Fine-Tuning.” We will also in-
troduce, gft (general fine tuning), a little lan-
guage for fine tuning deep nets with short (one
line) programs that are as easy to code as regres-
sion in statistics packages such as R using glm
(general linear models). Based on the success
of these methods on a number of benchmarks,
one might come away with the impression that
deep nets are all we need. However, we believe
the glass is half-full: while there is much that
can be done with deep nets, there is always
more to do. The second half of this tutorial will
discuss some of these opportunities.

1 Introduction

This tutorial is split into two parts:

A Glass is half-full: deep nets can do much
B Glass is half-empty: there is always more to do

Part A will make deep nets more accessible to
a broader audience (Church et al., 2021b,a) by in-
troducing gft (General Fine-Tuning), a new “little
language™! for deep nets that is similar to glm (gen-
eral linear models) in the statistics package R.% gft
code will be posted on the tutorial website.

2 Part A: Glass is Half-Full

2.1 The Standard Recipe

Following (Devlin et al., 2019; Howard and Ruder,
2018), it has become standard practice to use the
3-step recipe in Table 1, with an emphasis on

"Little languages were advocated by Bentley (1986) and
the Unix group. Little languages such as AWK (Aho et al.,
1987) make it easy to solve remarkably powerful tasks with
short (often one-line) programs.

https://www.r-project.org/

Shttps://github.com/kwchurch/ACL2022_
deepnets_tutorial

Valia Kordoni

Humboldt-Universitaet zu Berlin, Germany

evangelia.kordoni @anglistik.hu-berlin.de

Ernest Davis
New York University
davise @cims.nyu.edu

1

Yanjun Ma & Zeyu Chen
Baidu, Beijing, China
mayanjun02 @baidu.com

Step gft Standard Terminology
1 Pre-Training

2 fit Fine-Tuning

3 predict Inference

Table 1: 3-Step recipe has become standard practice

pre-trained (foundation/base) models (Bommasani
et al., 2021). gft prefers the terms, fit and predict,
which have a long tradition in statistics, and pre-
date relatively recent work on deep nets.

gft makes it easy to use models and datasets on
hubs: HuggingFace* and PaddleHub/PaddleNLP.>
The hubs are large (30k models and 3k datasets),
and growing quickly (3x/year). The challenge is
to make these amazing resources more accessible
to a diverse user-base. One does not need to know
python and machine learning to use an off-the-shelf
regression package. So too, deep nets should not
require much (if any) programming skills.

2.2 Examples of Fit (aka Fine-Tuning)

Fit takes a pre-trained model, f,.. (BERT), and
uses a dataset (emotion) to output a post-trained
model, f,os¢ (to $outdir):
gft_fit --data "H:emotion" \

—--model "H:bert-base-cased" \

——eqgn "classify:label~text" \
——output_dir "Soutdir"

Listing 1: Example of gft_fit

The next example is similar but uses a model and a
dataset from PaddleNLP. gft supports mixing and
matching models and datasets from different hubs.
gft_fit —--data "P:chnsenticorp" \

—--model "P:ernie-tiny" \

-——egn "classify:label~text" \

——output_dir "Soutdir"

Listing 2: H and P refer to HuggingFace and PaddleNLP

*https://huggingface.co/
Shttps://github.com/PaddlePaddle
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—data arg —eqn arg

H:glue,cola classify: label ~ sentence

H:glue,sst2  classify: label ~ sentence

H:glue,wnli classify: label ~sentence

H:glue,mrpc classify: label ~ sentencel + sentence2
H:glue,rte  classify: label ~sentencel + sentence2
H:glue,qnli
H:glue,qqp
H:glue,sstb

classify: label ~ question + sentence
classify: label ~questionl + question2
regress: label ~sentencel + sentence?2

H:glue,mnli classify: label ~ premise + hypothesis

Table 2: gft solutions for GLUE (Wang et al., 2018)

—dataarg -eqn arg

squad
tweet_eval,hate classify: label ~ text

conll2003 classify_tokens: pos_tags ~ tokens
conll2003 classify_tokens: ner_tags ~ tokens
conll2003 classify_tokens: chunk_tags ~ tokens
timit_asr ctc: text ~ audio

classify_spans: answers ~ question + context

Table 3: gft solutions for more benchmarks

Short (1-line) g ft programs can fit (fine-tune)
many benchmarks, as illustrated in Tables 2-3.

2.3 gft Cheatsheet

gft supports the following functions:

1. fit (aka fine-tuning): fpre + data — fpost

2. predict (aka inference): f(x) = gy, where z is
an input from a dataset or from stdin

3. eval: f + data — score

4. summary: search hubs for popular datasets,
models and tasks, and provide snippets.

5. cat_data: output dataset on stdout

There are four major arguments:

—data: a dataset on a hub, or a local file
—model: a model on a hub, or a local file
—task: e.g., classify, regress®

—eqn (e.g., classify:y ~ x1+x2), where a task
appears before the colon, and variables refer
to columns in the dataset.

Sl o e

The gft interpreter is based on examples from

SCurrently supported tasks are: classify (aka text-
classification), classify_tokens (aka token-classification), clas-
sify_spans (aka QA, question-answering), classify_images
(aka image-classification), classify_audio (aka audio-
classification), regress, text-generation, MT (aka translation),
ASR (aka ctc, automatic-speech-recognition), fill-mask. Tasks
in parentheses are aliases.

hubs.” ® Hubs encourage users to modify 500+
lines of pytorch as necessary if they want to change
models, datasets and/or tasks. gft generalizes the
examples so users can do much of that in a single
line of gft code (with comparable performance).’

2.4 Some Simple Examples
2.4.1 Search

As mentioned above, users are overwhelmed with
an embarrassment of riches. How do we find the
good stuff on the hubs? The following outputs
snippets for datasets, models and tasks:

m=bhadresh-savani/roberta-base—-emotion
gft_summary —--data "H:emotion"
gft_summary —--model "H:Sm"

gft_summary —--task "H:classify"

Listing 3: Models/datasets/tasks — snippets

Search for datasets and models that contain the
substring: emotion, sorted by downloads:

query=H:__contains__emotion
gft_summary --data "Squery" --topn 5
gft_summary --model "Squery" —--topn 5

Listing 4: Searching for best emotion models/datasets

To find the most downloaded datasets and models,
set the query to the empty string:

query=H:___contains___
gft_summary —--data "$query" —--topn 5
gft_summary --model "Squery" --topn 5

Listing 5: Searching for best of everything

2.4.2 Predict (aka Inference)

After having found the good stuff, how do we use
it? gft_predict takes input, z, from stdin and out-
puts predictions, 7.

c=H:classify
tc=H:token-classification
# sentiment classification
echo "I love you"|gft_predict —--task $c
# emotion classification
echo "I love you"|
gft_predict --task $c —--model $m
# NER (Named Entity Recognition)
echo "I love New York"|
gft_predict —--task $tc

"https://github.com/huggingface/
transformers/blob/master/examples/
pytorch/

$https://github.com/PaddlePaddle/
PaddleNLP/tree/develop/examples

9gft supports most of the arguments in the examples on the
hubs, so it is possible to tune hyperparameters such as batch
size, learning rate and stopping rules. Tuning is important for
SOTA-chasing (Church and Kordoni, 2022), though default
settings are recommended for most users who prefer results
that are easy to replicate, and reasonably competitive.



# cloze task (fill in the <mask>)
echo "I <mask> you"|
gft_predict —--task H:fill-mask

Listing 6: Examples of gft_predict

gft_predict can also input from a dataset split, and
outputs a prediction, ¢, for each x in the split:
egqn="classify:label~text"

gft_predict --egn "Segn" --model $m \
—-—data H:emotion --split test

Listing 7: Input from a dataset (instead of stdin)

2.4.3 Evaluation

If we replace gft_predict (above) with gft_eval (be-
low), then we obtain a single score (instead of a §
for each x):

gft_eval --egn "S$eqn" --model S$m \
—-—data H:emotion --split test

Listing 8: Evaluating a model on a dataset

2.4.4 Ease of Use, Popularity & SOTA

Given an embarrassment of riches, how do we
choose the best model? The literature emphasizes
SOTA (state-of-the-art), hubs reward downloads,
and gft advocates ease-of-use.

Table 4 reports accuracy for a few models con-
taining “MRPC,”!? as well as two custom models.
gft makes it easy to achieve competitive results,
close to distilbert (compressed) models. One can
outperform models on the hubs, by tuning hyper-
parameters as Yuchen Bian did. Tuning is possible
in gft (but not recommended), as discussed in foot-
note 9. The validation accuracy in Table 4 are well
below test accuracy in Table 5,!' 1% suggesting that
popular/easy-to-use/compressed models are well
below SOTA (though we should not compare vali-
dation accuracy with test accuracy).

2.5 Conclusions to Part A

Higher level (little) languages like gft have many
advantages over examples found on hubs: short
(1-line) programs are easier to read and write, more
transparent and more portable (across hubs). gft
code and hundreds of examples can be found on
the tutorial website (see footnote 3).

10 We tested 22 models from HuggingFace and 135 models
from Yuchen Bian (personal communication). To save space,
results are reported for the best of Bian’s models, the top 3
HuggingFace models, and models with 100+ downloads.

Uhttps://paperswithcode.com/sota/
semantic-textual-similarity—-on-mrpc

Pnttps://gluebenchmark.com/leaderboard

Model VAcc D
C:RoBERTa large, tuned by Yuchen Bian  0.924

H:textattack/roberta-base-MRPC 0.912 1623
H:textattack/albert-base-v2-MRPC 0.897 175
H:mrm8488/deberta-v3-small- 0.892 30

finetuned-mrpc

H:textattack/bert-base-uncased-MRPC 0.877 10,133
H:textattack/distilbert-base-uncased-MRPC 0.858 108
H:ajrae/bert-base-uncased-finetuned-mrpc 0.858 115
C:gft_fit example (BERT with no tuning) ~ 0.853

H:textattack/distilbert-base-cased-MRPC ~ 0.784 122

Table 4: gft achieves VAcc (accuracy on validation split)
close to distilbert (compressed) models. HuggingFace
models were selected using gft_summary to find popular
models by downloads (D).

Source Test Accuracy
GLUE Leaderboard (L) 0.945
Papers with code (PWC) 0.937
Human Baseline (HB) 0.863

Table 5: SOTA (state-of-the-art) for MRPC (GLUE).
See footnote 11 for PWC, and 12 for L & HB.

The point of Part A is to demystify deep nets.
No one would suggest that regression-like methods
are magical, or even artificially intelligent.

The point of Part B is to set appropriate ex-
pectations. There are many classic problems in
knowledge representation, cognitive science and
linguistics that go beyond regression-like methods
discussed in Part A.

3 Part B: Opportunities for Improvement

Language models (LMs) are based on (Firth, 1957):
“You shall know a word by the company it keeps”
and Zellig Harris’s (1954) “distributional hypoth-
esis.” By construction, this approach learns many
aspects of language, some more desirable (fluency,
collocations, word patterns) and some less desir-
able (biases (Bender et al., 2021)). However, there
are many aspects that are not learned: fruth (logical
form, temporal/spatial logic and possible worlds),
meaning, purpose (planning (Kautz et al., 1986;
Litman and Allen, 1987), discourse structure) and
commonsense knowledge (time and space). These
topics have been studied for decades in Al and
knowledge representation and for centuries in lin-
guistics and philosophy.



3.1 Truth

To the extent that a use case places impor-
tance on the truth of the outputs provided,
itis not a good fit for GPT-3 (Dale, 2021)

LMs have a tendency to “hallucinate” when sum-
marizing documents. The output sounds plausible,
but may add embellishments to the input. More
generally, LMs tend to make up “alternative facts”
faster than they can be fact-checked. This may
well be their most dangerous failing; people might
believe some of these conspiracy theories.

3.2 Meaning

A vivid example of challenges with meaning is
Ettinger’s (2020) study of negation. If you ask
BERT to fill in the blank in:

e Arobinisa — .
e Arobinisnota .

the top answer is: “bird,” in both cases. There are
few wrong answers in the second case, but “bird”
is one of them.

3.3 Purpose, Planning & Document Structure

LMs generate text word-by-word without looking
ahead and thinking about the larger picture. Short
outputs are remarkably fluent, but longer outputs
tend to meander aimlessly. Dialogue systems op-
timize for smoothness from the most recent turn.
Such short-term thinking may not be helpful to the
user (Grice, 1975). In one notorious case, a GPT-3
chatbot in the medical domain advised a patient to
commit suicide (Rousseau and Baudelaire, 2020).
More generally, LMs produce non-sequiturs, con-
tradictions, tautologies, echolalia (Metz, 2020).

3.4 Commonsense knowledge

Commonsense knowledge is basic knowledge of
how the world works (Davis and Marcus, 2015).
We tested GPT-3’s command of spatial and tempo-
ral knowledge with questions such as:

Time: Who came first, Thomas Jefferson or John
F. Kennedy?

Space: Which is further from Liverpool, England:
Brussels, Belgium or Portland, Oregon?

GPT-3 performed at chance on space, and only
slightly better on time. LMs can output dates for
historical figures and coordinates of cities, if asked
directly, but LMs struggle to use this knowledge
for questions such as the ones above.

The questions in our experiment involve particu-
larly simple forms of temporal and spatial reason-
ing. Many texts make use of complex temporal
relations such as possible worlds'? and hypotheti-
cal events (such as planning, hoping, fearing, and
preventing) (Gordon and Hobbs, 2017). Text often
make use of complex features involving shapes and
spatial relations (Davis, 2013).

Time'* and space (Bloom, 1999) have been ex-
tensively studied in linguistics and philosophy. It
is natural to model time based on tense. One ap-
proach,15 starts with speech time, S, reference time,
R, and event time, F.1©

past perfect (had slept) £ < R < S
simple past (slepf) E~ R, E<S,R< S

There are also natural connections between linguis-
tic constructions such as subjunctive (would, could,
should) and possible worlds. More generally, much
of the work in linguistics assumes a rich set of con-
nections between surface representations (syntax)
and deeper structures (semantics/pragmatics).

4 Conclusions: Some Paths Forward

Some of these opportunities can be addressed by
relatively easy patches to Firth-based methods. For
example, biases can be mitigated in the short term
by vetting the training corpus (Hovy and Prabhu-
moye, 2021). Similarly, penalty terms can be added
to the objective function to discourage hallucina-
tions (Durmus et al., 2020). Fine-tuning on a cor-
pus of commonsense knowledge can help with vio-
lations of commonsense (Zhang et al., 2021).

In the long term, it may be helpful to consider
more radical alternatives (Marcus and Davis, 2019).
Part A described some recent advances that have
been remarkably successful, though to make long
term advances beyond that, it may be necessary to
take advantage of more diverse interdisciplinary
approaches that include Firth-based methods, as
well as decades of work on Knowledge Representa-
tion in Al, and centuries of work in linguistics and
philosophy.

Bhttps://plato.stanford.edu/entries/
possible-worlds/

Yhttps://plato.stanford.edu/entries/
logic—temporal/

Bhttps://plato.stanford.edu/entries/
reichenbach/#AxiTheRell92

'%In the past perfect, event time precedes reference time,
which precedes speech time. In contrast, in the simple past,

event time coincides with reference time, while both precede
speech time.
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1 Motivation & Objectives

While recent progress in the field of ML has been
significant, the reproducibility of these cutting-
edge results is often lacking, with many submis-
sions lacking the necessary information in or-
der to ensure subsequent reproducibility (Hutson,
2018). Despite proposals such as the Reproducibil-
ity Checklist (Pineau et al., 2020) and reproducibil-
ity criteria at several major conferences (NAACL,
2021; Dodge, 2020a; Beygelzimer et al., 2021), the
reflex for carrying out research with reproducibility
in mind is lacking in the broader ML community.
We propose this tutorial as a gentle introduction
to ensuring reproducible research in ML, with a
specific emphasis on computational linguistics and
NLP.

2 Target Audience and Prerequisites

This tutorial targets senior researchers in academic
institutions who want to include reproducibility
initiatives in their coursework, and well as junior
researchers who are interested in participating in
reproducibility initiatives. The only prerequisite for
this tutorial is a basic understanding of the scientific
method.

3 Outline of Tutorial Content

The tutorial will cover four parts over the course of
three hours:

1. Introduction to reproducibility (45 mins)
2. Reproducibility in NLP (45 mins)
3. Mechanisms for Reproducibility (45 mins)

4. Reproducibility as a Teaching Tool (45 mins)

7

3.1 Introduction to reproducibility (45 mins)

We will start the tutorial by motivating the overall
problem: what does reproducibility mean and why
is it important? What does it mean for research
results to (not) be reproducible? What are some
examples of important results that were (not) re-
producible? Why is there a reproducibility crisis in
ML (Hutson, 2018)? What would it look like if we,
as a community, prioritized reproducibility?

We will explain how reproducibility works
in fields outside of computer science, such as
medicine or psychology, explain the mechanisms
they use, and the criteria for achieving reproducible
results. Next, we will discusses successes and fail-
ures of reproducibility in these fields, the reasons
why the research was (not) reproducible, and the
resulting consequences. We will follow with a sim-
ilar discussion of fields within computer science,
specifically in ML, before diving into reproducibil-
ity in NLP.

3.2 Reproducibility in NLP (45 mins)

In this part of the tutorial, we will focus on repro-
ducibility in NLP, including examples of results
that were reproducible and those that were not re-
producible. For the latter, we will categorize re-
producibility failures in NLP. We will also discuss
the specific challenges with reproducibility in NLP
and how they differ from the challenges in ML, and
in science more broadly.

3.3 Mechanisms for Reproducibility (45 mins)

After explaining what reproducibility is and what
the challenges are, we will examine existing mech-
anisms for reproducibility in ML and NLP, such
as reproducibility checklists (Pineau et al., 2020;
NAACL, 2021; Dodge, 2020a; Beygelzimer et al.,
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2021), ACM’s badging system (ACM, 2019), and
reproducibility tracks at conferences (ECIR, 2021).
We will follow with an in-depth discussion on the
ML Reproducibility Challenge!, where the objec-
tive is to investigate the results of papers at top
ML conferences by reproducing the experiments.
Finally, we will discuss in length on useful tips,
methodologies and tools researchers and practi-
tioners in NLP can use to enforce and encourage
reproducibility in their own work.

3.4 Reproducibility as a Teaching Tool (45
mins)

To improve the scientific process, scientific dis-
course, and science in general, it is imperative that
we teach the next generation of academics and re-
searchers about conducting reproducible research.
In the final part of the tutorial, we will provide rec-
ommendations for using reproducibility as a teach-
ing tool based on our experiences with incorporat-
ing a reproducibility project into a graduate-level
course (Lucic et al., 2021; Lucic, 2021; Dodge,
2020b). We will share our experiences and reflect
on the lessons learned, with the goal of providing
instructors with a playbook for implementing a re-
producibility project in a computer science course.
Next to that, we will also give an overview of how
reproducibility has been used as a tool in other
academic courses.

4 Breadth of the tutorial

In the tutorial, we introduce and contrast repro-
ducibility (Drummond, 2009), discuss papers re-
flecting on the reproducibility crisis in ML and
NLP (Pedersen, 2008; Mieskes et al., 2019; Belz
et al., 2021a,b), including possible reasons for this
crisis (Hutson, 2018). This includes barriers to
reproducibility, such as lack of code availability
(Pedersen, 2008; Wieling et al., 2018) and the in-
fluence of different experimental setups (Fokkens
et al., 2013; Bouthillier et al., 2019; Picard, 2021).

Raff (2019) investigates the reproducibility of
ML papers without accessing provided code, rely-
ing on only details provided in the paper. (Belz,
2021) attempt to quantify reproducibility in NLP
and ML. We also discuss reproducibility check-
lists from multiple venues (Pineau et al., 2020;
NAACL, 2021; Dodge, 2020a; Beygelzimer et al.,
2021; ACM, 2019; ECIR, 2021). Finally, we dis-
cuss coursework focused on teaching through repro-

'https://paperswithcode.com/rc2021

ducibility in ML (Yildiz et al., 2021) and FACT-AI
(Lucic et al., 2021; Lucic, 2021).

5 Reading List

We briefly describe recommended reading for par-
ticipants in this section.

5.1 General Background

Heaven (2020) (link) provides an overview of
the replicability/reproducibility crisis in Al, not-
ing common barriers, potential solutions and their
drawbacks. Interested readers can also refer to
(Baker, 2016) for a general discussion of the repli-
cability/reproducibility crises in science.

5.2 NLP

We recommend participants read the following pa-
pers about reproducibility in NLP: (Mieskes et al.,
2019; Belz et al., 2021a).

5.3 Teaching Reproducibility

Yildiz et al. (2021) introduce a portalz, focusing
on teaching AI/ML through ‘low-barrier’ repro-
ducibility projects. They show that this can help
develop critical thinking skills w.r.t. research, and
that participants placed more value on scientific
reproductions.

6 Sharing of Tutorial Materials

tutorial
available at

All  of our materials  will
be  publicly https://
acl-reproducibility-tutorial.
github.io.

7 Ethics Statement

Reproducibility and ethics are inherently related,
since ensuring that research is reproducible by
members of the community that are not its orig-
inal authors contributes to making the field more
inclusive (e.g. providing the code and hyperpa-
rameters needed to replicated a state-of-the-art ML
model can help researchers build and expand upon
it). Furthermore, being transparent about the costs
of the model, both in terms of the computational
power need to train it as well as the data involved,
helps members of the community be more equi-
table in evaluating it: for instance, if two models
achieved similar accuracy on the same dataset, with
one requiring 10x more computation than the other,

https://reproducedpapers.org/



that could help researchers choose which one to use
given their constraints. Finally, progress in the field
of computational linguistics specifically is being
led by large organizations that are the ones train-
ing and deploying equally large language models
that are difficult to replicate without having access
to the same resources that they do; being more
transparent and ensuring that even large language
models are replicable is important for making the
field more democratic as a whole.

8 Pedagogical Material

As mentioned in Section 3.4, we want instructors to
be able to use content from our tutorial in order to
design reproducibility projects for graduate-level
coursework. The content will largely be based
on the following components: (i) a blog post on
how to use the ML Reproducibility Challenge as
an educational tool (Dodge, 2020b), (ii) blog post
on one university’s experience in using the ML
Reproducibility Challenge as an educational tool
(Lucic, 2021), and (iii) the corresponding paper
(Lucic et al., 2021). We hope this can function as
a starter pack for any instructor who is interesting
in incorporating reproducibility projects in their
coursework.

9 Presenter Information

Ana Lucic is a PhD Candidate at the University
of Amsterdam. Her work primarily focuses on
developing and evaluating methods for explainable
machine learning (ML). She co-developed a
graduate-level course called Fairness, Accountabil-
ity, Confidentiality and Transparency in Artificial
Intelligence (FACT-AI) that is centered around
reproducing existing FACT-AI algorithms. Her
email is a.lucic@uva.nl.

Maurits Bleeker is PhD Candidate at the Univer-
sity of Amsterdam who co-developed the FACT-AI
course. His main interest lies in the development
of new optimization functions for image-text
matching, by taking task- and data-specific
inductive priors into account. This with the
goal to improve the computational efficiency of
multi-modal optimization. He also co-developed
and coordinated two iterations of the FACT-AI
course at the University of Amsterdam. His email
ism.Jj.r.bleeker@Quva.nl.

Samarth Bhargav is a PhD Candidate at the

University of Amsterdam. Samarth’s research
focuses on representation learning for information
retrieval, with a goal of making IR systems (e.g
recommenders) more amenable to user control, for
example, through conversational interfaces. His
secondary interests include recommendation in a
cross-market or cross-domain setting, known-item
retrieval, FACT in IR and teaching IR. He has
co-developed and taught multiple iterations of
graduate IR courses at the University of Amster-
dam. His email is s .bhargav@uva.nl.

Jessica Zosa Forde is a PhD Candidate at Brown
University. Jessica’s research focuses on the
empirical study of deep learning models, to
improve their reliability in high stakes domains
such as healthcare. She has also studied the
inductive bias of overparameterized models, and
model pruning. She believes that the open science
movement is important for improving transparency
and accountability in ML. She is also am a
co-organizer of the ML Reproducibility Challenge
(MLRC) and the ML Retrospectives workshop.
Her email is jessica_forde@brown.edu.

Koustuv Sinha is a PhD Candidate at McGill
University/Mila. He is the lead organizer of the
annual ML Reproducibility Challenge (MLRC),
which has had five iterations since 2018 (at ICLR
2018, ICLR 2019, NeurIPS 2019, MLRC 2020,
MLRC 2021). He also serves as an associate editor
of ReScience, a journal promoting reproducibility
reports in various fields of science. Koustuv’s
research focuses on investigating systematicity in
natural language understanding (NLU) models,
especially the state-of-the-art large language
models. His research goal is to develop methods
to analyze the failure cases in robustness and
systematicity of these NLU models, and develop
methods to alleviate them in production. His email
is koustuv.sinha@mail.mcgill.ca.

Jesse Dodge is a research Scientist at AllenNLP,
Allen Institute for Al Jesse created the NLP
Reproducibility Checklist, has been an organizer
of the ML Reproducibility Challenge (MLRC)
2020 and 2021, will be a Reproducibility Chair
at NAACL 2022, and has published numerous
papers in top NLP conferences on reproducibility.
Jesse’s research focuses on efficient and repro-
ducible NLP and ML. He also has experience



building large-scale NLP datasets. His email is
jessed@allenai.org.

Sasha Luccioni is a Research Scientist at
HuggingFace. She has been an organizer of the
ML Reproducibility Challenge (MLRC) since
2021 and is an Area Chair for the Ethics in NLP
track at EMNLP 2021. Sasha’s research aims to
contribute towards understanding the data and
techniques used for developing Machine Learning
approaches. She is particularly interested in
developing tools for analyzing and filtering the
data used for training large language models, as
well as quantifying their carbon footprint. She has
lectured several classes in ML and NLP, and is the
main instructor for the forthcoming Deeplearning
Al “Al for Social Good” course. Her email is
sasha.luccioni@huggingface.co.

Robert Stojnic an Engineering Manager at Meta
Al (formerly Facebook Al Research). He is the co-
creator of Papers with Code, which has the biggest
collection of papers, code, datasets and associated
results, and co-organizes the ML Reproducibility
Challenge (MLRC). He created the ML Code Com-
pleteness Checklist (Stojnic, 2020), which is part
of the ML Reproducibility Checklist used by mul-
tiple conferences, including NeurIPS. He is a co-
organizator for ML Reproducibility Challenge. His
email is rstojnic@fb.com.
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1 Information

Keywords Knowledge-augmented Methods, Com-
monsense Reasoning, Natural Language Under-
standing, Natural Language Generation.

Tutorial description Knowledge in NLP has been
a rising trend especially after the advent of large-
scale pre-trained models. Knowledge is critical to
equip statistics-based models with common sense,
logic and other external information. In this tuto-
rial, we will introduce recent state-of-the-art works
in applying knowledge in language understanding,
language generation and commonsense reasoning.

Suggested duration Half day (3 hours)
Type of Tutorial Cutting-edge

Targeted Audience Target audience are re-
searchers and practitioners in natural language pro-
cessing, knowledge graph and common sense rea-
soning. The audience will learn about the state-of-
the-art research in integrating knowledge into NLP
to improve the cognition capability of models.
Outline
* Introduction to NLP and Knowledge (15 min)
* Knowledge in Natural Language Understand-
ing (55 min)
* Knowledge in Natural Language Generation
(55 min)
* Commonsense Knowledge and Reasoning for
NLP (55 min)

Similar tutorials There have been several tutori-
als/workshops on knowledge in NLP:
e Tutorial at AAAI 2021: Commonsense
Knowledge Acquisition and Representation
* Tutorial at EMNLP 2021: Knowledge-
Enriched Natural Language Generation
* KR2ML workshop at NeurIPS 2019 and
2020: Knowledge Representation & Reason-
ing Meets Machine Learning
* Tutorial at ACL 2020: Commonsense Reason-
ing for Natural Language Processing

Diversity considerations The use of knowledge is
not limited to any specific language. The technolo-

{
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gies we introduce are generally applicable to all
languages, as long as there is corresponding corpus
and knowledge sources, e.g., dictionaries, knowl-
edge graph, etc. We have a diverse instructor team
across multiple institutions (i.e., MS, USC, UND).
The team has a diverse and broad expertise in nat-
ural language processing and generation, machine
learning, and various application domains.

2 Brief Tutorial Outline

In recent years, the field of natural language pro-
cessing has considerably benefited from larger-
scale models, better training strategies, and greater
availability of data, exemplified by BERT* (Devlin
et al., 2019), RoBERTa* (Liu et al., 2019b), and
GPT models (Radford et al., 2018, 2019; Brown
et al., 2020). It has been shown that these pre-
trained language models can effectively character-
ize linguistic patterns in text and generate high-
quality context-aware representations (Liu et al.,
2019a). However, these models are trained in a
way where the only input is the source text. As a re-
sult, these models struggle to grasp external world
knowledge about concepts, relations, and common
sense (Poerner et al., 2019; Talmor et al., 2020).
In this tutorial, we use Knowledge to refer to this
external information which is absent from model
input yet useful for the model to produce target
output. Knowledge is important for language repre-
sentation and should be included into the training
and inference of language models. Knowledge is
also an indispensable component to enable higher
levels of intelligence which is unattainable from
statistical learning on input text patterns.

2.1 Knowledge-augmented Natural Language
Understanding

In natural language understanding (NLU), the task
is to make predictions about the property of words,
phrases, sentences or paragraphs based on the input
text, e.g., sentiment analysis, named entity recog-
nition and language inference. We will introduce
how to use knowledge to augment NLU models

Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics: Tutorial Abstracts, pages 12 - 20
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along the dimension of knowledge source: 1) struc-
tured knowledge such as knowledge graph, and ii)
unstructured knowledge such as text corpus.

We first discuss efforts to integrate structured
knowledge into language understanding, which
can be categorized into explicit methods via con-
cept/entity embeddings (Zhang et al., 2019; Peters
etal., 2019; Liu et al., 2020; Yu et al., 2020a; Zeng
et al., 2020) and implicit methods via entity mask-
ing prediction (Sun et al., 2019; Shen et al., 2020;
Xiong et al., 2020; Wang et al., 2019). For example,
ERNIE* (Zhang et al., 2019) explicitly pre-trains
the entity embeddings on a knowledge graph using
TransE (Bordes et al., 2013), while EAE (Févry
et al., 2020) learns the representation as model pa-
rameters. KEPLER (Wang et al., 2019) implicitly
calculates entity embeddings using a pre-trained
language model based on the description text. Re-
cently, some works propose to co-train the knowl-
edge graph module and the language model (Ding
etal., 2019; Lv et al., 2020; Yu et al., 2022b). For
example, JAKET* (Yu et al., 2022b) proposes to
use the knowledge module to produce embeddings
for entities in text while using the language mod-
ule to generate context-aware initial embeddings
for entities and relations in the knowledge graph.
Yu et al. (2022c) and Xu et al. (2021)* propose
to use dictionary descriptions as additional knowl-
edge source for natural language understanding and
commonsense reasoning tasks.

We then introduce how to integrate unstructured
knowledge into NLU models. This usually requires
a text retrieval module to obtain related text from
knowledge corpus. There have been multiple ap-
proaches to adopt unstructured knowledge, espe-
cially for open-domain QA task. For example, Lee
et al. (2019) first trains a retriever by inverse cloze
task (ICT) and then jointly trains the retriever and
reader for open-domain QA. DPR* (Karpukhin
et al., 2020) conducts supervised training for the
retriever and achieves better performance on open-
domain QA. REALM (Guu et al., 2020) predicts
masked salient spans consisting of entities to jointly
pre-train the reader and retriever. KG-FiD (Yu et al.,
2022a) proposed to filter noisy passages by leverag-
ing the structural relationship among the retrieved
passages with a knowledge graph during retrieval.

We will introduce the above methods and focus
on three key aspects of employing knowledge in
NLU tasks: i) how to ground the input into knowl-
edge domain (e.g., entity linking), ii) how to repre-
sent knowledge (e.g., graph neural network), and
iii) how to integrate knowledge information into
the NLU models (e.g., attention).
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2.2 Knowledge-augmented Natural Language
Generation

The goal of natural language generation (NLG) is
to produce understandable text in human language
from linguistic or non-linguistic data in a variety of
forms such as textual data, image data, and struc-
tured knowledge graph (Yu et al., 2020b). Different
from natural language understanding (NLU) meth-
ods, NLG methods are typically under the encoder-
decoder generation framework (Sutskever et al.,
2014; Bahdanau et al., 2015), which poses unique
challenges for leveraging knowledge into decoding
the next tokens during generation.

We will first present the existing methods for
integrating knowledge into NLG models. These
models are categorized into three major paradigms
which incorporate knowledge through (1) model
architectures that facilitate the use of knowl-
edge, such as knowledge-related attention mech-
anism, knowledge-related copy/pointer mecha-
nisms (Zhou et al., 2018; Zhang et al., 2020a;
Liu et al, 2021a; Guan et al., 2020a; Dong
et al., 2021); (2) learning frameworks that inject
knowledge information into the generation mod-
els through training, such as posterior regular-
ization, constraint-driven learning, semantic loss,
knowledge-informed weak supervision (Hu et al.,
2016, 2018; Tan et al., 2020; Dinan et al., 2019); (3)
inference methods which imposes on the inference
process different knowledge constraints to guide de-
coding, such as lexical constraints, task-specific ob-
jectives, global inter-dependency (Dathathri et al.,
2020; Qin et al., 2020).

In addition to presenting the unified model ar-
chitectures/frameworks, we will introduce sev-
eral specific methods based on different knowl-
edge sources. The knowledge sources can be di-
vided into structured knowledge such as knowl-
edge graph, or unstructured such as text corpus.
Many methods have been proposed to learn the
relationship between structured knowledge and in-
put/output sequences. They can be categorized into
four methodologies: injecting pre-computed knowl-
edge embeddings into language generation (Zhou
et al., 2018); transferring knowledge into language
model with triplet information (Guan et al., 2020a);
performing reasoning over knowledge graph via
path finding strategies (Liu et al., 2019c; Ji et al.,
2020a; Yu et al., 2022d); and improve the graph
embeddings with graph neural networks (Zhang
et al., 2020a; Ji et al., 2020b). For example, Zhou
et al. (2018) enriched the context representations
of the input sequence with neighbouring concepts
on ConceptNet using graph attention. Recently,



some work attempted to integrate external com-
monsense knowledge into generative pretrained
language models (Guan et al., 2020a; Bhagavatula
et al., 2020). For example, Guan et al. (2020a) con-
ducted post-training on synthetic data constructed
from commonsense KG by translating triplets into
natural language texts.

To handle different kinds of relationships be-
tween unstructured text and input/output sequences,
existing methods can be categorized into two
methodologies: guiding generation with retrieved
information (Ghazvininejad et al., 2018; Lewis
et al., 2020; Wang et al., 2021); modeling back-
ground knowledge into text generation (Qin et al.,
2019; Meng et al., 2020; Zeng et al., 2021). For
example, Lewis et al. (2020) introduced a general
retrieval-augmented generation (RAG) framework
by leveraging a pre-trained neural retriever and gen-
erator. It can be easily fine-tuned on downstream
tasks, and it has demonstrated state-of-the-art per-
formance on various knowledge-intensive natural
language generation tasks.

2.3 Commonsense Knowledge and Reasoning
for Natural Language Processing

Humans reason and make decisions in everyday
settings by using common sense, which consists of
basic knowledge (e.g., regarding the physical world
or human social behavior) that is rarely taught
explicitly yet shared by almost everyone. Com-
monsense knowledge and the ability of using com-
mon sense to reason is thus of vital significance
for developing human-like NLP models as well as
general-purpose Al systems. We will cover topics
as follows: (1) resources and datasets for devel-
oping and benchmarking commonsense reasoning
methods. (2) knowledge-aware commonsense
reasoning methods for both understanding and
generation tasks. (3) analysis on the acquired com-
monsense knowledge of pre-trained LMs and the
behavior of knowledge-augmented commonsense
reasoning methods.

There is a recent surge of novel knowledge re-
sources and the benchmark datasets for research-
ing commonsense in the NLP domain. One of
the most widely used commonsense knowledge re-
source is ConceptNet (Speer et al., 2017), which
is a binary, relational knowledge graph. Although
ConceptNet enjoys simplicity and popularity, its
incompleteness and concept-centric structures limit
the development of more general topics on com-
monsense reasoning for NLP. We present the re-
cent works on developing commonsense knowl-
edge resources, such as ASER (Zhang et al.,
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2021), AscentKB (Nguyen et al., 2021), COMET-
ATOMIC2020 (Hwang et al., 2021), and Generic-
sKB (Bhakthavatsalam et al., 2020), which provide
us with event-centric, large-scale, neural-symbolic,
semi-structured ways to access and model common-
sense knowledge. We then introduce the popular
datasets for evaluating the commonsense reason-
ing methods that span three main categories: 1)
multiple-choice QA (e.g., CommonsenseQA (Tal-
mor et al., 2019), SociallQA (Sap et al., 2019),
PhysicallQA (Bisk et al., 2020), RiddleSense (Lin
et al., 2021b)), 2) open-ended QA (e.g., Pro-
toQA (Boratko et al., 2020) OpenCSR (Lin et al.,
2021a)), 3) constrained NLG (e.g., Common-
Gen (Lin et al., 2020b), conversation generation).

To equip language models (LMs) with common-
sense reasoning ability, researchers have devel-
oped many knowledge-augmented reasoning mod-
els that fit different task formulations. For the
multiple-choice QA setting, we introduce a set
of knowledge-augmented neuro-symbolic meth-
ods: KagNet* (Lin et al., 2019), HyKAS (Ma
et al., 2019), MHGRN* (Feng et al., 2020), Hy-
bridGN (Yan et al., 2020) and QA-GNN* (Ya-
sunaga et al., 2021). These methods make use
of structured knowledge graphs and/or neural com-
monsense KBs for injecting external knowledge
structures to neural LMs. As for the open-ended
setting, we present the DrKIT (Dhingra et al., 2020)
and DrFact* (Lin et al., 2021a) reasoning frame-
works, which are both designed for differentiable
reasoning over a virtual knowledge graph (i.e., an
un/semi-structured text corpus).

For generation-based commonsense tasks, we
present knowledge-augmented text generation mod-
els that are designed for generative common-
sense: 1) EKI-BART (Fan et al., 2020), KG-
BART* (Liu et al., 2021b), and RE-T5* (Wang
et al., 2021) for the CommonGen task, 2) com-
monsense knowledge-enhanced story generation
models (Guan et al.,, 2019, 2020b), and 3)
commonsense-based models for conversation gen-
eration, such as ConceptFlow* (Zhang et al.,
2020b) and CARE (Zhong et al., 2021).

Apart from the benchmarking and modeling,
we also introduce the analysis works that aim
to provide a deeper understanding the common-
sense knowledge of pre-trained LMs: LAMA Prob-
ing* (Petroni et al., 2019), NumerSense (Lin et al.,
2020a), and RICA* (Zhou et al., 2020). In addi-
tion, we also introduce the line of works that focus
on interpreting the reasoning mechanism of the
knowledge-augmented reasoning methods (Raman
et al., 2021; Chan et al., 2021; Rajani et al., 2019).



2.4 Short Reading List

* Knowledge-augmented NLU: (Zhang et al.,
2019; Peters et al., 2019; Liu et al., 2020; Ding
et al., 2019; Lv et al., 2020; Yu et al., 2022b);

* Knowledge-augmented NLG: (Zhou et al.,
2018; Zhang et al., 2020a; Ji et al., 2020b;
Lewis et al., 2020; Wang et al., 2021);

* Commonsense Knowledge and Reasoning for
NLP: (Lin et al., 2019; Ma et al., 2019; Fan
et al., 2020; Liu et al., 2021b; Wang et al.,
2021; Guan et al., 2019, 2020b).

* Relevant Survey: (Yu et al., 2020b; Yang et al.,
2021; Zhang et al., 2022; Wei et al., 2021)
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Non-Autoregressive Sequence Generation
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1 Tutorial Description

State-of-the-art sequence generation models are
mostly autoregressive (AR, Vaswani et al., 2017;
Brown et al., 2020) where each generation step
depends on the previously generated tokens. How-
ever, such models are inherently sequential, leading
to high latency at inference time and suffering la-
bel bias (Lafferty et al., 2001) problem due to the
locally normalized searching steps and exposure
bias (Bengio et al., 2015) problem due to mismatch
between training and inference.

Recently, increasing attention has been paid to
modeling sequence generation in a non- or semi-
autoregressive manner, which attempts to generate
the entire or partial output sequences in parallel to
speed up the decoding process and avoid potential
issues (e.g., label bias, exposure bias) in autoregres-
sive generation. In this tutorial, for simplicity, we
summarize both approaches as non-autoregressive
(NAR) sequence generation models. NAR mod-
els have been explored in many sequence gener-
ation tasks for text (e.g., neural machine transla-
tion (Gu et al., 2018), text summarization (Gu et al.,
2019), text error correction (Awasthi et al., 2019;
Leng et al., 2021b)), speech (e.g., speech recogni-
tion (Chen et al., 2019) and speech synthesis (Ren
et al., 2019)). However, naive NAR models still
face many challenges to close the performance gap
between state-of-the-art autoregressive models be-
cause of a lack of modeling power. This tutorial
will provide a thorough introduction and review of
the basics of non-autoregressive sequence gener-
ation, including the background, the capabilities,
and limits, popular methods that improve NAR
models, and their applications on text and speech
generation.

Introduction The tutorial will start with a brief
discussion on the motivation of NAR generation,
the problem definition, the evaluation protocol, and
the comparison with standard autoregressive ap-
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proaches. We use machine translation as the exam-
ple generation task for the in-depth discussion as
the first of its kind in NLP (Gu et al., 2018), and
many follow-ups focus on this direction. Notably,
we will show the underlying reasons (i.e., multi-
modality problem) why NAR models generally per-
form worse and give some high-level instructions
on improving NAR systems (Gu et al., 2018; Ren
et al., 2020; Gu and Kong, 2021).

Methods Based on the high-level instructions,
we will then dive into the detailed improvements
from five aspects: model architecture, objective
function, training data, learning paradigm, and
additional inference tricks, respectively.

For model architecture, we divide existing ap-
proaches into four major categories according to
the inference process: (1) fully NAR models that
outputs the whole sequence in a single forward pass
(Gu et al., 2018; Kaiser et al., 2018; Guo et al.,
2019; Gu and Kong, 2021); (2) iteration-based
NAR models which iteratively refine the paral-
lel decoding results (Lee et al., 2018; Ghazvinine-
jad et al., 2019, 2020b; Gu et al., 2019; Kasai
et al., 2020); (3) partially NAR models where
a sequence is still predicted autoregressively while
each step multiple tokens are generated in paral-
lel (Wang et al., 2018; Stern et al., 2018, 2019;
Deng and Rush, 2020); (4) locally AR models
which are, on the other hand, overall NAR while
predict “phrases” autoregressively (Huang et al.,
2017; Kong et al., 2020b). Aside from these major
types, explicitly modeling NAR with latent vari-
ables is another useful approach that can boost the
overall capability of all above NAR models. We
will highlight several implementations including la-
tent fertilities (Gu et al., 2018) and alignments (Sa-
haria et al., 2020), VAEs with continuous (Shu
et al., 2020; Lee et al., 2020; Gu and Kong, 2021)
or discrete (Kaiser et al., 2018; Roy et al., 2018) la-
tent variables, flow-based models (Ma et al., 2019b)
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and stochastic diffusion models.

Next, we will discuss in-depth the objective func-
tion of NAR models starting from the standard
cross-entropy (CE) loss which, however, leads to
duplicated tokens in NAR outputs. To overcome
this, we will introduce two types of advanced ob-
jective functions in this tutorial: (1) loss function
with latent information which can be effectively
marginalized/approximated through dynamic pro-
gramming. For instance, we will cover latent align-
ments (CTC, AXE) (Graves et al., 2006; Libovicky
and Helcl, 2018; Saharia et al., 2020; Ghazvinine-
jad et al., 2020a) and latent orders (OAXE) (Du
etal., 2021); (2) the other type of objective function
focuses on loss beyond token-level, which consid-
ers n-gram (Shao et al., 2020; Liu et al., 2021) or
sequence-level (Sun et al., 2019; Shao et al., 2019;
Tu et al., 2020) energy to optimize NAR models.

From the perspective of training data, we will
first describe the sequence-level knowledge distil-
lation (KD, Kim and Rush, 2016), and then ex-
plain its effectiveness of using KD on NAR gen-
eration (Zhou et al., 2020; Xu et al., 2021). In
addition, we will also include the discussion about
the drawbacks of over-relying on distillation for
training NAR models (Ding et al., 2020) and pro-
pose potential alternatives.

For the fourth part, we will deepen the discus-
sion on how to train NAR models more effectively.
Due to the lack of modeling power, it may be cru-
cial for NAR models to be trained with a more
suitable learning paradigm to help match the per-
formance of AR systems. In this tutorial, we will
introduce the previous efforts from three primary di-
rections: (1) curriculum learning where we train
NAR models with tasks from easy to difficult pro-
gressively (Guo et al., 2020a; Liu et al., 2020; Qian
et al., 2020); (2) adversarial training where a dis-
criminator is jointly learned and the NAR model is
forced to fool the discriminator. In this way, NAR
models will not be directly exposed to the real train-
ing data, which is “too difficult” to fit. Adversarial
training itself is not so popular in text generation
in general. However, it is widely applied in other
modalities such as NAR speech synthesis (Kong
et al., 2020a). (3) pre-training where we will also
show that combining with recent advances in self-
supervised pre-training (e.g., BERT), we can nat-
urally leverage the monolingual data to improve
the learning of NAR models (Guo et al., 2020b; Qi
et al., 2021; Jiang et al., 2021).
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At the end of this part, we will also include addi-
tional discussions on valuable methods and tricks
which help NAR models at inference time. For
example, searching with length beams, reranking
the AR model, incorporating the n-gram language
model, etc.

Applications In the third section, we review
some typical tasks that adopt non-autoregressive
sequence generation, including text generation and
speech generation. For text generation, we cover
several tasks: (1) neural machine translation (Gu
et al., 2018; Lee et al., 2018; Wang et al., 2018;
Kong et al., 2020b; Gu and Kong, 2021); (2)
text summarization (Gu et al., 2019; Qi et al.,
2021; Jiang et al., 2021); (3) text error correc-
tion (Awasthi et al., 2019; Mallinson et al., 2020;
Leng et al., 2021a,b); (4) automatic speech recog-
nition (Chen et al., 2019; Higuchi et al., 2020;
Chan et al., 2020). For speech generation, we
cover: (1) text to speech (Ren et al., 2019; Peng
et al., 2020; Oord et al., 2018; Kim et al., 2020,
2021); (2) voice conversion (Hayashi et al., 2021;
Kameoka et al., 2021).

Beyond the introduction of task-level character-
istics for non-autoregressive sequence generation,
we also introduce some advanced topics in appli-
cations, including: (1) some advanced length pre-
diction methods for text summarization (Qi et al.,
2021) and speech recognition (Chen et al., 2019);
(2) alignment modeling between source and tar-
get sequence in text to speech, e.g., duration pre-
diction (Ren et al., 2019) or source-target atten-
tion (Peng et al., 2020); (3) analysis on the depen-
dency among target tokens that can influence the
modeling difficulty of non-autoregressive gener-
ation models (Ren et al., 2020); (4) the relation-
ship between non-autoregressive sequence genera-
tion and streaming sequence generation (Ma et al.,
2019a), considering they are both for inference
speedup.

Conclusion At the end of the tutorial, we will
describe several research challenges and list the
comparison with other speed-up approaches for AR
models (e.g., quantization, pruning, distillation).
Finally, we will also discuss the potential future
research directions to close this tutorial.

2 Type of the Tutorial

Cutting-edge.



3 Target Audience

This tutorial targets those audiences who work on
1) neural sequence generation (e.g., neural machine
translation, etc.); 2) natural language and speech
processing; 3) deep learning and artificial intelli-
gence in general. Some prerequisites for the atten-
dees are:

* Math: calculus, linear algebra, and probability
theory.

Machine learning: basic machine learning
paradigms and basic deep learning models
such as MLP, RNN, CNN, and Transformer.

Neural sequence generation: Be familiar with
at least one sequence generation task, such
as neural machine translation, text summa-
rization, automatic speech recognition, text to
speech, etc.

4 Tutorial Outline
PART I Introduction (~ 20 minutes)
1.1 Problem definition
1.2 Evaluation protocol

1.3 Multi-modality problem

PART II Methods (~ 90 minutes)

2.1 Model architectures
2.1.1 Fully NAR models
2.1.2  Iteration-based NAR models
2.1.3 Partially NAR models
2.1.4 Locally AR models
2.1.5 NAR models with latent variables

2.2 Objective functions
2.2.1 Loss with latent variables
2.2.2 Loss beyond token-level

2.3 Training data

2.4 Learning paradigms
24.1

Curriculum learning

2.4.2 Adversarial training
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2.4.3 Self-supervised pre-training
2.5 Inference methods and tricks
PART IIT Applications (~ 50 minutes)

3.1 Text generation

3.1.1 Neural machine translation

3.1.2 Text summarization

3.1.3 Text error correction

3.1.4 Automatic speech recognition
3.2 Speech generation

3.2.1 Textto speech

3.2.2  Voice conversion
3.3 Advanced topics in applications

3.3.1 Advanced length prediction

3.3.2 Alignment (duration vs attention)
3.3.3 Target token dependency
3.3.4 Relationship with streaming

PART IV Open problems, future directions,
Q&A (~20 minutes)

5 How the tutorial includes other people’s
work

We organize our tutorial content from a broad view
of non-autoregressive sequence generation, span-
ning from basic methods to applications, which
cover diverse work in this area, most of which are
other people’s work.

6 Diversity Considerations

Methods We introduce the methods of non-
autoregressive sequence generation in a compre-
hensive and diverse view, covering model architec-
tures, objective functions, training data, learning
paradigms, and additional tricks. These methods
are general and not limited to specific languages or
domains.

Applications We introduce a variety of non-
autoregressive sequence generation tasks, spanning
from the text (e.g., neural machine translation, text
error correction) to speech (e.g., text to speech,
voice conversion).



Instructors We are from different institutions
(Facebook and Microsoft) and work on diverse
topics in machine learning, NLP, and non-
autoregressive sequence generation.

Audiences Due to the diversity in the methods
and applications of our tutorial and the tutorial in-
structors, we can attract audiences interested in
diverse sequence generation tasks and modalities
(text and speech) and from both academia and in-
dustry.

7 Reading List

Please see the citations in Section 1. For partici-
pants interested in reading important studies be-
fore this tutorial, we recommend the following
basic papers: (1) the typical AR model (Trans-
former) (Vaswani et al., 2017); (2) the vanilla NAR
model (Gu et al., 2018); (3) the typical iteration-
based NAR model (Ghazvininejad et al., 2019); (4)
a study on NAR models for both text and speech
tasks (Ren et al., 2020).

8 Bio of Speakers

8.1 Jiatao Gu

Dr. Jiatao Gu is a Research Scientist at Facebook
Al Research (FAIR). Jiatao received his Ph.D. de-
gree in 2018 from the University of Hong Kong
and B.Eng from Tsinghua University in 2014. His
research interests cover representation learning
and generative models and their applications on
NLP, speech, computer vision, and multi-modal
learning. Particularly, his research focuses on
developing efficient learning and inference algo-
rithms and applying them successfully to neural
machine translation and 3D-aware image synthe-
sis. He has over 40 papers published at top-tier
conferences and journals, including ACL, EMNLP,
NeurIPS, ICLR, and TACL. Jiao has also served
as an area chair for several top conferences. Jiatao
has rich research experience on the topic of non-
autoregressive sequence generation. He published
the first of its kind paper for non-autoregressive
neural machine translation in 2018 and has led
the following exploration and extensions. Website:
https://jiataogu.me/.

8.2 Xu Tan

Xu Tan is a Senior Researcher at Microsoft
Research Asia (MSRA). His research interests
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cover deep learning and its applications in lan-
guage/speech/music, including neural machine
translation, text to speech, automatic speech recog-
nition, pre-training, music generation, etc. The
machine translation systems have achieved hu-
man parity on Chinese-English news translation
in 2018 and won several champions on WMT ma-
chine translation competition in 2019. He has
designed several popular language/speech/music
models, and systems (e.g., MASS, FastSpeech,
and Muzic) and has transferred many research
works to the products in Microsoft (e.g., Azure,
Bing). He has rich research experiences on non-
autoregressive sequence generation and has de-
signed several models such as FastCorrect 1/2, Fast-
Speech 1/2. He has given several tutorials on lan-
guage/speech/music at international conferences:
1) A tutorial on text to speech at IICAI 2021; 2) A
tutorial on Al music composition at ACM Multi-
media 2021. Website: https://www.microsoft.

com/en—-us/research/people/xuta/.

9 Ethics Statement

Non-autoregressive sequence generation can im-
prove the inference speed of various sequence gen-
eration tasks in text and speech. Unfortunately,
this technology may be misused to generate deep-
fake content (Thies et al., 2016) such as mimicking
one’s writing style or speaking style. However,
great attempts have been made to detect the deep-
fake content (Kaggle, 2019), which can minimize
or avoid its potential negative impact.
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Learning with Limited Text Data

Diyi Yang*
*Georgia Tech  TGoogle Research

1 Introduction

Natural Language Processing (NLP) has achieved
great progress in the past decade on the basis of neu-
ral models, which often make use of large amounts
of labeled data to achieve state-of-the-art perfor-
mance. The dependence on labeled data prevents
NLP models from being applied to low-resource
settings and languages because of the time, money,
and expertise that is often required to label mas-
sive amounts of textual data. Consequently, the
ability to learn with limited labeled data is cru-
cial for deploying neural systems to real-world
NLP applications. Recently, numerous approaches
have been explored to alleviate the need for labeled
data in NLP such as data augmentation and semi-
supervised learning.

This tutorial aims to provide a systematic and up-
to-date overview of these methods in order to help
researchers and practitioners understand the land-
scape of approaches and the challenges associated
with learning from limited labeled data, an emerg-
ing topic in the computational linguistics commu-
nity. We will consider applications to a wide variety
of NLP tasks (including text classification, genera-
tion, and structured prediction) and will highlight
current challenges and future directions.

2 Tutorial Outline

This will be a three-hour tutorial devoted to the
cutting-edge topic of Learning with Limited Text
Data, divided into three sessions. Each session
will be 40 minutes, followed by 10 minutes for
Q&A and 10 minutes for a break. Each part in-
cludes an overview of the corresponding topic and
widely used methods and a deep dive into a set of
representative NLP work.

2.1 Data Augmentation

Data augmentation is a common technique used to
artificially increase both the size (i.e. the number

Ankur P. Parikh'
®University of North Carolina, Chapel Hill
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of datapoints) and the diversity (i.e. the deviation
from the true data distribution) of a given train-
ing dataset. Small labeled training datasets often
lead to overfitting, and data augmentation can help
alleviate this issue by creating augmented data auto-
matically or manually. Such techniques have been
widely explored in the computer vision (CV) field,
with methods like geometric/color space transfor-
mations, mixup, and random erasing. Although
it is relatively challenging to augment textual data
because of its complex syntactic and semantic struc-
tures, there exists a wide range of methods designed
to augment text data.

Representative data augmentation methods in
NLP include: token-level augmentation such as
randomly deleting or masking tokens (Bowman
et al., 2015), replacing words with synonyms or
related words (Zhang et al., 2015; Kobayashi,
2018), and inserting or replacing non-important
tokens with random tokens (Xie et al., 2017, 2019);
sentence-level augmentation by paraphrasing (Roy
and Grangier, 2019; Edunov et al., 2018) based on
back-translation that first translates sentences into
certain intermediate languages and then translates
them back to generate paraphrases as intermedi-
ate languages with different vocabulary and lin-
guistic structures like POS, syntax could introduce
certain variance, round-trip translation (Xie et al.,
2019; Coulombe, 2018), or generating sentences
conditioned on given label; adversarial data aug-
mentation that uses perturbed data to dramatically
influence the model’s predictions and confidence
without affecting human judgements (Morris et al.,
2020), such as finding neighbors in a model’s hid-
den representations using gradients (Cheng et al.,
2019) or concatenating distracting but meaningless
sentences as the end of paragraphs (Jia and Liang,
2017); and hidden-space augmentation that manip-
ulates the hidden representations through perturba-
tions like adding noise or performing interpolations
with other data points (Chen et al., 2020a).
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We will walk audiences through the recent
widely-used data augmentation methods and use
example NLP applications such as back-translation
for unsupervised translation to demonstrate how
to utilize these representative data augmentation
techniques in practice.

2.2 Semi-supervised Learning

While data augmentation can be applied in the
supervised setting to produce better results when
only a small labeled training dataset is available,
data augmentation is also commonly used in semi-
supervised learning. Semi-supervised learning pro-
vides a way to leverage unlabeled data when train-
ing a model, which can significantly improve the
models when there is only limited labeled data
available. This is particularly useful in the com-
mon setting where unlabeled data is cheaper and
easier to obtain compared to labeled data.

In this tutorial, we will briefly discuss various
semi-supervised techniques explored by recent re-
search in NLP using example applications or tasks.
We group existing semi-supervised learning meth-
ods into different categories based on how they
utilize unlabeled data: Self-training leverages su-
pervision that inherently exists or can be automati-
cally generated from the dataset (McClosky et al.,
2006); multi-task training leverages extra auxil-
iary tasks with labels to further utilize unlabeled
data related to the task of interest; and consistency
regularization trains a model to output the same
prediction when the input is perturbed through data
augmentation (Sachan et al., 2019; Xie et al., 2019;
Chen et al., 2020a,b).

2.3 Limited Data Learning for Low
Resourced Languages and Future Work

There are other orthogonal directions for tackling
the problem of learning with limited data, such as
other methods for semi-supervised learning such
as self-training (He et al., 2020), generative mod-
els (Cheng et al., 2016), and co-training (Clark
et al., 2018). We will briefly discuss these meth-
ods, and more specifically, we will walk through
audiences on how the aforementioned techniques
can be leveraged for improving performance on
low-resource languages as a case study, includ-
ing cross-lingual transfer learning which transfers
models from resource-rich to resource-poor lan-
guages (Schuster et al., 2019), few/zero-shot learn-
ing (Pham et al., 2019; Abad et al., 2020) which
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uses only a few examples from the low-resource
domain to adapt models trained in another domain.
Despite the success of learning with limited data
in recent years, there are still certain challenges that
need to be tackled for better learning. To this end,
we will conclude our tutorial by highlighting some
of these challenges, including but not limited to the
data distribution shift, quantify the diversity and
efficiency of augmentation, dealing with out-of-
domain unlabeled data, learning data augmentation
strategies that are specific to text, and discussing
future directions that may help advance the field.

2.4 Breadth

While we will give pointers to dozens of relevant
papers over the course of the tutorial, we plan to
cover around 7-8 research papers in close detail.
Only 1-2 of the “deep dive” papers will come from
the presenter team.

3 Diversity Considerations

This tutorial will cover techniques and topics be-
yond English as an application domain. We will
also cover content around how learning with lim-
ited text data can be applicable to low-resourced
language, dialects, and other related tasks. Our
presenter team has a diverse background from both
academia (a junior female faculty from Georgia
Institute of Technology, and an assistant professor
from University of North Carolina, Chapel Hill)
and industry (a research scientist from Google).
Our presenter team will share our tutorial with a
worldwide audience by promoting it on social me-
dia. We will work with ACL/NAACL D&I teams,
and consult resources such as the BIG directory
to diversify our audience participation. Further-
more, we will engage with NLP initiatives like
Masakhane that our team has connections to.

4 Prerequisites

The prerequisite includes familiarity with basic ma-
chine learning and deep learning models, especially
those typically used in modern NLP, including at-
tention mechanisms (Bahdanau et al., 2014), the
Transformer architecture (Vaswani et al., 2017),
sequence-to-sequence learning (Sutskever et al.,
2014), etc. Furthermore, this tutorial assumes back-
ground in basic probability, linear algebra, and cal-
culus. We will also provide a more paced introduc-
tion to the material with additional readings.



4.1 Reading List

. An Empirical Survey of Data Augmentation
for Limited Data Learning in NLP (Chen et al.,
2021)';

MixText: Linguistically-Informed Interpola-
tion of Hidden Space for Semi-Supervised
Text Classification (Chen et al., 2020a)?;

. Understanding Back-Translation at Scale
(Edunov et al., 2018);

Cross-lingual Language Model Pretraining
(Conneau and Lample, 2019);

Parsing with Multilingual BERT, a Small Cor-
pus, and a Small Treebank (Chau et al., 2020);

TextAttack: A Framework for Adversarial At-
tacks, Data Augmentation, and Adversarial
Training in NLP (Morris et al., 2020);

. Self-training Improves Pre-training for Natu-
ral Language Understanding (Du et al.)

5 Tutorial Presenters

Diyi Yang is an assistant professor at the School
of Interactive Computing, Georgia Tech. Her re-
search focuses on learning with limited and noisy
text data, user-centric language generation, and
computational social science. Diyi has organized
four workshops at NLP conferences: Widening
NLP Workshops at NAACL 2018 and ACL 2019,
Casual Inference workshop at EMNLP 2021, and
NLG Evaluation workshop at EMNLP 2021. She
also gave a tutorial at the 2020 Chinese CSCW
Summer School. She has taught courses on natural
language processing at Georgia Tech since 2019.

Ankur Parikh is a senior research scientist at
Google NYC and adjunct assistant professor at
NYU. His research interests are in natural language
processing and machine learning with a recent fo-
cus on high precision text generation. Ankur re-
ceived his PhD from Carnegie Mellon in 2015
and has received a best paper runner up award
at EMNLP 2014 and a best paper in translational
bioinformatics at ISMB 2011. He has taught natu-
ral language processing at NYU since 2017.

!Collaboration from two of our tutorial presenters.
“Work from one of our tutorial presenters.
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Colin Raffel is an assistant professor of Com-
puter Science at the University of North Carolina,
Chapel Hill. His research is focused on ma-
chine learning algorithms for learning from lim-
ited labeled data, including semi-supervised, un-
supervised, and transfer learning methods. His
best-known work on the topics related to this
tutorial include the T5 model and the Mix-
Match/ReMixMatch/FixMatch series of semi-
supervised learning algorithms. He gave a tuto-
rial at the 2017 International Society for Music
Information Retrieval Conference® and has taught
machine learning courses at UNC, Columbia Uni-
versity, and Google’s TechExchange program.

6 Ethics Statement

We do not anticipate any ethical issues related to
the topics of the tutorial.
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1 Introduction

The ability to efficiently learn from little-to-no data
is critical to applying NLP to tasks where data
collection is costly or otherwise difficult. This
is a challenging setting both academically and
practically—particularly because training neutral
models typically require large amount of labeled
data. More recently, advances in pretraining on un-
labelled data have brought up the potential of better
zero-shot or few-shot learning (Devlin et al., 2019;
Brown et al., 2020). In particular, over the past
year, a great deal of research has been conducted
to better learn from limited data using large-scale
language models.

In this tutorial, we aim at bringing interested
NLP researchers up to speed about the recent and
ongoing techniques for zero- and few-shot learning
with pretrained language models. Additionally, our
goal is to reveal new research opportunities to the
audience, which will hopefully bring us closer to
address existing challenges in this domain.

The detailed content of the tutorial is described
in Section 2. The tutorial will start by motivat-
ing the challenge of learning from limited data,
and providing an overview of historical few-shot
NLP techniques. The tutorial will then start mainly
focusing on recent few-shot learning methods us-
ing language models. It will cover methods from
manual engineering, better inference algorithms
to better tuning methods. We will then discuss
the impact of different pretraining objectives, and
meta-training strategies. Lastly, we will survey the
current landscape of evaluation benchmarks, and
their limitations. We will conclude the tutorial by
suggesting open questions, and providing coding
examples and web-based demonstrations instruct-
ing attendees how to easily use these methods using
public resources.
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2 Tutorial Content and Outline

This tutorial covers methods for zero- and
few-shot learning with pretrained language mod-
els (LMs). The tutorial will be 3 hours
long. Tutorial materials will be made avail-
able at: https://github.com/allenai/
acl2022-zerofewshot-tutorial.

Introduction - (10 minutes) We will start by
motivating why zero- and few-shot learning are
important. In many situations, labelled data may
be costly or otherwise difficult to procure. Lan-
guage model finetuning, the predominant training
paradigm in use today, exhibits poor performance
in low-data regimes (Dodge et al., 2020). Further-
more, as LMs continue to grow in size, so do the
associated costs of training and storing separate
weights for each downstream task. Recent work
on zero- and few-shot learning with pretrained lan-
guage models can provide a potential solution.

Earlier work - (15 minutes) In the second sec-
tion, we will review well-established methods for
zero- and few-shot learning that do not necessar-
ily use LMs, including data augmentation, semi-
supervised learning, consistency training and co-
training (Miyato et al., 2017; Clark et al., 2018; Xie
et al., 2020; Chen et al., 2020).

Language models as few-shot learners - (20 min-
utes) In the third section, we will focus on few-
shot approaches using LMs without any tuning.
The fundamental observation in this section is that,
by reformulating tasks as complete-the-sentence
problems and potentially including training exam-
ples in-context, large pretrained language models
can be used to solve NLP tasks without having
to resort to finetuning. We will survey a few key
papers, notably GPT-3 (Brown et al., 2020), and
follow up work demonstrating the limitations of in-
context learning (Perez et al., 2021). We will also
discuss alternative approaches for calibrating and
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scoring LM outputs (Zhao et al., 2021; Holtzman
et al., 2021; Min et al., 2021).

Prompt-based finetuning - (25 minutes) In the
next section, we will discuss prompt-based fine-
tuning, which relaxes the restriction that the LM
weights cannot be updated. We will introduce the
technique of pattern exploiting training (Schick
and Schiitze, 2021a,b; Le Scao and Rush, 2021,
PET) which utilizes manually written cloze style
prompts in conjunction with language model fine-
tuning to attain higher accuracy and improved sta-
bility over the finetuning approach proposed by
Devlin et al. (2019). We will then discuss a variety
of related works that seek to streamline PET (Tam
et al., 2021; Logan IV et al., 2021). In particular
we will cover methods that try to automate the task
of prompt-construction, either in the vocabulary
space (Shin et al., 2020; Gao et al., 2021b), or the
embedding space (Li and Liang, 2021; Lester et al.,
2021; Zhong et al., 2021; Qin and Eisner, 2021).
We will contrast these methods with non-tuning
methods covered in the previous section, in terms
of their performance, memory and computation re-
quirement, amount of required engineering, and
more.

Pretraining - (20 minutes) The following sec-
tion will focus on the factor underlying the suc-
cess of these methods—language model pretrain-
ing. First, we will provide a review of popular
language model pretraining objectives and architec-
tures. Topics will include: causal (Radford et al.,
2019) vs. masked (Devlin et al., 2019) pretraining,
encoder-only (Devlin et al., 2019; Liu et al., 2019)
vs. decoder-only (Radford et al., 2019) vs. encoder-
decoder architectures (Lewis et al., 2020; Raffel
et al., 2020), and the impact of training data (Agha-
janyan et al., 2021; Saxton et al., 2019; Gao et al.,
2021a).

Meta-training - (25 minutes) Next we will dis-
cuss meta-training approaches that train the LM
to adapt to zero- and few-shot use cases. A vari-
ety of work has demonstrated that transfer learning
is extremely effective when trained on a diverse
set of tasks and prompts (Wei et al., 2021; Sanh
et al., 2021). Furthermore, recent papers propose
to learn from instructions where the model is given
instructions that humans would often read when
performing a new task, e.g., in a crowdsourcing
task (Efrat and Levy, 2020; Mishra et al., 2021).
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Evaluation benchmarks - (25 minutes) We will
then discuss few-shot evaluation benchmarks such
as FLEX (Bragg et al., 2021), FewNLU (Zheng
et al., 2021), The BIG-Bench (BIG-bench collab-
oration, 2021) and CrossFit (Ye et al., 2021). We
will discuss the problems in existing evaluations
and how new few-shot evaluation benchmarks were
carefully designed to measure a variety of scopes
in generalization. We will also cover benchmarks
specifically for instruction learning (Efrat and Levy,
2020; Mishra et al., 2021).

Open questions and future work - (20 minutes)
The future work section will discuss open ques-
tions and future research directions like the need
for multilingual evaluation data, challenges in eval-
uation, reducing engineering efforts and variance
and more.

Coding example - (20 minutes) Finally, we
will demonstrate code examples for representative
few-shot methods using the most widely-used li-
braries/APIs at the time of the event, such as the
Transformers library. This will help audience to
easily use publicly available resources for real-
world few-shot applications.

3 Type of the Tutorial

This tutorial will cover cutting-edge research in
zero- and few-shot learning with pretrained lan-
guage models. This topic has not been previously
covered in *CL tutorials.

4 Breadth

The tutorial covers a diverse set of topics related to
zero- and few-shot learning including pretraining,
prompting, finetuning, evaluation, open research
questions, etc. The tutorial also briefly discusses
pre-language models work but not in depth. Note
that most of the work we will cover is not authored
by the presenters.

5 Diversity Considerations

The methods and techniques we are going to
present are language-agnostic and can be easily
applied to non-English data and tasks. Zero- and
few-shot learning can be relevant for low-resource
languages and tasks (assuming there exist unla-
beled resources to build a pretrained model). The
tutorial covers work from diverse groups, both geo-
graphically (America, Europe, Asia) and gender.



For instructors, three are senior and two are ju-
nior NLP researchers, one is female, and they rep-
resent two universities and one industry research
lab.

6 Prerequisites

We assume attendees are familiar with:

* Machine Learning: Basic knowledge of com-
mon recent neural network architectures, par-
ticularly Transformers.

* Computational linguistics: Familiarity with
the concept of pretrained language models, as
well as standard NLP tasks such as text clas-
sification, natural language generation, and
question answering.

7 Reading List

Reading the following papers is nice to have but
not required for attendance.

* Language Models are Few-Shot Learn-
ers (Brown et al., 2020)

* It’s Not Just Size That Matters: Small Lan-
guage Models Are Also Few-Shot Learn-
ers (Schick and Schiitze, 2021b)

* Finetuned Language Models are Zero-Shot
Learners (Wei et al., 2021)

* FLEX: Unifying Evaluation for Few-Shot
NLP (Bragg et al., 2021)

8 Instructors
In alphabetical order,

Iz Beltagy 1z Beltagy is a Research Scientist at
Al2 focusing on language modeling, transfer learn-
ing, summarization, explainability and efficiency.
His research has been recognized with a best paper
honorary mention at ACL 2020 and an outstand-
ing paper award at AKBC 2021. He was a co-
instructor of the tutorial on “Beyond Paragraphs:
NLP for Long Sequences” (NAACL-HLT 2021).
He worked as a Teaching Assistant at the Univer-
sity of Texas at Austin teaching computer science.
Email: beltagy@allenai.org

Homepage: beltagy.net
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Arman Cohan Arman Cohan is a Research Sci-
entist at AI2 and an Affiliate Assistant Professor at
University of Washington, focusing on representa-
tion learning and transfer learning methods, as well
as NLP applications in specialized domains and sci-
entific text. His research has been recognized with
a best paper award at EMNLP 2017, an honorable
mention at COLING 2018, and Harold N. Glass-
man Distinguished Doctoral Dissertation award in
2019. He was a co-instructor of the tutorial on
“Beyond Paragraphs: NLP for Long Sequences’
(NAACL-HLT 2021).

Email: armanc@allenai.org

Homepage: armancohan.com

’

Robert L. Logan IV  Robert L. Logan IV is a
Ph.D. student at the University of California, Irvine,
advised by Sameer Singh and Padhraic Smyth. His
research focuses on problems at the intersection
of information extraction and language modeling,
and encompasses recently published work on lan-
guage model prompting that is relevant to this
proposal. He has presented invited talks at the
SoCal NLP Symposium (2019), the CHASE-CI
Workshop (2019), and the UCI Center for Machine
Learning Seminar (2021).

Email: rlogan@uci.edu

Homepage: rloganiv.github.io

Sewon Min Sewon Min is a Ph.D. student in the
Paul G. Allen School of Computer Science & En-
gineering at the University of Washington, advised
by Hannaneh Hajishirzi and Luke Zettlemoyer. Her
research focuses on natural language understand-
ing, question answering, and knowledge represen-
tation. She was a co-instructor of the tutorial on
“Beyond Paragraphs: NLP for Long Sequences”
(NAACL-HLT 2021), and was a co-organizer of the
3rd Workshop on Machine Reading for Question
Answering (EMNLP 2021), Competition on Effi-
cient Open-domain Question Answering (NeurIPS
2020), and Workshop on Structured and Unstruc-
tured KBs (AKBC 2020, 2021).

Email: sewon@cs.washington.edu
Homepage: shmsw25.github.io

Sameer Singh Sameer Singh is an Associate Pro-
fessor of Computer Science at the University of
California, Irvine and an Allen AI Fellow at the
Allen Institute for Al. He is working on large-scale
and interpretable machine learning models for NLP.
His work has received paper awards at ACL 2020,
AKBC 2020, EMNLP 2019, ACL 2018, and KDD



2016. Sameer has presented a number of tutori-
als, many relevant to this proposal, such as Deep
Adversarial Learning Tutorial at NAACL 2019,
Mining Knowledge Graphs from Text Tutorial at
WSDM 2018 and AAAI 2017, tutorial on Inter-
pretability and Explanations in NeurIPS 2020 and
EMNLP 2020, and tutorial on Robustness in NLP
at EMNLP 2021. Sameer has also received teach-
ing awards at UCL.

Email: sameer@uci.edu

Homepage: http://sameersingh.org/

9 Ethical Statement

This tutorial covers work that extensively uses large
(up to hundreds of billions of parameters) language
models, which are associated with substantial finan-
cial and environmental costs (Strubell et al., 2019),
as well as other harms (Bender et al., 2021).
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Vision-Language Pretraining: Current Trends and the Future
https://vlp-tutorial-acl2022.github.io/

Aishwarya Agrawal
University of Montreal,
Mila, DeepMind

aishwarya.agrawal@mila.quebec

1 Description

In the last few years, there has been an increased
interest in building multimodal (vision-language)
models that are pretrained on larger but noisier
datasets where the two modalities (e.g., image and
text) loosely correspond to each other (e.g., Lu
et al., 2019; Radford et al., 2021). Given a task
(such as visual question answering), these models
are then often fine-tuned on task-specific super-
vised datasets. (e.g., Lu et al., 2019; Chen et al.,
2020; Tan and Bansal, 2019; Li et al., 2020a,b). In
addition to the larger pretraining datasets, the trans-
former architecture (Vaswani et al., 2017) and in
particular self-attention applied to two modalities
are responsible for the impressive performance of
the recent pretrianed models on downstream tasks
(Hendricks et al., 2021).

This approach is appealing for a few reasons:
first, the pretraining datasets are often automat-
ically curated from the Web, providing huge
datasets with negligible collection costs. Second,
we can train large models once, and reuse them for
various tasks. Finally, these pretraining approach
performs better or on par to previous task-specific
models. An interesting question is whether these
pretrained models — in addition to their good task
performance — learn representations that are bet-
ter at capturing the alignments between the two
modalities.

In this tutorial, we focus on recent vision-
language pretraining paradigms. Our goal is to
first provide the background on image—language
datasets, benchmarks, and modeling innovations
before the multimodal pretraining area. Next
we discuss the different family of models used
for vision-language pretraining, highlighting their
strengths and shortcomings. Finally, we discuss
the limits of vision-language pretraining through
statistical learning, and the need for alternative ap-
proaches such as causal modeling.

Damien Teney
Idiap Research Institute

contact@damienteney.info
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Aida Nematzadeh
DeepMind

nematzadeh@deepmind.com

We believe that the computational linguistics
(CL) community will benefit from this tutorial in
multiple ways. Language grounding research of-
ten uses or evaluates the most successful vision-
language approaches. Better understanding of the
shortcomings and strengths of these approaches —
which we hope our tutorial provides — will pave
the way for building stronger language grounding
agents. Moreover, vision-language pretraining has
been inspired by its parallel in pretraining language
models. As a result, the CL community has a
special role in thinking about the future of vision-
language approaches using lessons learned from
language pretraining.

2 Type of the Tutorial

This is a cutting-edge tutorial focusing on dis-
cussing the new trends in vision-language pretrain-
ing: if recent models result in better representations
and how they contribute to downstream tasks. We
plan to mostly discuss recent papers from 2018 and
after but will also include influential papers from
before 2018 that have played a crucial role in the
current vision-language paradigms.

3 Target Audience

We expect the target audience to be researchers in-
terested in the intersection of vision and language,
such as the language grounding or grounded com-
munication researchers. This tutorial is also of
interest for junior students who are starting their
career. Familiarity with recent architectures such
as transformers is a useful but not needed for at-
tending the tutorial.

4 OQutline of the Tutorial

* Introduction: the goal of the tutorial (5 min-
utes)

* Vision-language landscape before the pretrain-
ing era (55 minutes)
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— Motivation for vision-language research
from both application and research point
of views.

— Popular vision-language tasks, datasets
and benchmarks (e.g., image-retrieval,
referring expressions, image captioning,
visual question answering).

— Task specific modelling approaches and
fundamental innovations before the pre-
training era (e.g., CNN + LSTM based
approaches, language guided image at-
tention, multimodal pooling, composi-
tional networks).

* Vision-language pretraining (VLP) (60 min-
utes)

— Inspiration from pretraining successes in
NLP (transformers, BERT, GPT).

— Different families of VLP models (all are
transformer based models):

+ Models using task-specific heads for
each downstream task (e.g., ViL-
BERT, LXMERT, UNITER, OS-
CAR, VinVL).

* Models treating all downstream tasks
as language generation tasks, i.e. no
task-specific head (e.g., VL-T5, VL-
BART, SimVLM).

* Models using VLP data for improv-
ing performance on vision tasks (e.g.,
CLIP, ALIGN).

* Models using VLP data for improv-
ing performance on language tasks,
including multilingual data (e.g., Vo-
kenization, M3P, VL-T5, SimVLM).

— Different VLP datasets and how they af-
fect the downstream task performance
w.r.t their size, degree of noise, and simi-
larity with downstream datasets.

» Beyond statistical learning in vision-language
(55 minutes)

— Challenges yet to be tackled in vision-
language research that are inherent limi-
tations of the mainstream machine learn-
ing approach. These challenges include
shortcut learning, sensibility of distri-
bution shifts, model biases, adversarial
vulnerabilities, and generally poor out-
of-distribution generalization. We will
also briefly cover privacy and fairness
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concerns when collecting large scale
datasets, and the problem of models am-
plifying biases.

— Background on causal reasoning neces-
sary to formalize these issues and intro-
duce potential solutions.

— Existing benchmarks and other possible
evaluation procedures that go beyond the
traditional i.i.d. setting and allow diag-
nosing these issues: contrast examples,
pairs of counterfactual examples, out-of-
distribution test sets, etc.

— Methods for learning better models by
exploiting expert knowledge / inductive
biases (Cadene et al., 2019; Ramakrish-
nan et al., 2018) or by utilizing different
training paradigms (e.g., across multi-
ple environments (Arjovsky et al., 2019;
Teney et al., 2020b) or from pairs of
training examples (Gokhale et al., 2020;
Teney et al., 2020a)).

* Conclusion: main takeaways and future re-
search (5 minutes)

5 Breadth of the Tutorial

We will mainly cover other people’s work (as out-
lined in §4 and §7). More specifically, we expect
the tutorial to include less than 15% of instructors’
work — speakers will spend at most 10 minutes
presenting their prior work.

6 Diversity Considerations

We are planning to increase diversity in a few
ways: First, the topic of the tutorial is multidisci-
plinary bringing together researchers from diverse
backgrounds (such as language, vision, and repre-
sentation learning). We also plan to discuss how
vision-language pretraining can benefit multilin-
gual applications through grounding multiple lan-
guages into vision. Second, the instructors are from
diverse backgrounds including their career stage
(mid-career / junior), geography, gender, as well as
their institution (academia / industry). Third, we
will share our reading list, slides, and the recording
of the talk publicly for people who cannot attend
the conference in person, and also as a resource for
junior researchers who are starting their career.



7 Reading List

* Popular vision-language tasks, datasets
and benchmarks (Plummer et al., 2015;
Kazemzadeh et al., 2014; Mao et al., 2015;
Chen et al., 2015; Antol et al., 2015; Krishna
et al., 2016; Hudson and Manning, 2019).

Task specific modelling approaches before the
pretraining era (Antol et al., 2015; Yang et al.,
2015; Lu et al., 2016; Anderson et al., 2017;
Fukui et al., 2016; Andreas et al., 2015).

*Pretraining models in NLP (Devlin et al.,
2018; Brown et al., 2020).

VLP models with task-specific heads (Lu
et al., 2019; Tan and Bansal, 2019; Chen et al.,
2020; Li et al., 2020b; Zhang et al., 2021).

VLP models without task-specific heads (Cho
et al., 2021; Wang et al., 2021).

VLP models for improving performance on
vision tasks (Radford et al., 2021; Jia et al.,
2021).

VLP models for improving performance on
language tasks (Tan and Bansal, 2020; Huang
et al., 2020; Cho et al., 2021; Wang et al.,
2021).

Analyzing VLP models (Hendricks et al.,
2021; Frank et al., 2021; Hendricks and Ne-
matzadeh, 2021; Bugliarello et al., 2020).

Shortcomings of vision-language models
(Agrawal et al., 2016; Rohrbach et al., 2018;
Gan et al., 2020; Ross et al., 2020; van Mil-
tenburg, 2016; Misra et al., 2015; Raji et al.,
2020; Zhao et al., 2017a).

Methods and evaluation benchmarks that go
beyond the traditional i.i.d. setting (Agrawal
et al., 2017; Cadene et al., 2019; Ramakrish-
nan et al., 2018; Teney et al., 2020c; Arjovsky
etal., 2019; Teney et al., 2020b; Gokhale et al.,
2020; Teney et al., 2020a; Ilse et al., 2020;
Agarwal et al., 2019).

* It would be great if the audience could read
these papers before the tutorial, but it is okay even
if they do not get a chance, as we will briefly cover
these topics in the tutorial.
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8 Instructors

Aishwarya Agrawal [webpage: https://www.
iro.umontreal.ca/~agrawal]is an Assis-
tant Professor in the Department of Computer
Science and Operations Research at the Univer-
sity of Montreal. She is also a Canada CIFAR
Al Chair and a core academic member of Mila —
Quebec Al Institute. She also spends one day a
week at DeepMind as a Research Scientist. Aish-
warya’s research interests lie at the intersection
of computer vision, deep learning and natural
language processing. Aishwarya is one of the
two lead authors on the VQA paper (Antol et al.,
2015) that introduced the task and the VQA v1.0
dataset. She has played an active role in releas-
ing the dataset to the public. She is, in particu-
lar, keen about building vision-language models
that generalize to out-of-distribution datasets. She
used to co-organize the annual VQA challenge
and workshop, and has given numerous invited
talks (see https://www.iro.umontreal.
ca/~agrawal/index.html#talks).

Damien Teney [webpage: https://www.
damienteney.info] is a research scientist
heading the machine learning group at the Idiap
Research Institute in Switzerland. He is known
for his work at the intersection of computer vi-
sion, machine learning, and natural language pro-
cessing. He was part of the team that won the
Visual Question Answering Challenge at CVPR
2017, which introduced the bottom-up/top-down
attention mechanisms that are now ubiquitous for
vision and language. His current research focuses
on out-of-distribution generalization and learning
methods inspired by causal reasoning. He has given
multiple introductory talks on these topics and is a
regular invited speaker at workshops and seminars
on vision and language (e.g., VQA workshop at
CVPR 2021, Vision and Language workshop at
ACCYV 2018).

Aida Nematzadeh [webpage: http://www.
aidanematzadeh.me] is a staff research sci-
entist at DeepMind. Her research interests are
in the intersection of computational linguistics,
cognitive science, and machine learning. Her re-
cent work has focused on multimodal learning
and evaluation and analysis of neural represen-
tations. She co-instructed a tutorial on “Lan-
guage Learning and Processing in People and Ma-
chines” at NAACL 2019, and has given numerous
invited talks (see http://aidanematzadeh.



me/talks.html).

9 Ethics Statement

Vision-language systems have many potential ap-
plications beneficial for society:

* Aiding visually impaired users in un-
derstanding their surroundings (Human:
What is on the shelf above

the microwave? Al:  Canned

containers.),

Teaching children through interactive de-
mos (Al captioning a picture of Dall
Sheep: That is Dall Sheep.

can find those in Alaska.),

You

Aiding analysts in processing large quan-
tities of visual surveillance data (An-
alyst: What kind of car did the
man in red shirt leave in? Al
Blue Toyota Prius.),

Interacting with in-home physical robots (Hu-
man: Is my laptop in my bedroom
upstairs? Al Yes. Human: Is the
charger plugged in?),

Making visual social media content more ac-
cessible (Al: Your friend Bob just
uploaded a picture from his
Human:
Al:

Hawaii trip. is
he at the beach?

mountain.).

Great,

No, on a

But like most other technology, such vision-
language systems could also be used for potentially
harmful applications such as:

* Invasion of individual’s privacy by using
vision-language systems to query streams of
video data being recorded by CCTV cameras
at public places.

Visually impaired users often need assistance
with parsing data containing personal informa-
tion (Ahmed et al., 2015), such as credit cards,
personal mails etc. Vision-language systems
providing such assistance could be configured
to leak / retain such personally identifiable
information.

In addition to the above potentially harmful ap-
plications of vision-language systems, there exist
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ethical concerns around fairness and bias. The
vision-language models, as other deep learning
based models (Zhao et al., 2017b), could poten-
tially amplify the biases present in the data they are
trained on. Since the training data (images and lan-
guage) captures stereotypical biases present in the
society (e.g, the activity of cooking is more likely
to be performed by a woman than a man), am-
plification of such stereotypes by vision-language
systems is concerning as it has the potential to harm
the users in the relevant groups (based on gender,
race, religion etc.) by entrenching existing stereo-
types and producing demeaning portrayals (Brown
et al., 2020).

To raise awareness about such ethical concerns
and to promote discussions among researchers, the
last part of the tutorial (“Beyond statistical learn-
ing in vision-language”) will focus on such short-
comings of existing models and we will discuss
some methods that aim to tackle some of these
challenges.
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1 Motivation and Objectives

Enabling machines to intelligently converse with
humans in order to solve particular well-defined
tasks is in the core focus of task-oriented dialogue
(ToD) systems and their development (Kim and
Banchs, 2014; Li et al., 2018; Henderson et al.,
2019; Zang et al., 2020). Such systems have wide
applications in a multitude of domains such as
hospitality industry, travel, e-banking, healthcare,
entertainment industry, industrial production and
maintenance, etc. TOD-oriented research has been
recently catalysed by the growing ability and vi-
ability of deep learning techniques such as large-
scale pretraining of language models (Ren et al.,
2018; Wen et al., 2019; Henderson et al., 2020;
Wau et al., 2020; Lin et al., 2020, inter alia). The
momentum of development in this research area
has, however, mainly targeted a very small propor-
tion of potential beneficiaries: most existing TOD
systems are predominantly built for English and
a few other, major languages only (e.g., Chinese)
(Lin et al., 2021; Ding et al., 2021). This limits
the use, global reach, and transformative potential
of ToD systems. Consequently, this deepens the
chasm between speakers of dominant versus under-
represented low-resource languages in their access
to state-of-the-art language technology (Joshi et al.,
2020; Blasi et al., 2021) and contributes to the digi-
tal language divide and inequality of information.!

Extending the reach of TOD technology is cru-
cial for the democratisation and wide adoption of
human—machine communication, with an inclusive
long-term goal of bringing it to virtually all citi-
zens of the world. Building on top of our recent
comprehensive survey on the topic of multilingual
ToD (Razumovskaia et al., 2021), in this tutorial
our aim is to systematise the current research on
multilingual ToD, and offer a fresh perspective to

'http://labs.theguardian.com/
digital-language-divide/
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other researchers and NLP practitioners on the im-
portance and challenges of developing multilingual
ToD systems.

The tutorial will offer a comprehensive overview
of multilingual ToOD research and know-hows fo-
cused on the following central questions:?

(Q1) Why are multilingual TOD systems so hard
to build? What are the main roadblocks and how
can we facilitate their development? What are the
main design paradigms of multilingual TOD?

(Q2) Which ToD datasets are currently available
in one or more languages other than English? What
are their strengths and weaknesses? How can we
improve the current data design and collection ef-
forts and protocols?

(Q3) What are the best methods and practices to
incorporate language-specific information and per-
form target language adaptation for multilingual
and cross-lingual ToD?

(Q4) How can multilingual ToD take inspiration
from other related fields of NLP research to better
tackle low-resource scenarios (e.g., cross-lingual
transfer, injection of external knowledge into pa-
rameters of neural models)?

(Q5) How good are current (multilingual) ToD
systems? Do automatic evaluation measures corre-
late with user satisfaction? What implication does
multilinguality have on TOD evaluation?

(Q6) What are the future challenges faced when
developing TOD systems in several different lan-
guages, especially with respect to voice-based and
human-centered TOD?

2 Tutorial Overview and Structure

Part I: Introduction, Motivation, and TOD Pre-
liminaries (25 minutes)

2All tutorial materials will be available at https://
tinyurl.com/multilingualtod
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Part I will cover the basics of modular and end-to-
end dialogue systems (Young, 2010; Chen et al.,
2017a; Wen et al., 2017; Ham et al., 2020), of-
fering a brief overview of the full TOD system
structure, and critical modules such as Speech-to-
text/ASR, natural language understanding (NLU)
for dialogue, dialogue state tracking (DST), dia-
logue management (DM), natural language gen-
eration (NLG), and text-to-speech (TTS), along
with their functionality. We will analyse which
components require language-specific processing
and adaptation, and which modules are generally
language-invariant. We will then proceed to define
the detailed scope and schedule of the tutorial. Con-
cretely, we plan to list and discuss all the current
problems and challenges related to multilingual
ToD development, and how we will introduce them
in the subsequent tutorial parts. Topics overview:

* Main modules of TOD systems;

* Modular versus end-to-end TOD;

¢ Text-based (vs. other) TOD modules;

* Language-invariant vs. language-specific

ToD modules;
* Why is development of multilingual TOD sys-
tems so difficult?

Part II: Methods and Resources for Multilingual
NLU in ToD (50 minutes)

Part IT will cover to-date work in multilingual NLU
in ToD, including standard approaches and recent
trends. We will provide a comprehenstive overview
of methods for learning cross-lingual representa-
tion spaces in ToD (Liu et al., 2019; Siddhant et al.,
2020; Liu et al., 2020; Moghe et al., 2021) and their
applications in different setups (multilingual vs.
cross-lingual, zero-shot vs. few-shot). Finally, we
will list available resources: those created specifi-
cally for multilingual ToD NLU (Ding et al., 2021;
Zuo et al., 2021; Hung et al., 2022, inter alia) as
well as external resources useful for ToD NLU. Part
II comprises the following topics:

* Joint versus separate training for NLU: intent
detection, slot labeling, DST;

* Learning shared cross-lingual representation
spaces; from cross-lingual word embeddings
to multilingual text encoders — how to lever-
age them for NLU in ToD?

* Multilingual (pre)training versus cross-lingual
transfer methods;

» Zero-shot and few-shot learning scenarios;

¢ Datasets and resources: (a) for in-task dia-
logue training and (b) external resources (e.g.,
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parallel data, bilingual dictionaries, multilin-
gual knowledge bases).

Part III: Methods and Resources for Multilin-
gual NLG in ToD (35 minutes)

Part III will present the methods for multilin-
gual natural language generation and their usage
for cross-lingual transfer of TOD. First, we will
discuss traditional, grammar-based methods for
cross-lingual generation (Gatt and Krahmer, 2018;
Vaudry and Lapalme, 2013) and their combina-
tion with statistical methods (Garcia-Méndez et al.,
2019) for more efficient learning. Secondly, we
will discuss cross-lingual transfer of TOD using
machine translation (MT) in two ways: a) translat-
ing the test data into English (‘translate test’, Wan
et al., 2010); b) translating the training data into
the target language (‘translate train’, Duan et al.,
2019), and how improvements in MT and multi-
lingual pretraining affect cross-lingual transfer of
ToD. Next, we will analyse the choice between
retrieval-based, generation-based and hybrid ToOD
systems through the prism of multilinguality. Fi-
nally, we will address the difficulties of corpora
creation for multilingual TOD generation. Topics:

* Traditional NLG and its extension to multiple
languages;

* Retrieval-based versus generation-based ver-
sus hybrid approaches: pros and cons in mul-
tilingual setups;

* Leveraging shared cross-lingual representa-
tion spaces for multilingual NLG; translation-
based approaches;

* Zero-shot and few-shot learning scenarios and
language-specific adaptations;

* Available resources and datasets for multilin-
gual NLG (for ToD).

Part IV: Evaluation of Multilingual TOD Sys-
tems (30 minutes)

Part IV will focus on evaluation for (multilingual)
ToD. We will cover both automatic metrics and
human evaluation: automatic metrics allow for
faster development cycles, but often do not corre-
late with user satisfaction with TOD systems (Liu
et al., 2016; Novikova et al., 2017). We will dis-
cuss the shortcomings of automated TOD evalua-
tion, but also the potential pitfalls of human evalua-
tion (Clark et al., 2021). We will then analyse the
difficulties that multilingual setups pose for both
automatic metrics and human evaluation, includ-
ing evaluation of generated responses in morpho-



logically rich languages and difficulty of finding
qualified evaluators for rare languages. Topics:
* Current evaluation protocols in TOD;
* Automatic vs. human-centered evaluation in
multilingual setups: pros and cons;
» How to evaluate language-specific phenomena
and fluency;
* Difficulties in evaluation and current gaps in
evaluation resources.

Part V: Open Challenges and Research Direc-
tions in Multilingual ToD (40 minutes)

In the concluding Part V, we will discuss the main
open challenges impeding the development of TOD
systems and reflect on the promising avenues for
further progress. First, we will advocate for lin-
guistically motivated design of multilingual ToD
datasets focusing on linguistic diversity and id-
iomacity. To fulfill their role as gauges of model
performance across languages (Hu et al., 2020;
Liang et al., 2020), multilingual datasets should
(i) maximise diversity along the dimensions of lan-
guage family, geographic area, and typological fea-
tures (Ponti et al., 2020). as well as (ii) adequately
represent the linguistic and extra-linguistic (e.g.,
world knowledge, cultural references) properties of
selected languages (rather than replicating dialogue
structures, topics, and entities from a resource-rich
source language). We will discuss first attempts at
cultural adaptation for dialogue (Majewska et al.,
2022). Second, we will outline how existing strate-
gies for dealing with data scarcity can be borrowed
from other NLP tasks to benefit multilingual and
cross-lingual TOD NLU (Ponti et al., 2019; Hed-
derich et al., 2021). Third, we will emphasise the
importance of user-centered evaluation as a way
of assessing the fluency of generated responses
and guiding improvements in ToD systems across
different languages. Finally, we will discuss the
significance of developments in multilingual ASR
and TTS as keys to the ultimate success of multi-
lingual ToD on a wide scale, and the potential of
integrating speech-based and text-based modules
in future research. Topics:

* Recommendations for creation of future mul-
tilingual ToD datasets: linguistic diversity
and idiomacity, low-resource languages, ex-
pansion to new domains;

* Coping with low-resource scenarios: methods
and lessons learned from other NLP tasks and
applications; source selection for multi-source
transfer and multilingual training;
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Fluency of generation, code switching;

From text-based to voice-based multilingual
ToD: promises and challenges;

An overview of other related research areas
that can benefit multilingual TOD;

Listing key challenges, a short panel discus-
sion and a QA session.

3 Tutorial Breadth and Diversity

According to the representative set of papers listed
in the selected bibliography as well as in our re-
cent survey paper (Razumovskaia et al., 2021), we
anticipate that a total of 20%-25% of the tutorial
concerns work which involves at least one of the
five presenters. The rest of the tutorial will focus
on providing a detailed comprehensive overview
of the main topic by covering all the relevant work
from other researchers: see again the wide bibliog-
raphy and coverage in the survey paper.

Diversity and Inclusion. We consider the follow-
ing aspects. First, our tutorial proposal focuses
on multilingual NLP and promotes the ultimate
long-term goal of NLP research: bringing (human-
centered) language technology to minor and under-
resourced languages, and acting as a vehicle of
mitigating the digital language divide (see the foot-
note 1). As such, it is highly relevant to both special
themes of ACL 2022 and NAACL-HLT 2022. Our
tutorial will also expose prominent issues and gaps
related to (lack of) diversity and inclusivity of cur-
rent multilingual TOD models and datasets, and we
hope to inspire research groups currently working
separately on (i) ToD and (ii) low-resource lan-
guages and low-resource NLP to consider joining
forces and research expertise in the future.

Concerning tutorial organization, we hope that
our tutorial will connect researchers from differ-
ent cultural backgrounds and research fields. We
also note that two out of five tutorial presenters are
female, and the pool of presenters offers a mix of
more junior and experienced presenters.

4 Presenters

Evgeniia Razumovskaia is a PhD student in the
Language Technology Lab at the University of
Cambridge. She works on dialogue systems, focus-
ing on efficient few-shot methods for multilingual
dialogue systems. Web: evgeniiaraz.github.io

Goran Glavas is a Full Professor (Chair for Nat-
ural Language Processing) and member of the



Center for Artificial Intelligence and Data Sci-
ence (CAIDAS) at the University of Wiirzburg.
His research focuses on multilingual representa-
tion learning and cross-lingual transfer (primar-
ily for low-resource languages), fair and sustain-
able NLP, and NLP applications for social sci-
ences and humanities. He has given tutorials at
ACL 2019 and EMNLP 2019, organized work-
shops TextGraphs and SustainNLP, and served
as reviewer and (senior) area chair for a num-
ber of *ACL events. He currently serves as an
Editor-in-Chief for the ACL Rolling Review. Web:

sites.google.com/view/goranglavas

Olga Majewska works at Amazon Alexa in Cam-
bridge, UK, and an affiliated researcher at the Lan-
guage Technology Lab, University of Cambridge,
where she earned her PhD in computational lin-
guistics in 2021. Her interests lie, among others,
in multilingual expansion of conversational Al and
development of efficient protocols for generation
of task-oriented dialogue evaluation data for under-
resourced languages. Web: om304.github.io

Edoardo Maria Ponti is a Visiting Postdoctoral
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5 Prerequisites and Reading List

Math: no special requirements; Linguistics: ba-
sic knowledge of language typology and of mor-
phology (recommended); Machine Learning: good
grasp of core (supervised) machine learning con-
cepts and familiarity with self-supervised pretrain-
ing of language models (required). Pre-tutorial
reading list (examples):
¢ Wen, T. H., Vandyke, D., Mrksi¢, N., Gasi¢, M., Rojas-
Barahona, L. M., Su, P. H., & Young, S. 2017. A

Network-Based End-to-End Trainable Task-Oriented
Dialogue System. EACL 2017 (pp. 438-449).

Blasi, D., Anastasopoulos, A., & Neubig, G. (2021).
Systematic Inequalities in Language Technology Per-
formance across the World’s Languages. arXiv preprint
arXiv:2110.06733.

Razumovskaia, E., Glavas, G., Majewska, O., Korho-
nen, A., & Vuli¢, I. (2021). Crossing the Conversational
Chasm: A Primer on Multilingual Task-Oriented Dia-
logue Systems. arXiv preprint arXiv:2104.08570.

6 Other Tutorial Information

Related Tutorials. Conversational Al and (com-
ponents of) TOD systems have been taught in
several tutorials in past years, where the focus
has been put on diverse aspects such as: deep
learning techniques for TOD (Chen et al., ACL
2017; Su et al., NAACL-HLT 2018; Gao et al.,
ACL 2018), data collection and end-to-end learn-
ing (Wen et al., EMNLP 2019), or NLG methods (Ji
et al., EMNLP 2020) and their evaluation (Khapra
and Sai, NAACL-HLT 2021). However, our tuto-
rial is the first to focus on the crucial aspects of mul-
tilingualism and low-resource languages in relation
to the design, development, evaluation, and appli-
cation of (multilingual) TOD systems. Our tutorial
offers a completely novel and unique perspective to
ToD also through the optics of multilingual NLP.

Ethical Considerations. TOD systems can and
should be used for greater good, but their use also
comes with potential harmful implications. As part
of the tutorial, we will therefore also point to guide-
lines and required ethical standards related to TOD-
oriented data collection and (user-centered) eval-
uation, and also provide an overview of potential
threats in current ToD-oriented models (e.g., gen-
der, race or religion biases (Barikeri et al., 2021)).
Furthermore, we will remind NLP researchers and
practitioners to bear in mind potential data- and
model-centered biases, and apply appropriate data
filtering and debiasing techniques before deploying
ToD systems in real-world settings.
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