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Abstract

An exciting frontier in natural language under-
standing (NLU) and generation (NLG) calls
for (vision-and-) language models that can
efficiently access external structured knowl-
edge repositories. However, many existing
knowledge bases only cover limited domains,
or suffer from noisy data, and most of all
are typically hard to integrate into neural lan-
guage pipelines. To fill this gap, we release
VisualSem: a high-quality knowledge graph
(KG) which includes nodes with multilingual
glosses, multiple illustrative images, and vi-
sually relevant relations. We also release a
neural multi-modal retrieval model that can
use images or sentences as inputs and re-
trieves entities in the KG. This multi-modal
retrieval model can be integrated into any
(neural network) model pipeline. We encour-
age the research community to use VisualSem
for data augmentation and/or as a source of
grounding, among other possible uses. Vi-
sualSem as well as the multi-modal retrieval
models are publicly available and can be down-
loaded in this URL: https://github.
com/iacercalixto/visualsem.

1 Introduction

Publicly-available multilingual resources such as
Wikipedia are crucial when used as knowledge
bases in recent neural language models (LMs) that
retrieve documents in order to solve complex tasks
such as open-ended question answering (Guu et al.,
2020; Lewis et al., 2020b,a). However, Wikipedia’s
wealth of visual information is typically hard to
use,1 which prevents models from including rich
multi-modal data. Although a small number of
structured knowledge graphs (KGs) with images ex-
ist and are publicly available, they either cover lim-

∗ Work initiated while in the University of Amsterdam
during her MSc. research.

1See for instance https://en.wikipedia.org/
wiki/Wikipedia:Images and https://commons.
wikimedia.org/wiki/Main_Page.

ited domains (Xie et al., 2017; Mousselly Sergieh
et al., 2018) or span multiple domains but with
noisy images (Navigli and Ponzetto, 2012). To
facilitate further progress in this direction, we in-
troduce a new resource to enable research on LMs
that efficiently retrieve textual and visual contextual
information from KGs, where this information can
be used for grounding, data augmentation, among
other uses.

In this paper, we introduce VisualSem, a mul-
tilingual and multimodal KG with ∼ 90k nodes,
∼ 1.3M glosses and ∼ 938k images. VisualSem’s
nodes denote concepts and named entities, include
multiple curated illustrative images, as well as
glosses in up to 14 diverse languages. Typed se-
mantic relations connect nodes in the graph, and
nodes in VisualSem are linked to Wikipedia arti-
cles, WordNet synsets, and (when available) high-
quality images from ImageNet (Deng et al., 2009).
VisualSem integrates seamlessly with existing re-
sources. Compared to existing multimodal KGs,
VisualSem includes data from different sources
and thus it is also more diverse in terms of the
domains. We source the images in VisualSem us-
ing BabelNet (Navigli and Ponzetto, 2012), a large
multilingual and multimodal resource that semi-
automatically aggregates information from many
different sources. We address the known issue of
noisy images in BabelNet (Colla et al., 2018; Cal-
abrese et al., 2020) by applying multiple filtering
steps to ensure that we remove noise while main-
taining breadth of coverage and image diversity.

We also release pre-trained models to retrieve
entities from VisualSem using either images or sen-
tences as queries in a k-nearest neighbor search.
This effectively allows researchers to integrate en-
tities and facts in VisualSem into their (neural)
model pipelines. Code to generate and download
VisualSem, as well as retrieval models, is publicly
available.2

2https://github.com/iacercalixto/

https://github.com/iacercalixto/visualsem
https://github.com/iacercalixto/visualsem
https://en.wikipedia.org/wiki/Wikipedia:Images
https://en.wikipedia.org/wiki/Wikipedia:Images
https://commons.wikimedia.org/wiki/Main_Page
https://commons.wikimedia.org/wiki/Main_Page
https://github.com/iacercalixto/visualsem
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(a) Node “Noah”. (b) Node “Air quality index”. (c) Node “Ronaldo”.

Figure 1: Example nodes in VisualSem, some of their glosses and images, and how they relate to other nodes. We
also show examples of images we collected for the nodes that were filtered out and that were kept in following our
data collection pipeline (Section 2.1).

Our main contributions are:

• We introduce VisualSem, a multi-modal
knowledge graph designed to be used in vision
and language research that integrates textual
descriptions in up to 14 languages and images
from curated sources.

• We build an image filtering pipeline to ob-
tain a clean set of images associated to each
concept in VisualSem.

• We provide an open source code base one
can use to download and generate the KG,
as well as multi-modal retrieval models that
retrieve entities from the KG given images
and sentences.

This paper is organised as follows. In Section 2
we explain how we build VisualSem and provide
details on its data collection pipeline. In Section 3
we include dataset statistics and also analyse Visu-
alSem’s content and structure qualitatively. In Sec-
tion 4, we describe the multi-modal retrieval mod-
els that use sentences and images to retrieve entities
from the KG. In Section 5 we discuss relevant re-
lated work, including existing multi-modal knowl-
edge bases and how they compare to our work.
Finally, in Section 6 we discuss our main findings
as well as provide avenues for future work.

2 Approach

VisualSem is a multilingual and multimodal knowl-
edge graph consisting of 89, 896 unique nodes and
1, 481, 007 facts, where each fact is a tuple <ni,
rj , nk> that denotes that node ni is connected to

visualsem.

node nk via relation rj . Each node n denotes a con-
cept, such as a WordNet synset or Wikipedia article
(e.g., see example nodes in Figures 1a, 1b, and 1c).
Relations rj can take one of 13 different semantic
types. We select VisualSem’s nodes and relations
carefully: we include nodes that denote concepts
and named entities with a strong visual component,
and relations that encode relevant visual knowledge
and/or knowledge relevant to solving tasks that re-
quire visual understanding (discussed next). We
extract nodes, relations, and images in VisualSem
using BabelNet v4.0 (Navigli and Ponzetto, 2012),
a large multilingual KB that consolidates data from
multiple knowledge graphs into one single graph.3

Relation types We follow previous work to
choose relation types in VisualSem. Cui et al.
(2018) propose to use 15 relation types with a
strong visual component and that therefore are
likely to help in vision and language tasks: is-
a, has-part, related-to, used-for, used-by, subject-
of, depicts, receives-action, made-of, has-property,
also-see, gloss-related, synonym, part-of, and
located-at. We use 13 out of the 15 proposed re-
lation types, since we do not have examples with
depicts and also-see in the nodes we select. We
describe the data collection procedure next.

2.1 Data collection

We start by choosing a set of seed nodes we can
guarantee is high-quality, well-curated, and visu-
ally relevant. We therefore use the BabelNet API4

to get synsets corresponding to the 1, 000 ImageNet
classes used in the ILSVRC image classification

3https://babelnet.org
4https://babelnet.org/guide
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competition (Russakovsky et al., 2015) as our ini-
tial seed nodes.5 We call these nodes our initial
node pool. We choose this initial node pool since
ImageNet already provides high-quality images as-
sociated to these nodes. We then follow an iterative
procedure where in each step we add nodes to the
node pool, until we reach the end of the algorithm.
Specifically, in the first step, the node pool includes
the 1, 000 seed nodes; in the second step, it will
include the 1, 000 seed nodes plus the additional
nodes gathered in the first step; and so on, until
we reach N nodes (N = 90, 000). This procedure
works by iterating over the following steps:

1. Retrieve neighbors: retrieve neighbor nodes
for each node in the node pool using the Ba-
belNet API;

2. Validate images: validate linked images and
optionally remove those that do not meet cer-
tain quality criteria;

3. Filter nodes: filter out nodes that do not meet
inclusion criteria;

4. Update pool: accept top-k nodes among re-
maining nodes after sorting nodes according
to their features.

Retrieve neighbors In this step we collect all
first-degree neighbors for each node in the node
pool, and remove any duplicate node retrieved if
any exists. The neighbors are retrieved using the
BabelNet v4.0 API (Navigli and Ponzetto, 2012)
and can include nodes from multiple sources, such
as multilingual Wikipedias, multilingual WordNets,
among others. First-degree neighbors nk of node
ni are those nodes directly connected via a relation
which type rj is one of the 13 relation types, i.e.,
<ni, rj , nk = ?>. In Table 1 we show a list of
relation types in BabelNet, and how these were
merged into the 13 types used in VisualSem.

Validate images + Node filtering + Update pool
We collect images available for all first-degree
neighbors retrieved in the previous step, and ap-
ply four filters to the available images: i) we check
if images are valid files, ii) we remove duplicate or
near-duplicate images, iii) we train a binary clas-
sifier to remove non-photographic images, and iv)
we use OpenAI’s CLIP (Radford et al., 2021) to
remove images that do not minimally match any

5https://image-net.org/challenges/
LSVRC/2014/browse-synsets

BabelNet VisualSem

is-a, is_a is-a
has-part, has_part has-part

related related-to
use used-for

used-by, used_by used-by
subject-of, subject_of subject-of

interaction receives-action
oath-made-by made-of

has_* has-property
gloss-related gloss-related
taxon-synonym synonym

part-of, part_of part-of
location, located_* located-at

Table 1: Relation types in BabelNet and their corre-
sponding types in VisualSem. Asterisks (*) can match
any number of characters.

of the node’s glosses. At the end of each iteration,
we require that each node has at least one image
associated to it, and that it contains relations with
other nodes with a minimum of two different re-
lation types. If nodes do not satisfy these criteria,
they are filtered out.

In more detail: i) From the total amount of im-
age files we downloaded, an average of ∼ 6.3%
were invalid image files and thus removed, e.g.,
the downloaded file was in fact an audio file. ii)
We find many images that are (near-)duplicates
across different synsets, in which case we remove
those duplicates using SHA1 hashing (Eastlake
and Jones, 2001). iii) We use a binary classi-
fier to validate images associated to each node
in the pool of retrieved neighbors following the
simple procedure described in Alberts and Cal-
ixto (2020). We use their ResNet-based coarse-
grained binary classification model to further fil-
ter out undesirable images. In short, the image
classification model is trained on a total of 6, 000
randomly sampled images (mostly sourced from
Wikipedia and ImageNet) where 50% are good
quality/photographic images, and the remaining
are non-photographic/undesirable ones. We de-
note undesirable images as unclear/blurred/dark or
low-quality images, and non-photographic images
such as hand drawings, sketches, maps, icons, flags,
graphs and other rendered images. Please refer to
Alberts and Calixto (2020) for more details on the
image classification model training and evaluation.
We apply this step and remove images flagged with
this binary classifier, since many images we ob-
tain in practice are very noisy. iv) Finally, in our
last filter in the image filtering process we use the

https://image-net.org/challenges/LSVRC/2014/browse-synsets
https://image-net.org/challenges/LSVRC/2014/browse-synsets
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# langs. # nodes # rel. types # glosses # images # train # valid # test sources

WN9-IMG† 1 6, 555 9 N/A 65, 550 11, 741 1, 337 1, 319 WordNet
FB15-IMG‡ 1 11, 757 1, 231 N/A 107, 570 285, 850 29, 580 34, 863 Freebase

VisualSem 14 89, 896 13 1, 342, 764 938, 100 1, 441, 007 20, 000 20, 000 Multiple?

Table 2: VisualSem KG statistics. ?Multiple sources include Wikipedia, WordNet, ImageNet, among others. †Xie
et al. (2017). ‡Mousselly Sergieh et al. (2018).

pre-trained CLIP model. CLIP has one text and
one image encoder and is trained to maximize the
dot-product of correct image-sentence pairs, and
at the same time minimize that of random image-
sentence pairs. We encode the k English glosses
gi,k and the l images ai,l available for node ni with
CLIP’s text and image encoder, respectively. We
then compute the dot-product between each image
ai,l and each gloss gi,k, keeping only the images
that had at least one dot-product greater than 0.5
with one of the English glosses. We choose the
value of 0.5 empirically by manually checking the
quality of the image-gloss matches. We note that
the motivation for keeping only images that match
well with at least one gloss is the fact that the avail-
able glosses are by design descriptive of the node,
and by making sure images align well with at least
one of the available glosses we can make sure we
filter out noisy and unrelated images (e.g., please
refer to examples in Appendix A for more details).

Step (i) reduces the number of images from
∼ 5.6 to ∼ 5.3 million, step (ii) brings the num-
ber of images from ∼ 5.3 to ∼ 2.1 million, step
(iii) further reduces images from ∼ 2.1 to ∼ 1.5
million, and finally step (iv) brings us to the final
number of images in VisualSem, 938, 100.

After filtering out undesirable images in the re-
trieved neighbors, we discard any nodes in the
neighborhood that do not have at least one asso-
ciated image. Finally, for each node in the ini-
tial node pool we add the top-k neighbour nodes
(k = 10) to the pool and repeat. We prioritize visu-
ally relevant nodes with a larger number of images,
nodes that include as many diverse relation types
as possible, and especially nodes with less frequent
relation types.

3 Data Statistics and Analysis

In this Section, we explore the structure and content
of VisualSem. In Section 3.1, we report relevant
statistics, as well as show some examples of nodes
and relations in it. In Section 3.2, we provide a
more qualitative analysis using unsupervised topic

models to induce topic distributions for VisualSem.

3.1 Data Statistics
In Table 2, we show statistics comparing Visu-
alSem and multimodal knowledge bases WN9-
IMG and FB15-IMG.

Glosses. VisualSem has a total of 1, 342, 764
glosses in 14 different languages: Arabic, Chinese,
Dutch, English, Farsi, French, German, Italian, Ko-
rean, Polish, Portuguese, Russian, Spanish, and
Swedish. The languages were chosen to be rep-
resentative of diverse linguistic families and to in-
clude many different scripts, while at the same time
covering a high number of nodes. Nodes have on
average 14.9 glosses across all 14 languages, and in
Figure 2c we show the number of nodes that have
at least one gloss in each language. Nodes with
English (Korean) glosses have the highest (low-
est) coverage: 89, 896 nodes have at least one En-
glish and 37, 970 at least one Korean gloss. Ex-
ample: Node Ronaldo (Brazilian footballer) has
four glosses in English, and one of these glosses is
Ronaldo Luís Nazário de Lima, commonly known
as Ronaldo, is a retired Brazilian professional foot-
baller who played as a striker6 (see Figure 1c).

Images. As shown in Table 2, VisualSem has
a total of 938, 100 unique images. On average,
there are 10.4 images per node—similarly to WN9-
IMG and FB15-IMG datasets—and in Figure 2a
we show the distribution of images per node. The
node with the greatest number of images is the
concept Russian culture with 848 images.7

Relations. VisualSem has 13 different relation
types, and all its relations are typed. Relation
types include: is-a, has-part, related-to, used-
for, used-by, subject-of, receives-action, made-of,

6The same node also has glosses in French (3), German
(2), Spanish (4), Italian (4), Russian (1), Dutch (3), Polish (1),
Portuguese (3), Swedish (3), Mandarin (1), Arabic (1), Farsi
(2), and Korean (1).

7It has BabelNet id bn:01286889n and is linked
to Wikipedia article https://en.wikipedia.org/
wiki/Russian_culture.

https://en.wikipedia.org/wiki/Russian_culture
https://en.wikipedia.org/wiki/Russian_culture
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(a) Number of images per node. (b) Number of instances or facts (i.e., tu-
ples <ni, rj , nk>) per relation type.

(c) Number of nodes with at least one
gloss in each language.

Figure 2: VisualSem data statistics.

has-property, gloss-related, synonym, part-of, and
located-at. In Table 1 we show the mapping from
relations in BabelNet to the corresponding types in
VisualSem. Example: In Figure 1 we show three
example nodes and how they relate to other nodes
in the KG. We note that most connections have the
related-to relation type. In Figure 2b, we show the
number of instances (i.e., tuples <ni, rj , nk>) per
relation type. There is a very large imbalance, with
the type related-to accounting for about 82% of all
existing relations in the KB. We note that had we
not adopted measures to alleviate this issue in our
data collection pipeline—e.g., prioritizing nodes
that have less frequent relation types when adding
to the node pool—this imbalance would have been
much greater (see Section 2.1).

3.2 Topic Models
To further analyze the quality of our KG, we try
to understand what topics are salient in VisualSem.
We train a neural topic model with 20 latent top-
ics using Embedded Topic Model (ETM; Dieng
et al., 2020), which is an extension of Latent Dirich-
let Allocation (LDA; Blei et al., 2003) that use
pre-trained word embeddings. We let each node
be a document, and each document’s content be
the combination of all its English glosses. In Ta-
ble 3, we show the six most representative words
per topic after stop-word removal. The topics cov-
ered are varied and can be clustered in broad do-
mains such as ‘sciences’ (e.g., physics, chemistry,
biology, space), ‘society’ (e.g., geography, politics,
occupations), ‘culture’ (e.g., religion, history, food,
fashion), among others (e.g., material, city). There
is a trend towards representing factual knowledge,
which is expected since glosses by definition de-
scribe facts about nodes. Concepts well covered in
Wikipedia are also well covered in VisualSem.

Figure 3: T-SNE plot for node embeddings where each
node is represented as the average of its gloss embed-
dings. Topic assignments are used to colorise node em-
beddings, and topics are computed with the topic model
described in Section 3.2 and Table 3.

3.3 Node visualisation via its glosses

We now visualise nodes with the t-SNE algorithm
(van der Maaten and Hinton, 2008). We embed
glosses as the average word embedding for each
word in the gloss computed with multilingual fast-
Text (Bojanowski et al., 2016). Similarly, we set
each node ni’s representation ni as the average
of all its gloss embeddings, across all languages.
We use the ETM topic model trained in Section
3.2 to assign a topic for each node in VisualSem
(i.e., the highest probability topic induced in the
topic model), and colorise the node according to
its predicted topic. We apply t-SNE to the node
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1. space 2. occupation 3. politics 4. chemistry 5. food 6. occupation 7. society 8. history 9. religion 10. country

planet dance party gas meat actor school rome religion commune
constellation physicist rank formula bread composer institution emperor directed autonomous

boat painting officer atomic cheese band economic ireland jesus saxony
spacecraft mathematician politician acid sauce painter education pope jewish philippine

moon philosopher minister iron vegetable singer agency dynasty bible indonesia
mar scientist currency solid rice musician society egypt goddess finland

11. sports/military 12. technology 13. mixed 14. physics 15. geography 16. medicine 17. material 18. fashion 19. biology 20. city

football electrical horse image bridge blood garment hair cat museum
tank data ice measure switzerland bone clothing fabric shark street
rifle storage wall motion wine tissue dress soil temperate metro
team electronic blade energy valley muscle skirt colour subfamily stockholm

carrier signal tool wave canton organism flag cloth beetle tokyo
stadium card stone radiation archipelago organ garden hat grass korea

Table 3: Topics induced using the Embedded Topic Model on VisualSem English glosses (labels in bold are
assigned manually).

embeddings ni and show the plot in Figure 3.8 We
highlight that nodes cluster well according to their
predicted topic, and note that even though there
clearly is some structure in the space induced by
the KG glosses, finding hard boundaries across top-
ics does not seem straightforward (at least for the
majority of nodes closer to the center of the plot).

4 Entity Retrieval

In this section, we describe retrieval models that
retrieve entities in the KB given a sentence or an
image. Our use-case includes tasks with possibly
multi-modal inputs—i.e., either a sentence, an im-
age, or both—where we use these inputs to retrieve
relevant entities from VisualSem. The idea is to
ground the task inputs or to augment the available
data to train the task model. This task could be text-
only, such as named entity recognition or machine
translation, or multi-modal, such as visual question
answering or image captioning. We do not include
experiments on specific tasks but instead leave that
investigation for future work.

We use a standard retrieval as ranking frame-
work where the model is trained to rank nodes in
VisualSem given an input, and we use the top-k
ranked nodes as the results. These retrieval mod-
ules allow for an easy integration of VisualSem’s
entities, glosses, and images into neural pipelines.

We frame entity retrieval using sentences (hence-
forth sentence retrieval, Section 4.1) as a sentence-
to-gloss ranking problem, and use glosses avail-
able in all languages in the model. Given an input
sentence, we transform the resulting ranking over
glosses into a ranking over nodes (i.e., by retrieving
the nodes these glosses are linked to from their 1-
to-1 mappings). We similarly frame retrieval using

8We use the following hyperparameters with t-SNE: per-
plexity is set to 70, and number of iterations to 5000.

# train # valid # test

Glosses 1, 286, 764 28, 000 28, 000
Images 898, 100 20, 000 20, 000

Table 4: VisualSem gloss and image splits. Gloss vali-
dation and test splits include 2, 000 entries for each of
the 14 languages in VisualSem.

images (henceforth image retrieval, Section 4.2)
as an image-to-gloss ranking problem, and use all
English glosses available for retrieval.

Experiments in this section use the gloss and
image splits in Table 4. Training, validation and
test splits for glosses and images are chosen ran-
domly in order to facilitate their use by the research
community in future experiments. Gloss validation
and test splits are balanced regarding different lan-
guages, and each split includes 2, 000 examples for
each of the 14 languages in VisualSem.

4.1 Sentence retrieval

VisualSem has N = 89, 896 nodes with glosses
in up to 14 languages. We encode glosses using
Sentence BERT (SBERT; Reimers and Gurevych,
2019), which is a family of models based on
bi-encoder architectures trained on the task of
sentence similarity that have strong performance
when used for retrieval/indexing. SBERT models
are by default trained on English-only sentences to
map semantically similar sentences to points close
in the embedding space. We use a multilingual
SBERT model trained using knowledge distillation
to transfer knowledge from English to other
languages, more specifically the paraphrase-
multilingual-mpnet-base-v2 model
(Reimers and Gurevych, 2020) trained on over
50 languages. We select the model from all
publicly available models according to validation
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Hits@k Rank
1 ↑ 3 ↑ 10 ↑ mean (std) ↓

ar 37.7 48.9 58.6 2,572 (18,369)
de 48.9 58.3 66.7 1,590 (13,801)
en 56.1 64.0 73.0 15,156 (133,161)
es 60.5 69.3 76.4 693 (6,234)
fr 53.4 62.3 70.1 1,967 (20,850)
it 57.7 66.1 73.2 1,248 (16,216)

ko 44.7 56.8 66.8 1,488 (19,586)
nl 46.2 54.8 62.6 3,110 (31,413)
pt 73.1 79.5 83.8 1,646 (34,586)
ru 28.9 36.4 42.8 16,043 (55,115)
zh 62.9 73.3 81.1 1,691 (26,218)
fa 38.6 49.8 60.1 1,829 (9,089)
pl 49.2 58.0 66.8 3,803 (25,605)
sv 61.7 71.4 78.7 656 (6,865)

avg. 51.4 60.6 68.6 3,821 (43,430)

Table 5: Sentence retrieval results on VisualSem test
glosses. We report Hits@k, which is the percentage of
time the correct node is retrieved in the top-k results
(higher is better) and the mean rank of the correct node
(lower is better). According to Hits@k, Portuguese and
Chinese have the best retrieval results, whereas worst
results are obtained for Russian, Arabic, and Farsi.
Best mean ranks are obtained with Spanish and Slove-
nian queries, and worst with Russian and English.

performance.9

Let gi,j be the j-th gloss in the set of glosses
associated to node i, and gi,j be gloss gi,j’s 512-
dimensional vector representation computed with
SBERT. We implement the sentence retrieval using
k-nearest neighbour (k-NN). We directly rank all
glosses in the split given the query according to
their cosine similarity, and use the node associated
to the gloss with the highest cosine similarity as
the retrieved node.

Evaluation and Discussion We use the SBERT
model paraphrase-multilingual-
mpnet-base-v2 (Reimers and Gurevych,
2019, 2020), trained on over 50 languages using
knowledge distillation on the task of sentence
similarity. All languages covered in VisualSem
are supported by the model. We directly use the
28, 000 held-out test glosses (2k per language) for
model evaluation and show the results in Table
5. We note that retrieval results are in general

9Models available in https://www.sbert.
net/docs/pretrained_models.html#
multi-lingual-models.

Rank Hits@k
mean (std) ↓ 1 ↑ 3 ↑ 10 ↑

k-NN 4, 117 (16, 705) 10.0 16.5 25.6

Table 6: Image retrieval results on test images. We re-
port Hits@k, which is the percentage of the time the
correct node is retrieved in the top-k results (higher is
better) and the mean rank of the correct node (lower is
better).

very good according to Hits@k. Portuguese and
Chinese queries have the best sentence retrieval
performance according to this metric, whereas
querying the model using Russian, Arabic, and
Farsi has the worse performance. We note that
mean ranks show high variances, which indicate
that retrieved nodes could be noisy despite the
good Hits@k scores. Surprisingly, mean ranks
obtained with English and Russian queries are
the highest (i.e., the lower the mean ranks, the
better). We recommend that users use the sentence
retrieval model with care when dealing with any of
the low-quality languages.

4.2 Image retrieval

CLIP (Radford et al., 2021) is a discriminative
model with a bi-encoder architecture trained on
400 million image-text pairs. It has one text and
one image encoder and is trained to maximize the
dot-product of correct image-sentence pairs, and
at the same time to minimize the dot-product of
random pairs. We use the pre-trained CLIP model
RN50x16 for image retrieval, which is the best
released CLIP model at the time.10

We encode each image vk in the validation and
test sets (k = 20, 000) using CLIP image encoder,
and denote each image vk’s 768-dimensional vec-
tor representation generated with the image en-
coder by vk. We similarly encode all training En-
glish glosses gj for all nodes in VisualSem using
CLIP text encoder, which similarly computes a
768-dimensional vector representation gj for each
English gloss.

Evaluation and Discussion We use the encod-
ing of each of the 20k images in the validation and
test sets, and frame node retrieval using images
as queries as an image-to-gloss ranking problem.
We rank training English glosses in VisualSem ac-

10https://github.com/openai/CLIP/blob/
main/clip/clip.py

https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
https://github.com/openai/CLIP/blob/main/clip/clip.py
https://github.com/openai/CLIP/blob/main/clip/clip.py
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cording to their cosine similarity with the input
image, and use the node associated to the gloss
with the highest cosine similarity as the retrieved
node. When there are more than one English gloss
associated to a node, we use the best ranking across
all glosses as the ranking of the retrieved node. We
report results in Table 6, and note that the quality
of the image retrieval module is worse compared to
the sentence retrieval. One of our plans for future
work is to investigate how to improve VisualSem
image retrieval module.

5 Related work

Knowledge bases (KBs) and KGs have a long and
rich history, and many publicly available KBs exist
and have been built for different purposes.11 A sem-
inal example is Cyc (Lenat et al., 1986), an early
effort towards building a general-purpose knowl-
edge base to store common sense facts and rules
about how the world works. More recent exam-
ples of knowledge bases built with different pur-
poses include WordNet (Miller, 1995; Bond and
Paik, 2012), DBPedia (Auer et al., 2007), Wikidata
(Vrandečić and Krötzsch, 2014), Freebase (Bol-
lacker et al., 2008), YAGO (Rebele et al., 2016;
Pellissier Tanon et al., 2020), ConceptNet (Speer
and Havasi, 2012), ATOMIC (Sap et al., 2019),
among many others (see Wang et al., 2017; Ji et al.,
2020 for a detailed list of knowledge bases and
algorithms). Our main goal is to design a KG to
support research in vision & language, which none
of the abovementioned KBs are designed to do.

Multi-modal knowledge bases. Two recently
proposed multimodal knowledge bases are WN9-
IMG (Xie et al., 2017) and FB15-IMG (Mous-
selly Sergieh et al., 2018): the former consists of
a subset of entities and relations from WordNet
and was built using the WN18 dataset proposed in
Bordes et al. (2014), and additionally includes 10
images illustrating each entity; the latter is based on
the FB15 dataset introduced by Bordes et al. (2013),
which in turn consists of examples extracted from
Freebase, and also includes 10 images per entity.
Although these KBs include images, they are still
restricted to a single data source and constrained in
terms of the domains they encompass.

An exception is BabelNet (Navigli and Ponzetto,
2012), which is a very large KG that combines

11We do not differentiate between knowledge bases and
knowledge graphs for the purposes of this work and use both
terms interchangeably.

varied sources—such as Freebase, WordNet and
Wikipedia in several languages, among many
others—and includes over 54 million images mined
mostly from Wikipedia and ImageNet. BabelNet
can be seen as a high coverage KB, and in its ver-
sion v4.0 has more than 15.7 million concepts in
284 languages. At times, images linked in Babel-
Net may have poor quality (Calabrese et al., 2020),
e.g., blurred photos, images loosely related to the
concept they illustrate, uninformative images such
as icons, flags, or rendered graphs (see Figure 1
for examples). We build an image filtering pipeline
that filters out noisy images linked in BabelNet,
and we source the remaining high-quality images
in VisualSem.

All the aforementioned KBs have in common the
fact they are mostly “entity-centric”: nodes denote
concepts and are associated with multimodal infor-
mation. This is in contrast to “vision-centric” KBs
such as Visual Genome (Krishna et al., 2017) and
Visual KB (Zhu et al., 2015), where each instance
in the dataset is an image with a scene graph rep-
resentation to support visual query tasks. Besides
visual queries, multimodal KBs have been designed
for conversational reasoning (Moon et al., 2019)
and node classification (Bloem et al., 2021). Visu-
alSem is an entity-centric KG designed to support
tasks at the intersection of vision and language.

6 Conclusions and Future work

We present the VisualSem knowledge graph with
∼ 90k nodes, over 1.3M glosses in up to 14 diverse
languages, and around 938k curated and cleaned
images illustrating nodes’ concepts. VisualSem
bridges a gap in the available resources to train
grounded models of language, and is designed to
be useful in vision and language research. We
release neural entity retrieval models that accept
text and image inputs. Sentences in any of the
∼ 50 languages supported by multilingual Sen-
tence BERT can be used to retrieve entities from
the KG, and we evaluate retrieval using all 14 lan-
guages in VisualSem in Table 5. Images can also
be used to retrieve nodes using the state-of-the-art
CLIP model, and visual entity retrieval is evaluated
in Table 6. This allows researchers to easily inte-
grate VisualSem into their (neural) model pipelines,
and we encourage its use not just in tasks that in-
volve vision and language, but across all sorts of
language understanding and/or generation tasks, in
grounding and/or in data augmentation settings.
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Future Work We will use VisualSem sen-
tence/image retrieval mechanisms and gloss and
image features for data augmentation in NLP tasks,
e.g. word sense disambiguation and named entity
recognition, and on vision and language tasks, e.g.
image captioning and visual question answering.
The reason for these tasks is that they all could
intuitively benefit from the added knowledge, be it
visual, textual, or multi-modal. We will also inves-
tigate how to improve the quality of the image and
sentence retrieval modules, both central to the KG
impact on current neural-based models. Finally, we
plan to improve and grow the KG, which is under
active development. We will particularly gauge
whether there is interest from the research commu-
nity in increasing its coverage to include other parts
of, or the entirety of, Wikipedia, for example.
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A Examples

We now show some example data in VisualSem
to illustrate what kind of information is available
in a node, including metadata, as well as what im-
ages are kept and what are filtered out. We select
five topics (i.e., country, people, physics, biology,
space) in the topic model discussed in Section 3.2
and show one example node in each, including:
multilingual glosses in up 14 languages (we show
a maximum of one gloss per language per node to
avoid clutter); images linked to the node, including
the ones filtered out by our procedure illustrated
in Section 2; relations to other nodes in the KG
(we show a maximum of three connected nodes to
avoid clutter). We illustrate the five node exam-
ples in Figures 4–8, and we use these examples to
support a discussion on the quality of the data.

First, we note that information described in a
node’s glosses can be repetitive across languages
(e.g., in Figure 6 the glosses in English and Por-
tuguese are translations of one another), but often
can also be complementary (e.g., again in Figure
6 the gloss in French includes novel information
such as the mention to leguminous crops, which
does not appear neither in English nor Portuguese).

We also note that the removed images are most
of the time non-photographic and/or noisy, in ac-
cord with our motivation. Images such as the map
or the sketch in Figure 4, or the excluded images
in Figures 7 or 8, are not descriptive of the node.
However, a limited number of relevant images are
sometimes excluded by our procedure (e.g., the
field with animals in Figure 6), and conversely
sometimes images that are tangentially related to a
node are kept (e.g., the magnet in Figure 8).
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Belfries of
Belgium and France Brabantine Gothic

related-to

Kontich

St. Rumbold's Cathedral

Topic: country

EN: Rumbold's Cathedral is the Belgian metropolitan archiepiscopal cathedral in Mechelen, dedicated to Saint Rumbold, Christian
missionary and martyr who had founded an abbey nearby.
DE: Die Kathedrale von Mecheln mit dem Patrozinium Sint Rombout ist die Bischofskirche des römisch-katholischen Erzbistums Mecheln-
Brüssel in Mecheln, Belgien.
ES: La catedral de San Rumoldo de Malinas es un edificio religioso de culto católico en la ciudad de Malinas.
FR: La cathédrale Saint-Rombaut de Malines, en Belgique, porte le nom du saint missionnaire irlandais saint Rombaut.
IT: La cattedrale di San Rombaldo, o in lingua fiamminga Sint-Romboutskathedraal è l'edificio religioso più importante della città di Malines,
nelle Fiandre.
NL: De Sint-Romboutskathedraal in Mechelen is de hoofdkerk van het aartsbisdom Mechelen-Brussel.
PL: Katedra św.
PT: A Catedral de São Romualdo de Malinas é uma catedral católica metropolitana da Bélgica localizada em Mechelen, e serve como sede
episcopal da Arquidiocese de Mechelen-Bruxelas.
RU: Собор святого Румольда
ZH: 圣路茂狄主教座堂（荷兰语：Sint-Romboutskathedraal）是天主教梅赫伦-布鲁塞尔总教区的主教座堂，位于比利时梅赫伦。

excluded

included

related-to related-to

Figure 4: St. Rumbold’s Cathedral. The node is connected to four other nodes (3 shown) with relation types
related-to and has-a (not shown), and has a total of 23 images kept (4 shown).

Jeff BeckPink Floyd pigs

related-to

Steel guitar

David Gilmour

Topic: people

EN: David Jon Gilmour, is an English guitarist, singer and songwriter best known as a longtime member of the progressive rock band
Pink Floyd.
AR: دیفید غیلمور عازف جیتار و مُغنٍ و كاتب و منتج أغانی إنجلیزی، من موالید ، إنكلترا، مقاطعة كامبردج.
DE: David Jon Gilmour, CBE ist ein britischer Rockmusiker und Produzent.
ES: David Jon Gilmour, CBE es un músico, compositor y multiinstrumentista británico.
ES: David Gilmour miembro del grupo Pink Floyd.
FA: دیوید جون گیلمور موسیقیدان، خوانندھ، ترانھنویس و نوازندھ انگلیسی است.
FR: David Jon Gilmour, né le 6 mars 1946 à Grantchester, près de Cambridge, est un musicien britannique, producteur de disques et
auteur-compositeur-interprète.
IT: David Jon Gilmour, CBE è un cantautore, polistrumentista, compositore e produttore discografico britannico.
KO: 데이비드 길모어는 영국의 싱어송라이터이다.
NL: David Jon Gilmour, CBE is de zanger/gitarist/songwriter van Pink Floyd.
PL: David Jon Gilmour – angielski gitarzysta i wokalista znany głównie z zespołu Pink Floyd.
PT: David Jon Gilmour é um guitarrista, saxofonista, compositor e cantor britânico, vocalista da banda inglesa Pink Floyd, tendo
também editado álbuns a solo bem como colaborado com outros artistas.
RU: Дэ́вид Джон Ги́лмор
SV: David Jon "Dave" Gilmour, född 6 mars 1946 i Cambridge, Cambridgeshire, är en brittisk gitarrist, sångare och låtskrivare.
ZH: 大衛·喬恩·吉爾摩，CBE（英语：David Jon Gilmour，1946年3月6日－）是英國音樂家，以身為搖滾樂團平克·佛洛伊德的吉他
手、主唱，及團內的詞曲創作者之一而馳名。

excluded

included

related-to related-to

Figure 5: David Gilmour. The node is connected to 10 other nodes (3 shown) with 2 relation types related-to
and has-a (not shown), and has a total of 10 images kept (4 shown).
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Harrier

gloss-related

Wet meadow

is-a

Maize

related-to

Meadow

Topic: biology

EN: A field where grass or alfalfa are grown to be made into hay
AR: المرج هو مساحة مسطحة خضراء تتواجد فی الفلاء، ھی على العكس من المرعى لا يوجد فیھا ماشیة على الأغلب.
DE: Landwirtschaftliches Grünland, das durch Mähen zur Erzeugung von Heu oder Grassilage genutzt wird
ES: Un prado es una tierra llana o de relieve suave, húmeda o de regadío, en la cual crece la hierba con el fin de generar pasto para
el ganado y forraje para conservar, cuando hay producción sobrante.
FA: علفزار منطقھای با پوشش گیاھان علفی و سایر گیاھان غیرچوبی است.
FR: En agriculture, la prairie, ou pâture, est une culture de plantes fourragères, principalement composée de graminées et de
légumineuses, destinée à être pâturée ou fauchée.
IT: Termine strettamente usato per indicare un campo di erba permanente usato per il fieno, ma anche come ricco terreno da pascolo
facilmente irrigabile che non è utilizzabile per coltivazioni.
KO: 초지는 잔디나 푸른 식물을 경작하는 곳이다.
NL: Een made, maat, mede, meet of miede is een stuk grasland dat meestal als hooiland gebruikt wordt.
PL: fragment gruntu trwale pokryty trawą użytkowany w celu produkcji siana, także obszary nadwodnych pastwisk nie nadające się
pod uprawy rolne
PT: Um campo onde a grama ou alfafa são cultivadas para ser transformado em feno.
RU: Луг — в широком смысле — тип зональной и интразональной растительности, характеризующийся господством
многолетних травянистых растений, главным образом злаков и осоковых, в условиях достаточного или избыточного
увлажнения. 
SV: En äng är ett öppet fält vars vegetation huvudsakligen består av stråväxter, främst gräs, samt örter.
ZH: 草甸，是在适中水分下发育的以多年生草本为主体的植被类型。

excluded

included

Figure 6: Meadow. The node is connected to 127 other nodes (3 shown) with relation types related-to,
gloss-related, is-a, has-a (not shown), and has a total of 26 images kept (3 shown).
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Neptune

Topic: space

EN: Neptune has 14 known moons, which are named for minor water deities in Greek mythology.
AR: لدى نبتون أربعة عشرة قمراً معروفاً، إلى حد بعید أكبر من الذی هو تریتون، الذی اكتشفھ ولیم لاسیل فی 10 أكتوبر 1846، فقط 17 يوما بعد اكتشاف نبتون نفسھ.
ES: El planeta Neptuno tiene 14 satélites conocidos.
FR: Les satellites naturels de Neptune – huitième et dernière planète du Système solaire par distance croissante au Soleil – sont
actuellement, de manière confirmée, au nombre de quatorze.
IT: Il pianeta Nettuno ha quattordici satelliti naturali, che prendono il nome dalle divinità marine minori della mitologia greca.
KO: 해왕성의 위성은 현재 14개가 발견되어 있다.
NL: Neptunus heeft veertien manen:
PL: Artykuł zawiera podstawowe dane dotyczące wszystkich odkrytych naturalnych satelitów Neptuna.
PT: Netuno é um planeta do sistema solar, com 14 satélites naturais conhecidos.
RU: Спутники Нептуна — естественные спутники планеты Нептун.
SV: Neptunus har 14 bekräftade månar.
ZH: 截至2014年6月，海王星已知拥有14颗天然卫星，这些卫星都是以希腊和罗马神话中的水神命名。
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Figure 7: Neptune. The node is connected to 10 other nodes (3 shown) with relation types related-to, is-a
(not shown), has-a (not shown), and has a total of 26 images kept (4 shown).
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Gauss's law

Topic: physics

EN: In physics, Gauss's law, also known as Gauss's flux theorem, is a law relating the distribution of electric charge to the resulting
electric field.
AR: فی الفیزیاء، قانون جاوس الكھربی، المعروف أیضاً بإسم مبرھنة جاوس فی التدفق الكھربی، والقانون يصف العلاقة بین توزیع الشحنة الكھربائیة والمجال الكھربائی الناتج عنھا.
DE: Das gaußsche Gesetz beschreibt in der Elektrostatik und Elektrodynamik den elektrischen Fluss durch eine geschlossene
Fläche.
ES: En física la ley de Gauss, también conocida como teorema de Gauss, establece que el flujo de ciertos campos a través de una
superficie cerrada es proporcional a la magnitud de las fuentes de dicho campo que hay en el interior de la misma superficie.
FA: قانون گاوس که با نام قضیه شار گاوس ھم شناختھ شدھ، قانونی در فیزیک است که ارتباط توزیع بار الکتریکی و میدان الکتریکی حاصل از آن را بیان
.میکند
FR: En électromagnétisme, le théorème de Gauss permet de calculer le flux d'un champ électrique à travers une surface fermée
contenant des charges électriques.
IT: Nella teoria dei campi vettoriali il teorema del flusso, noto anche come teorema di Gauss, afferma che i campi vettoriali radiali
dipendenti dal reciproco del quadrato della distanza dall'origine hanno un flusso attraverso una qualunque superficie chiusa che
dipende solo dalla carica in essa contenuta ed è indipendente dalla posizione interna delle cariche che lo generano.
KO: 가우스 법칙은 폐곡면을 통과하는 전기 선속이 폐곡면 속의 알짜 전하량에 비례한다는 법칙이다.
NL: De wet van Gauss geeft in de fysica de relatie weer tussen de elektrische flux door een gesloten oppervlak en de elektrische
lading binnen het oppervlak.
PL: Prawo Gaussa dla elektryczności – prawo wiążące pole elektryczne z jego źródłem, czyli ładunkiem elektrycznym.
PT: A lei de Gauss é a lei que estabelece a relação entre o fluxo do campo elétrico através de uma superfície fechada com a carga
elétrica que existe dentro do volume limitado por esta superfície.
RU: Теорема Гаусса — один из основных законов электродинамики, входит в систему уравнений Максвелла.
SV: I fysiken syftar Gauss lag på någon tillämpning av den generella matematiska satsen Gauss sats som ger sambandet mellan
ytintegralen av något flöde, till exempel av vätska, som flödar ut ur en sluten yta och resultatet av källor som är inneslutna i den
slutna ytan.
ZH: 高斯定律（Gauss' law）表明在闭合曲面内的电荷分佈與產生的電場之間的關係：
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Figure 8: Gauss’ Law. The node is connected to 6 other nodes (3 shown) with relation type related-to, and
has a total of 5 images kept (3 shown).


