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Abstract

In relation extraction, distant supervision is
widely used to automatically label a large-
scale training dataset by aligning a knowl-
edge base with unstructured text. Most exist-
ing studies in this field have assumed there is
a great deal of centralized unstructured text.
However, in practice, texts are usually dis-
tributed on different platforms and cannot be
centralized due to privacy restrictions. There-
fore, it is worthwhile to investigate distant su-
pervision in the federated learning paradigm,
which decouples the training of the model
from the need for direct access to raw texts.
However, overcoming label noise of distant su-
pervision becomes more difficult in federated
settings, because texts containing the same en-
tity pair scatter around different platforms. In
this paper, we propose a federated denoising
framework to suppress label noise in federated
settings. The key of this framework is a multi-
ple instance learning based denoising method
that is able to select reliable sentences via
cross-platform collaboration. Various experi-
ments on New York Times dataset and miRNA
gene regulation relation dataset demonstrate
the effectiveness of the proposed method. !

1 Introduction

Relation extraction (RE) aims to mine factual
knowledge from free text by labeling relations be-
tween entity mentions, which is a crucial step in
knowledge base (KB) construction. For example,
given a sentence “[Steve Jobs|., and Wozniak co-
founded [Apple]e, in 1967", a relation extractor
should identify that “Steve Jobs" and “Apple" are
in a “Founder" relationship.

Most existing supervised RE systems, such as
Zeng et al. (2014); Zhang and Wang (2015); Wang
et al. (2016); Zhou et al. (2016), rely on a large-
scale manually annotated training dataset, which

"The code can be found at https://github.com/
DianboWork/FedDS.

is extremely expensive and cannot cover all walks
of life. To ease the reliance on annotated data,
Mintz et al. (2009) proposed distant supervision
to automatically generate training data by heuristi-
cally aligning a KB with unstructured text. The key
assumption of distant supervision is that if two en-
tities have a relation in the KB, then all sentences
that mention these two entities will express this
relation. Since then, there has been a rich liter-
ature devoted to this topic, such as Riedel et al.
(2010); Hoffmann et al. (2011); Zeng et al. (2015);
Lin et al. (2016); Ye and Ling (2019); Yuan et al.
(2019); Xiao et al. (2020).

Though the progress is exciting, distant super-
vision approaches have so far been limited to the
centralized learning paradigm, which assumes that
a great deal of text is easily accessible. However,
in practice, texts are usually distributed on differ-
ent platforms and are massively convoluted with
sensitive personal information, especially in the
healthcare and financial fields (Yang et al., 2019;
Zerka et al., 2020; Chamikara et al., 2021). Due
to privacy restrictions, it is almost impossible or
cost-prohibitive to centralize texts from multiple
platforms. Recently, federated learning (McMa-
han et al., 2017) provides a compelling solution for
learning a model from decentralized and privacy-
sensitive data. The main idea behind federated
learning is that each platform trains a local model
based on its own local data and a master server co-
ordinates massive platforms to collaboratively train
a global model by aggregating these local model
updates.

Unfortunately, directly applying federated learn-
ing to the decentralized distantly supervised data
fails, because conventional federated learning re-
quires the local data to come with labels without
noise (Tuor et al., 2020), however, in distant super-
vision, automatic labeling inevitably accompanies
with label noise (Riedel et al., 2010; Hoffmann
et al., 2011; Zeng et al., 2015; Lin et al., 2016),
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Figure 1: An example of the sentences that mention
the same entity pair distributed on two platforms. The
triple (Steve Jobs, Founder, Apple) is a fact in the given
KB

which means not all sentences that mention an en-
tity pair can represent the relation between them.
Training on such noisy data will substantially hin-
der the performance of the RE model.

Moreover, even involving previous denoising
methods, such as Zeng et al. (2015); Lin et al.
(2016); Ye and Ling (2019), cannot handle label
noise well in federated settings. This point can be
illustrated by the example in Figure 1. Specifically,
S1 and S2 mention the same entity pair (“Steve
Jobs", “Apple") but are distributed on two plat-
forms. S is true positive while S5 is a false posi-
tive instance, which does not express the “founder”
relation. In centralized training, there is no bar-
rier between Platform 1 and Platform 2; therefore,
simultaneously considering S; and Sz can easily
filter out noise via only selecting .S (Zeng et al.,
2015) or placing a small weight on S (Lin et al.,
2016; Ye and Ling, 2019). However, raw data ex-
change between platforms is prohibited in feder-
ated settings. Due to the lack of comparison with
S1, previous denoising methods would mistakenly
regard S7 as a true positive instance. As a result,
So is retained and then poisons the local model in
platform 2, which would affect the global model in
turn.

To suppress label noise in federated settings, we
propose a federated denoising framework in this
paper. The core of this framework is a multiple
instance learning (MIL) (Dietterich et al., 1997;
Maron and Lozano-Pérez, 1998) based denoising
algorithm, called Lazy MIL, which is only ex-
ecuted at the beginning of each communication
round and then would rest until the next round.
Since the sentences containing the same entity pair
scatter around different platforms, Lazy MIL al-
gorithm coordinates multiple platforms to jointly
select reliable sentences. Once sentences have been

-rf, Sy: Stevc;.4 Jobs resigne‘tias
chief executive from Apple

selected, they would be used repeatedly to train lo-
cal models until the end of this round.

In summary, the main contributions of this paper
are:

* Considering data decentralization and privacy
protection, we investigate distant supervision
under the federated learning paradigm, which
decouples the model training from the need
for direct access to the raw data. To our
best knowledge, combining federated learning
with distant supervision is still an unexplored
territory, which is the main focus of this paper.

Since the automatic labeling in distant supervi-
sion inevitably accompanies with label noise,
we present a multiple instance learning based
denoising method, which can select reliable
instances via cross-platform collaboration.

The proposed method yields promising results
on two widely used datasets, and we perform
various experiments to verify its effectiveness.

2 Related Work

In this section, we will briefly review the recent
progress in distant supervision, some existing stud-
ies in federated learning and federated learning in
natural language processing (NLP).

Distant Supervision. Relation extraction is a
task of mining factual knowledge from free text
by labeling relations between entity mentions. To
alleviate the dependence of supervised methods
on annotated data, Mintz et al. (2009) proposed
distant supervision by using a knowledge base to
annotate a large-scale dataset automatically. How-
ever, automatic labeling inevitably accompanies
with label noise. To deal with label noise, most dis-
tantly supervised approaches (Riedel et al., 2010;
Hoffmann et al., 2011; Surdeanu et al., 2012; Zeng
et al., 2015; Lin et al., 2016; Luo et al., 2017; Ye
and Ling, 2019; Yuan et al., 2019; Yu et al., 2020a)
focus on reducing label noise at bag 2 level pre-
diction. These studies fall under multiple instance
learning framework, which assumes that at least
one sentence expresses the relation in a bag. An-
other line of work aims to reduce label noise at sen-
tence level prediction. These studies (Zeng et al.,
2018; Feng et al., 2018; Qin et al., 2018a,b) use
reinforcement learning or adversarial training to

2A set of sentences containing the same entity pair is called
a “bag”
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select trustable relation labels by matching the pre-
dicted labels with distantly supervised labels. In
this paper, we follows the line of bag level predic-
tion. Different from previous studies, our work
extends distant supervision to federated settings.

Federated Learning. Recently, federated learn-
ing (McMahan et al., 2017; Kone¢ny et al., 2016a,b;
Bonawitz et al., 2017; Smith et al., 2017; Caldas
etal., 2018; Zhao et al., 2018; Li et al., 2018; Jeong
etal., 2018; Peng et al., 2019; Li et al., 2019; Wang
et al., 2020; Rothchild et al., 2020; Yu et al., 2020b;
Acar et al., 2021) has become a rapidly developing
topic in the research community, since it provides
a new communication-efficient way of learning a
model over a collection of highly distributed plat-
forms while still preserving data privacy. However,
most of the previous studies require the data stored
by the local platforms to come with ground-truth
labels without noise. The problem of how to adapt
federated learning to a noisy environment is rela-
tively ignored. In terms of overcoming noise in
federated settings, Tuor et al. (2020) is most rel-
evant to our work but require a clean benchmark
dataset to train a benchmark model. Compared
with Tuor et al. (2020), our work does not rely on
a clean benchmark dataset, which does not exist in
distant supervision.

Federated Learning in NLP. There are a few
prior works starting to explore federated learning
methods in privacy-preserving NLP applications,
such as keyboard prediction (Hard et al., 2018;
Leroy et al., 2019), intent classification (Zhu et al.,
2020), pretraining and fine-tuning language model
(Liu and Miller, 2020) and medical name entity
recognition (Ge et al., 2020). Sui et al. (2020) is
most relevant to our work, which applies feder-
ated learning to supervised relation classification.
But in their work, the data stored by the local plat-
forms must be manually labeled in advance, which
is difficult to be satisfied in practical application.
Compared with Sui et al. (2020), we combine fed-
erated learning with distant supervision, which can
avoid such a unpractical assumption.

3 Federated Denoising Framework

3.1 Task Definition

In this paper, we focus on distant supervision in
federated settings. Assume that there are K plat-
forms { Py, ... P} with respective unlabeled cor-
pora {D1,...Dk} and a reference KB. The given
KB is used to automatically label these unlabeled

corpora. Under the assumption of centralized train-
ing, each platform transfers or shares its local cor-
pus to a server, and the server will take the KB-
labeled integrated corpus D = Dy U ... U Dk to
conduct training, while the task of distant supervi-
sion in federated settings requires platform P; does
not expose its corpus D; to others (including the
server). In this work, we only focus on the data
security of these unlabeled corpora and assume the
KB is publicly available for all platforms. How to
protect the security of KB is beyond the scope of
this work, and we leave it for the future work.

To solve this task, we propose a federated de-
noising framework. The key components of this
framework will be elaborated in the following sec-
tion. Concretely, we first introduce the basic rela-
tion extractor in Section 3 .2, which is the network
architecture shared by the global model and local
models. Then, we present how to select reliable
instances via cross-platform collaboration in Sec-
tion 3 .3. Next, we describe how to use the selected
instances to train the local model in Section 3 .4. Fi-
nally, we present how to use the FedAvg algorithm
to update the global model in Section 3 .5.

3.2 Relation Extractor

Following previous studies (Zeng et al., 2015), we
adopt the Piecewise Convolutional Neural Network
(PCNN) as our relation extractor. Specifically,
given a sentence s and two entities within this sen-
tence, we first split the sentence into tokens, and
then each token w; is mapped into a dense word
embedding e; € R%. To specify the entity pair,
relative distances between the current token w; and
the two entities are transformed into two positional
features by looking up the position embedding ma-
trices. Next, each token in the sentence is repre-
sented as the concatenation of the word embedding
and two positional features, and is fed into a con-
volutional neural network. Then, piecewise max
pooling (Zeng et al., 2015) is employed to extract
the high-level sentence representation. In the piece-
wise max pooling, an input sentence is divided into
three segments based on the two entities, and the
maximum value of CNN outputs in each segment
is returned. After that, we apply a single fully con-
nected layer to output the logit value o. Finally, the
conditional probability of j-th relation is denoted
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Algorithm 1 Lazy Multiple Instance Learning

1: Input: global model parameters O, the set of activated platforms A.
2: Define two dictionary on the server, named V and / > Run on the master server
3: Distribute © to each platform in A
4: for each platform i € A in parallel do > Run on the activated platforms
5: for each triple (h,r,t) in KB do
6 for each sentence s, in the bag b’ do
7 Compute p(r|s’, ©) > According to Equation 1
8 v id' <+ max,(p(r|st, ©)), st € bt > v’ is called uploaded value
9 Upload [v?,id’, ] to the server and append [v?,id’, 4] to V[(h,7,t)]
10: for each key (h,r,t) in V do > Run on the master server
11: v < sorted(V[(h, r, t)], key=lambda x:x[0], reverse=True)
> Sort V[(h,r,t)] in descending order according to the uploaded value v.
12: I[(h,r,t)] + v]0]
13: Broadcast I to each platform in A
as follows: r are computed as follows:
, v*,id' = max(p(r|st, © 1<z<n; ()
plrelsls, 0) = —=20) (1) gx(p(rlss G)) Z
‘21 exp(0;) After computation, platform i uploads the value v
1=

where O is the model parameter and n is the total
number of relation.

3.3 Lazy Multiple Instance Learning

To avoid the local relation extractor being poisoned
by false positive instances, we propose lazy multi-
ple instance learning (Lazy MIL), which can select
reliable instances via cross-platform collaboration.
The overview of Lazy MIL is illustrated in Algo-
rithm 1.

Suppose that there is a triple (h,r,t) in the
public KB, the set of sentences containing the
head entity / and tail entity ¢ is represented as
{(s1, 83, s 8h,)oons (51,855, sk )}, where s
indicates the i-th instance in the platform j. In
the ¢g-th communication round, assume that only
platform ¢ and platform j are activated. At the be-
ginning of this round, the parameters of the global
model ©, are distributed to the activated platforms
¢ and j for initializing local models, which en-
sures that all activated local models share the same
parameters in Lazy MIL. In platform i, the sen-
tences in the set (s, s}, ..., s%,.) are fed into the
local model to get conditional probabilities asso-
ciated with the relation r according to Equation 1,
where 7 is the predicate of the triple. The value v
and index id’ of the instance with the maximum

conditional probability associated with the relation

and index id’ to the master server. At the same
time, the same procedure is performed on platform
4, and the value v/ and index id’ are also uploaded
to the server.

The master server decides which local instance
can be selected among all activated platforms based
on the uploaded values. If v* > v7, then the id’-th
sentence in platform i is selected as the reliable
sentence that expresses the triple (h,r,t) in this
round. This decision, called denoising information,
is broadcast to all activated platforms. Each acti-
vated platform selects reliable training instances
from its local corpus according to this denoising
information. Note that since only values and in-
dices of conditional probabilities are uploaded to
the master server, Lazy MIL almost does not leak
the corpus information in each platform.

3.4 Local Model Training

After platform ¢ selects reliable instances from its
local corpus D;, the selected reliable instance set
Dy is used for training the local relation extractor.
We use the cross-entropy loss function to optimize
parameters O, which is defined as follows:

|D}

\
1
> logp(rulsy, ©
u=1

1D

where s} indicates the u-th sentence in the selected
reliable instance set D}. After training E epochs
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on the selected reliable instance set, the trained
parameters @Z .1 are uploaded to the master server,
where the superscript ¢ indicates the parameters are
trained on platform .

3.5 Global Model Update

Suppose A, is the set of activated platforms in
the ¢-th communication round. After all activated
platforms finish local training, the master server
collects all trained parameters {O7,,|i € Ay} to
update the global model. We define the goal of the
global model as follows:

min S P pn @
6, &= > D" "
€A, jeA, J

where J(©,; DY) is the local loss function for the
platform 4. Follow previous studies (McMahan
etal., 2017), we optimize this global objective func-
tion via taking the weighted average of all trained
parameters, which is shown as follows:

® — ﬁ i 3
q+1 — Z Z ‘D*| q+1 ( )
1€A, jEA, J

where @z 1 18 the optimal parameters obtained by
minimizing the local loss function on the local data
of platform <. Since all trained parameters from dif-
ferent platforms are aggregated together, the corpus
information of each platform is hard to be inferred.
Thus, corpora in platforms are well-protected. The
complete pseudo-code of this framework is given
in Algorithm 2.

4 Experiments

In this section, we firstly introduce the datasets,
experimental setting, and all baselines. Then, we
compare our method with the baselines. Finally,
we perform various experiments to analyze the ef-
fect of different parameters on the results. Due
to the page limit, case studies and BERT-based
experiments can be found in the Appendix.

4.1 Datasets and Evaluation Metrics

Since experiments on non-public privacy-sensitive
datasets is not reproducible, we choose public dis-
tantly supervised relation extraction datasets to in-
vestigate the effectiveness of the proposed frame-
work.

NYT 10° (Riedel et al., 2010) is a widely used
dataset in distant supervision. It was automatically

*https://github.com/thunlp/OpenNRE

generated by aligning the semantic triples in Free-
base with the New York Times corpus. The train-
ing set contains 466,876 sentences, 251,928 entity
pairs and 16,444 relational facts. Meanwhile, there
are 55167 sentences, 28077 entity pairs and 1,808
relational facts in the development set and the test
set contains 172,448 sentences, 96,678 entity pairs
and 1,950 relational facts. There are 52 actual rela-
tions and a special relation NA for representing no
relation between two entities.

MIRGENE? (Li et al., 2017) is a large-scale
biomedical dataset. This dataset is generated by
aligning Tarbase and miRTarBase with the abstracts
in Medline. There are 172727 sentences in the
training set and 1239 sentences in the test set.

Data Partitioning. To study distant supervision
in federated settings, we need to specify how to
distribute the data across platforms. In this paper,
we focus on the IID situation in federated learning
(McMahan et al., 2017), where the training data
are shuffled and then partitioned into K (the total
number of platforms) platforms.

Evaluation Metrics. We evaluate our approach
and baseline methods on the held-out test set of
these two datasets. Precision-recall (PR) curves,
area under curve (AUC) values and Precision@N
(P@N) values are adopted as evaluation metrics.

4.2 Experimental Settings

Hyperparameter ‘ Search Space

Learning Rate (1) 0.05, 0.08,0.1,0.2

Learning Rate Decay 0.01, 0.05
Dropout 0.1,0.2,0.5
Weight Decay 1075,1076

Table 1: The search space of unfixed hyperparameters.

For a fair comparison, we implement our method
and all baselines in the same experimental settings.
We divide the hyperparameters into three parts, i.e.,
fixed hyperparameters, unfixed hyperparameters
and federated hyperparameters. Fixed hyperparam-
eters follow the hyperparameter settings in Lin et al.
(2016), including the 50-dimensional pretrained
word embeddings for NYT, the 5-dimensional po-
sition embeddings, and CNN module that includes
230 filters with a window size of 3. For MIRGENE,
200-dimensional word embeddings pretrained on
PubMed and MIMIC-III are used. The optimal
unfixed hyperparameters are determined by grid

*https://github.com/leebird/bionlpl?
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Algorithm 2 Federated Denoising Framework

Hyperparameters: K is the total number of platforms; C' is the fraction of platforms; B is the local
minibatch size; F is the number local epochs; 7 is the learning rate.

1: Master server executes:

Initialize O

for communication round ¢ = 0,1,... do
m + max(C x K, 1)
Ay < (random set of m platforms)
Execute lazy multiple instance learning
for each platform i € A, in parallel do

@’;H < Local_Training(i, ©4)

|D7]
Ogt1 ZieAq Sea, D1

2
3
4:
5:
6
7
8

. %
g gt1

10: Function Local_Training(¢, ©):

11:

12: B < (split D7 into batches of size 1)
13:  for each local epoch e from 1 to £/ do
14: for batch b € B do

15: O+ 0 —-nVJ(O;b)

16:  return O to the master server

> Select activated platforms

algorithm > Defined in Algorithm 1

> Defined in Equation 5

> Run on platform ¢

Generate denoised dataset D from D; based on the denoising information /

> J is defined in Equation 3

search based on the performance of the develop-
ment set, and the search space of unfixed hyper-
parameters is shown in Table 1. Federated hyper-
parameters include the total number of platforms
K, the fraction of platforms C, the local minibatch
size B, the number of local epochs E. All of these
control the amount of computation. In the end-to-
end comparison, we fix the K to 100, B to 32,
to 3, and set the hyperparameter space of C as {0.1,
0.2, 0.5, 1} following McMahan et al. (2017). We
use stochastic gradient descent as the local training
optimizer and all experiments can be done by using
a single GeForce GTX 1080 Ti.

4.3 Baselines

We compare our method with the following base-
lines in federated settings: (1) Directly applying
FedAvg algorithm (McMahan et al., 2017) to the au-
tomatically labeled data is the first baseline, which
is called NONE. In this case, there is no denois-
ing module in this method. (2) Zeng et al. (2015)
proposed to leverage multiple instance learning to
choose the most reliable sentence as the bag repre-
sentation, and we abbreviate this method as ONE;
(3) ATT was proposed by Lin et al. (2016), which
uses the attention mechanism to select reliable in-
stances by placing soft weights on a set of noisy
sentences; (4) AVE (Lin et al., 2016) is a naive
version of ATT and represents each sentence set

as the average vector of sentences inside the set;
(5) ATT_RA (Ye and Ling, 2019) is a variant of
ATT, which calculates the bag representations in
a relation-aware way. The detailed framework of
these baselines is shown in the Appendix.

4 .4 Main Results

Figure 2 and Figure 3 show the precision-recall
curves on NYT dataset and MIRGENE datasets,
and Table 2 and Table 3 show the mean and stan-
dard deviation test AUC values for each method
on NYT 10 dataset and MIRGENE dataset, respec-
tively. In the Appendix, we also present detailed
precision values measured at different points along
these curves.

From the results, we find that: (1) Our method
significantly outperforms all baselines in federated
settings. We believe the reason is that our denois-
ing method can use cross-platform information to
hinder false positive instances from poisoning lo-
cal models, which leads to a better performance of
the global model. (2) Directly applying FedAvg
algorithm (McMabhan et al., 2017) to the automati-
cally labeled data achieve the worst results in both
datasets. The reason behind that is training on
the noisy data will substantially hinder the perfor-
mance of the model. Therefore, it is necessary to
conduct denoise in federated distant supervision.
(3) C'is the fraction of platforms that are activated
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10 C=0.1 C=0.2 C=0.5 C=1
—4— This work —4— This work —4— This work —4— This work

0.9 —#— NONE —*— NONE —#— NONE —#— NONE
—— ONE —— ONE —— ONE —— ONE
—@— ATT —&— ATT —8— ATT —o— ATT

0.8 —#— AVE —— AVE —4— AVE —— AVE

ATT RA ATT_RA

o
3

Precision

0.3

ATT_RA ATT_RA

0.0 01 02 03 04 00 01 02 03 0.4
Recall Recall

0.0 01 02 03 04 0.0 01 0.2 03 0.4
Recall Recall

Figure 2: Aggregate precision-recall curves on NYT 10 dataset, where C' is the fraction of platforms that are

activated on each round.

C=0.1 C=0.2 C=0.5
1.00 —4— This work —4— This work T —4— This work —4— This work
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Figure 3: Aggregate precision-recall curves on MIRGENE dataset, where C' is the fraction of platforms that are

activated on each round.

AUC |  NONE ONE ATT

AVE ATT_RA Ours

C=0.1
C=0.2
C=0.5
C=1.0

0.1287+0.0034
0.1255+0.0032
0.1239+0.0045
0.1223+0.0037

0.1719£0.0030
0.171040.0029
0.1701£0.0020
0.1689+0.0021

0.1638+0.0030
0.163040.0028
0.161940.0025
0.1604+0.0022

0.1521£0.0029
0.1517£0.0027
0.1513£0.0024
0.1491£0.0015

0.1664 £0.0026
0.1642+0.0022
0.1630+0.0020
0.1625+0.0022

0.2189+0.0025
0.228540.0023
0.242040.0021
0.2447+0.0019

Table 2: AUC values on NYT 10 dataset. We run 10 models using different random seeds with early stopping on
the development set, and report the mean and standard deviation of test AUC values for all methods.

AUC ‘ NONE ONE ATT AVE ATT_RA Ours

C=0.1 | 0.7316£ 0.0069 0.766540.0087 0.7535+ 0.0062  0.7499+£0.0055 0.7514+ 0.0053 0.7846+0.0066
C=0.2 | 0.7246+0.0047 0.76104+0.0092  0.74724+0.0055 0.74284+ 0.0052 0.7431+0.0071  0.7897+0.0059
C=0.5 | 0.72514+0.0054 0.76054+0.0065 0.74531+0.0058  0.7409+0.0062 0.7423 +0.0079  0.7915+0.0065
C=1.0 | 0.7229+ 0.0059 0.755940.0080 0.7424 £0.0067 0.7368+0.0063  0.7395+0.0072  0.7942+0.0060

Table 3: AUC values on MIRGENE dataset. We run models 10 times using different random seeds with early
stopping on the development set, and report the mean and standard deviation of test AUC values for all methods.

on each round, which controls the amount of multi-
platform parallelism. With increasing platform par-
allelism, the performance of all baselines declines
slightly while our method performs better. Intu-
itively, increasing platform parallelism is able to
lead to better results, since involving more plat-
forms in training can increase the likelihood that
all sentences with the same entity pair appear simul-

taneously. However, due to lack of cross-platform
collaboration, all baselines handle label noise only
based on its own local data, which may hamper
the performance. In contrast, our method selects
reliable instances among all activated platforms,
which can effectively reap the benefits of increas-
ing platform parallelism. (4) Leveraging attention
mechanisms to denoise, an effective solution in
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Figure 4: AUC values vs. communication rounds on NYT data with different E (the number of local epochs) and

B (the local minibatch size).

centralized settings, seems not to work in feder-
ated settings. Compared with centralized training,
the sentences in a bag scatter around different plat-
forms in federated settings, so the number of the
sentences with the same entity pair on a platform
is small, which may lead to placing large attention
weights on noisy sentences due to lack of inter-bag
contrast.

4.5 Increasing the Number of Local Updates

In this section, we investigate the impact of varying
the number of local updates in this section. The
number of local updates is given by £ l%’ﬂ , where
| D] is the size of the denoised dataset in platform
1 at a round, B is the local minibatch size and
FE is the number of local epochs. Increasing B,
decreasing F, or both will reduce computation on
each round. We fix C to 0.1 and only B and E
are varied in this section. The results are shown
in Figure 4. We find that: (1) Compared with the
other denoising baselines, our method converges
faster to the optimal results. We conjecture that
is due to that the proposed denoising method can
effectively filter out the noise, which makes the
relation extractor less affected by false positive
instances and converge faster. (2) When setting B
to 64 and E to 1, our method achieves the best AUC
value. (3) Increasing the local minibatch B may
improve extraction performance. (4) Increasing
the local epoch E can speed up converge, but may
not make the global model converge to a higher
level of AUC value. These findings are in line with
McMabhan et al. (2017), which shows it may hurt
performance when we over-optimize on the local
dataset.

AUC NONE ONE ATT AVE  ATT_RA  Ours

NYT 0.1325 0.1856 0.1806 0.1687
MIGRENE 0.7430 0.7786 0.7726 0.7592

0.1842
0.7639

0.2285
0.7941

Table 4: AUC values on NYT 10 dataset and MIR-
GENE dataset when K = 50.

4.6 Increasing the Size of Local Datasets

In this section, we increase the size of local datasets
by setting K to 50. In such a way, each local
dataset is twice as large as it was (when K is set
to 100). For a fair comparison, we fix C' = 0.1,
B = 32 and E = 3. Table 4 show the results
of AUC values. In the Appendix, we also present
corresponding precision-recall curves and show de-
tailed precision values measured at different points
along these curves. From these results, we observe
that: (1) Our proposed method significantly sur-
passes all baselines in both datasets. (2) Compared
with setting K to 100, the result of directly apply-
ing FedAvg algorithm (McMabhan et al., 2017) to
the automatically labeled data remains almost un-
changed when K is set to 50. (3) As the size of
local datasets increases, all denoising methods can
achieve better results. The most likely reason is
that compared with setting K to 100, setting K to
50 increases the probability that all sentences with
the same entity pairs simultaneously exist in the
same platform.

5 Conclusion

Considering data decentralization and privacy pro-
tection, we investigate distant supervision under
the federated learning paradigm, which permits
learning to be done while data stays in its local
environment. To suppress label noise in federated
settings, we propose a federated denoising frame-
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work, which can select reliable instances via cross-
platform collaboration. This framework yields
promising results on two widely used datasets, and
we have demonstrated its effectiveness through an
extensive set of experiments.
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Appendices
A Performance with a BERT-based
Extractor

We investigate the impact of involving a stronger
extractor. More concretely, we replace the PCNN-
based extractor with a BERT-based extractor (De-
vlin et al., 2018). In the BERT-based extractor,
we use the architecture of entity mention pooling
(Soares et al., 2019) to represent relations with the
Transformer model (Vaswani et al., 2017), which is
shown in Figure 5. Given a sentence s and two enti-
ties within this sentence, we first segment the given
sentence into tokens by the byte pair encoding (Sen-
nrich et al., 2016) and feed these tokens into the
BERT encoder. The output of the BERT encoder
is the context-aware embeddings of tokens. Af-
ter that, we use max pooling on the context-aware
embeddings that correspond to the word pieces in
each entity mention, to get two vectors he1 and heo
representing the two entity mentions. Finally, we
concatenate these two vectors to get the representa-
tion of relation.

@) o0
Max pooling Max pooling

Deep Transformer

ﬁﬁﬁﬁﬁﬁ&ﬁﬁﬁ

[CLS] [E1] Entity1 [[E1] .. [E2]

Entity2  [[E2] [SEP]

Figure 5: The main architecture for BERT-based extrac-
tor.

For a fair comparison, we fix C' = 0.1, B = 32,
K = 100 and £ = 3. For the BERT-based ex-
tractor, we set the Ir, Ir decay and weight decay to
107°, 1072 and 1075, and we use the pretrained
BioBERT (Lee et al., 2019) and cased base ver-
sion of BERT as the initialization parameters in
MIRGENE and NYT 10 dataset, respectively. The
AUC values of PCNN-based extractor and BERT-
based extractor on NYT 10 dataset and MIRGENE
dataset are shown in Table 5. From the results, we
find: (1) Involving a stronger encoder is able to
improve the performance for all denoising meth-
ods. (2) Whether leveraging PCNN or BERT as the
encoder, our method significantly outperforms all
baselines.

B Case Studies

Table 6 shows how different denoising methods
select reliable instances in the training phase.
In this case, a KB fact is (Podgorica, /loca-
tion/country/capital, Montenegro). Aligning this
KB fact with decentralized raw text generates
four training instances, which are distributed
in four different platforms. Only the sentence
in Platform 26 correctly represents the “/loca-
tion/country/capital” relation. The other sentences
distributed in the other platforms are all false pos-
itive instances, which do not express the “/loca-
tion/country/capital" relation. From this case, we
can find that: (1) If FedAvg algorithm (McMahan
et al., 2017) was directly applied to the automati-
cally labeled data, it would face a noisy environ-
ment where most sentences are false positive. (2)
Previous denoising methods, such as ONE (Zeng
et al., 2015), ATT (Lin et al., 2016) and ATT_RA
(Ye and Ling, 2019), all fail to filter out false pos-
itive instances. In the worst cases, these methods
will lose their denoising function. (3) Our proposed
method can remove all false positive instances and
only keep the true positive instance to train local
models.

C Description of Baselines

In Algorithm 3, we present the federated frame-
work of denoising baseline. Compared with Fe-
dAvg algorithm (McMahan et al., 2017), we only
add one step in local training to denoise. Compared
with the proposed federated denoising framework,
local platforms in the baseline framework handle
label noise only based on its own local data.

D Appendix for Main Results (Section
4.4)

In Table 7, we present detailed precision values
measured at different points along precision-recall
curve (shown in Figure 2 and Figure 3 of the main
text) on NYT dataset.

E Appendix for Increasing the Size of
Local Data (Section 4.5)

In Section 4.5, we increase the size of local datasets
by setting K to 50. We present corresponding
precision-recall curves in Figure 6 and show de-
tailed precision values measured at different points
along these curves in Table 8.
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NYT 10 MIRGENE

Method g T based  PCNN-Based | BERT-based PCNN-Based
Extractor Extractor Extractor Extractor
NONE 0.1744 0.1287 0.7510 0.7316
ONE 0.2217 0.1719 0.7773 0.7665
ATT 02156 0.1638 0.7798 0.7535
AVE 0.2120 0.1521 0.7650 0.7499
ATT RA | 0.2086 0.1664 0.7768 0.7514
Ours | 02678 02189 |  0.8103 0.7846

Table 5: The AUC values of PCNN-based extractor and BERT-based extractor on NYT 10 dataset and MIRGENE
dataset.

Algorithm 3 Federated Denoising Baseline

1. Hyperparameters: K is the total number of platforms; C' is the fraction of platforms; B is the

local minibatch size; I is the number local epochs; 7 is the learning rate.

2: Master server executes:
3:  Initialize O
4:  for communication round ¢ = 0,1,... do
5: m <+ max(C x K, 1) > Select activated platforms
6: Ay <+ (random set of m platforms)
7: for each platform i € A, in parallel do
8: @’;H < Local_Training(i, ©,)
9: Ogt1 + D i Aq Zj!%m fz 11 > Defined in Equation 5 of the paper
10:
11: Function Local_Training(i, ©): > Run on platform ¢
12: B < (split D; into batches of size B) > A batch is a set of bag
13:  for each local epoch e from 1 to £ do
14: for batch b € B do
15: Conduct the denoising method > In NONE, we do not carry out this step
16: Update O based on the gradients of the loss function
17:  return O to the master server
1o NYT MIRGENE
. —4— This work 1.00 1 —4— This work
0.9 - —*— NONE —*— NONE
—— ONE 0.95 - —— ONE
—o— ATT —o— ATT
0.8 1 —#— AVE ! —#— AVE
W‘ ATT_RA 0.90 1/ ATT_RA
s 4 5
-é -é 0.85 -
o o
0.80 -
0.75
0.70
0.3 4 . . . . . . . . .
0.0 0.1 0.2 0.3 0.4 00 01 02 03 04 05 06
Recall Recall

Figure 6: Aggregate precision-recall curves on NYT 10 dataset and MIRGENE dataset when K is set to 50 and C'
isset to 0.1.
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Platform | Sentence Type | ONE ATT ATT_RA This Work

Most Muslims in ,
mindful of the Serbs’ killings of
Muslims in Bosnia, are expected

10 to vote to end ties with Serbia, but Fas 1.6 X
. . . . Positive
villagers in Podgorica are worried
about how their Serb neighbors
would react to separation.
They have passed through Zagreb;
Novi Sad; Belgrade; Pristina, in False
7 Kosovo; Skopje; Tirana, Albania; .. X
. Positive
and Podgorica, , on
their way to Sarajevo.
This is a great day for the
citizens of to
regain independence after 88
w e . . False
56 years, "said Ljubomir Djurkovic, o X
Positive

a theater director from Centinje,
a picturesque, pro-independence
town to the west of Podgorica.

The time has come, " S
prime minister, Milo Djukanovic,
said Thursday at a jubilant final
rally in Podgorica, the capital.

26

Table 6: A case to illustrate the effectiveness of the proposed model. A fact in KB is (Podgorica, /loca-
tion/country/capital, ). Only the sentence in Platform 26 expresses the “/location/country/capital”
relation, while the other sentences are all false positive.

P@N(%) \ NYT \ MIRGENE
| NONE ONE ATT AVE ATT_RA Ours | NONE ONE ATT AVE ATT_RA Ours
p@100 | 570 630 600 570 620  69.0 | 830 870 89.0 87.0 860  89.0
C—0 P@200| 490 600 570 550 555 670 | 750 795 715 780 770  80.0
" P@300 | 447 547 527 530 533 630 | 690 713 693 707 713 707
Mean | 502 592 566 550 569 663 | 757 793 786 786 781 799
p@100 | 560 660 590 590 610 740 | 800 850 870 850 800 91
Ceop P@200 | 465 585 570 515 540 705 | 780 795 780 760 765 805
“ P@300 | 423 550 527 507 510 687 | 697 707 707 703 693  73.0
Mean | 483 598 562 537 553 7Ll | 759 784° 786 771 753 815
p@100 | 47 650 630 580 600 770 | 790 870 87.0 840 830  92.0
Ceos P@200 | 47 590 575 535 545 745 | 755 800 750 750 770 825
< P@300 | 443 550 533 527 503 7.7 | 703 707 700 703 710 740
Mean | 46.1 597 579 547 549 744 | 749 792 773 764 7710 828
p@100 | 480 620 650 600 600  80.0 | 780 820 820 820 830 950
copo P@200| 475 600 565 540 545 755| 750 785 760 770 760 820
T P@300 | 433 560 523 497 490 713 | 687 713 700 700 700  73.0
Mean | 463 593 579 546 545 756 | 739 773 760 763 763 833

Table 7: P@100, P@200, P@300 and the mean of them for each model in held-out evaluation on NYT 10 dataset
and MIRGENE dataset.
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P@N(%) \ NYT \ MIRGENE
| NONE ONE ATT AVE ATT_RA Ours | NONE ONE ATT AVE ATT_RA Ours

P@100 530 630 650 63.0 69.0 73.0 | 82.0 90.0 88.0 840 85.0 94.0
P@200 46.0 620 580 595 61.0 69.5 | 740 805 78.0 775 80.5 83.0
P@300 450 593 547 56.7 59.0 68.7 | 697 717 70.7 70.7 71.7 71.0
Mean 48.0 614 592 597 63.0 704 | 752 80.7 789 774 78.6 82.7

Table 8: P@100, P@200, P@300 and the mean of them for each model in held-out evaluation on NYT 10 dataset
and MIRGENE dataset when K is set to 50 and C'is set to 0.1.
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