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Abstract

Communication between human and mobile
agents is getting increasingly important as
such agents are widely deployed in our daily
lives. Vision-and-Dialogue Navigation is one
of the tasks that evaluate the agent’s ability to
interact with humans for assistance and navi-
gate based on natural language responses. In
this paper, we explore the Navigation from Di-
alogue History (NDH) task, which is based
on the Cooperative Vision-and-Dialogue Nav-
igation (CVDN) dataset, and present a state-
of-the-art model which is built upon Vision-
Language transformers. However, despite
achieving competitive performance, we find
that the agent in the NDH task is not evaluated
appropriately by the primary metric — Goal
Progress. By analyzing the performance mis-
match between Goal Progress and other met-
rics (e.g., normalized Dynamic Time Warping)
from our state-of-the-art model, we show that
NDH’s sub-path based task setup (i.e., navigat-
ing partial trajectory based on its correspon-
dent subset of the full dialogue) does not pro-
vide the agent with enough supervision sig-
nal towards the goal region. Therefore, we
propose a new task setup called NDH-FULL
which takes the full dialogue and the whole
navigation path as one instance. We present a
strong baseline model and show initial results
on this new task. We further describe several
approaches that we try, in order to improve
the model performance (based on curriculum
learning, pre-training, and data-augmentation),
suggesting potential useful training methods
on this new NDH-FULL task.!

1 Introduction

With the increased number of intelligent agents
being deployed in our daily lives, effective commu-
nication between humans and agents is becoming
more important. Natural language is one of the

'Our code and dataset are publicly available at: https:
//github.com/hyounghk/NDH-FULL

Target: picture p1

'

Po :

Should I stay on this floor or go down the T
stairs? l

!

Yeah, go down the stairs. And then I think /0

you turn right but I can't really tell.

Should I go left toward the door, or right
around the corner?

Go to the left, through that door. .\

Figure 1: One example in the CVDN dataset. Given
target information, dialogues in blue text and red text
sequentially, the human navigates the green path, blue
path, and red path accordingly.

most effective ways of communication due to its
flexibility. Therefore, many efforts have been de-
voted to exploring the potential of its application
in several tasks. Vision-and-Language Navigation
(VLN) is one of the tasks in which agents have to
navigate to a goal location in the indoor or outdoor
environment by following natural language instruc-
tions (MacMahon et al., 2006; Tellex et al., 2011;
Mei et al., 2016; Hermann et al., 2017; Brahmbhatt
and Hays, 2017; Mirowski et al., 2018; Anderson
et al., 2018; Misra et al., 2018; Blukis et al., 2019;
Thomason et al., 2019; Nguyen and Daumé 111,
2019; Chen et al., 2019; Shridhar et al., 2020; Qi
et al., 2020; Hermann et al., 2020; Berg et al., 2020;
Ku et al., 2020).

While most VLN datasets only provide in-
structions from the oracle without considering
the navigator’s response, the useful Cooperative
Vision-and-Dialogue Navigation (CVDN) (Thoma-
son et al., 2019) dataset extends this one-way com-
munication to two-way multi-turn dialogue (En-
glish) interaction between the oracle and the nav-
igator. The dataset simulates a situation in which
agents navigate through indoor environments to-
wards a goal region by holding a conversation with
humans for oracle guidance. Figure 1 shows an
example in the CVDN dataset. Given the target in-
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formation “picture” only, the navigator is asked to
explore the environment by intuition (green path).
The navigator can ask the oracle for assistance dur-
ing navigation and then make progress (blue and
red path) based on the oracle’s response. From
this dataset, Thomason et al. (2019) proposed the
Navigation from Dialogue History (NDH) task, in
which the agents are asked to navigate toward the
goal region G given dialogue history and the cur-
rent round of the dialogue. However, we find that
this sub-path-based task setup does not provide
enough supervision for the agent to reach the goal
region (7, and its primary evaluation metric — Goal
Progress (GP) does not appropriately measure the
agent’s performance on the sub-path based task. In
the example shown in Figure 1, one CVDN exam-
ple is split into three navigation instances starting
from py, p1, p2 and ends at p1, p2, G, respectively.
One NDH instance only contains dialogue before
the current navigation path (e.g., for navigation
from p; to pa, the agent only knows the target “pic-
ture” and the first round of the dialogue, which is
in the blue box), thus lacks supervision for how
to navigate from po to the goal region G. How-
ever, the agent is evaluated with GP — the distance
made towards the goal region G from its starting
point. This metric does not consider whether the
agent follows the reference path. As a result, the
agent could wander around to get a high GP score
without following the path.

Hence, in this paper, we aim to redefine the NDH
task via enhanced levels of supervision given to the
agent, for better path fidelity while maintaining the
advantage of learning from interactive dialogues.
For this, we first build a strong state-of-the-art
model based on Vision-Language transformers and
pre-training, and illustrate that the current NDH
task setup is not suitable for evaluating the agent’s
ability to follow natural language instructions. We
show this by comparing the behaviors of the model
on different evaluation metrics. Specifically, we
find that a model with a higher GP score has a lower
nDTW (normalized Dynamic Time Warping; II-
harco et al. (2019)) scores (see Table 3). Consider-
ing a high nDTW score reflects better path fidelity
(and vice versa), pursuing high GP scores might
not be suitable as an objective of an instruction-
following navigation task. We attribute this mis-
match to the aforementioned sub-path based task
setup. Even though agents in the task could learn
to navigate towards the target by commonsense and

intuition, it might be hard to expect the agents to
find the exact location of the target by using only
their intuition (since this is hard even for human),
especially in unseen environments since there is no
specific regularity for target object placement (see
Sec. 6.2 for analysis).

Therefore, we next propose a new task setup
called NDH-FULL. We combine the sub-paths
from the NDH task into the full path with the
corresponding full dialogue, allowing the full su-
pervision for agents on the instruction-following
navigation task setup. As shown in the example
of Figure 2, the NDH-FULL instance requires the
agent to navigate from pg to G with full dialogue
instruction (i.e., target and multiple rounds of dia-
logues). In this setting, the agent has explicit super-
vision towards the goal region and is further faced
with the challenge of understanding and ground-
ing longer dialogues to navigate longer paths com-
pared with the NDH task. We present a strong base-
line model and several enhancement suggestions
(based on curriculum learning, pre-training, and
data-augmentation) for this task, and still leaves a
large room for useful future work by the commu-
nity on this challenging and realistic NDH-FULL
task setup.

Our contributions are three-fold: (1) We first
present a state-of-the-art model for the NDH task.
(2) We then demonstrate that the NDH task setup
lacks supervision for reaching the goal region and
its primary evaluation metric does not capture the
agent’s path fidelity (via both qualitative and quan-
titative analysis). (3) Thus, we propose a new chal-
lenging and realistic task setup called NDH-FULL
(along with strong baseline models), which pro-
vides full paths with the corresponding full dia-
logue; and enhances supervision to encourage path
fidelity.

2 Related Work

Vision-Language/Vision-Dialogue Navigation.
In Vision-and-Language Navigation tasks,
robots/agents are given natural language instruc-
tions and follow them in the outdoor or indoor
environment to navigate and perform given tasks
(MacMabhon et al., 2006; Mooney, 2008; Chen and
Mooney, 2011; Tellex et al., 2011; Mei et al., 2016;
Hermann et al., 2017; Brahmbhatt and Hays, 2017;
Mirowski et al., 2018; Anderson et al., 2018; Misra
et al., 2018; Blukis et al., 2018; Das et al., 2018;
Cirik et al., 2018; de Vries et al., 2018; Blukis
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Target: bed

Dialogue History

N: Left or right?

O: Turn left by the sink. Then an immediate
right turn into the office. Go through the
other door in the office, into a room with a
long counter and sink.

9o
[ = 'x.

Current Dialogue

.\X{w«\ E

N: Ahead?

O: yes, go ahead, but do not go into the

room with a piano. I think you will make a

slight right, go past the stairs and straight G
into a hallway.

(a) NDH task setup

Target: bed

Do Full Dialogue

N: Left or right?

O: Turn left by the sink. Then an immediate
right turn into the office. Go through the
other door in the office, into a room with a
long counter and sink.

N: To the right or outside?
O: Go to the right, which leads to a
G bedroom, and that should be the goal room.

(b) NDH-FULL task setup

Figure 2: Comparison between the NDH task setup and the NDH-FULL task setup. Each sub-path corresponds to
the sub-dialogue with same color. Dotted orange line in NDH task setup indicates shortest path between p; and
goal region G. N indicates Navigator and O indicates Oracle in the dialogue.

et al., 2019; Thomason et al., 2019; Nguyen et al.,
2019; Nguyen and Daumé III, 2019; Chen et al.,
2019; Jain et al., 2019; Shridhar et al., 2020; Qi
et al., 2020; Hermann et al., 2020; Berg et al., 2020;
Zhu et al., 2020a; Ku et al., 2020; Anderson et al.,
2020). Especially, Jain et al. (2019) introduces a
new dataset, called Room-for-Room by combining
short paths from Room-to-Room (Anderson
et al., 2018) for evaluating instruction fidelity.
Vision-and-Dialogue Navigation extends the
one-way instruction-following navigation to the
two-way multi-round dialogue setup in which
agents could ask oracle guidance when they are
lost. However, the current NDH task setup, which
is built from the CVDN dataset (Thomason et al.,
2019), does not provide enough supervision for
agents’ learning and does not evaluate agents’
ability to navigate according to instructions. Thus,
for better learning and evaluation, we introduce
NDH-FULL which has the full path-dialogue pairs
and leads to a more realistic, challenging setup.

Vision-Language Pre-Training. There have been
significant improvements in natural language pro-
cessing applications since large-scale pre-training
language models were introduced (Radford et al.,
2018; Devlin et al., 2019). The trend has spread
to vision-language applications (Sun et al., 2019;
Lu et al., 2019; Tan and Bansal, 2019; Chen et al.,
2020; Li et al., 2020). Recently, the pre-training
approach has shown promising results in vision-
and-language navigation tasks as well (Majumdar
et al., 2020; Hao et al., 2020; Hong et al., 2021).
Following this trend, we also apply pre-training
for our model. Compared with previous work, we
take a more direct and effective approach by de-
signing a pre-training model that is similar to the
main navigation model and directly use VLN task
as the pre-training objective.

3 Dataset Background and Task Setup

In this section, we discuss the vision-and-dialogue
navigation task (NDH). We first introduce the
CVDN dataset, and then show the two main issues
of NDH and propose a new setup, NDH-FULL.

3.1 Cooperative Vision-Dialogue Navigation

The Cooperative Vision-and-Dialogue Navigation
(CVDN) dataset contains dialogues between an ora-
cle and a navigator. The navigator needs to find the
target by asking questions during navigation. The
oracle has access to the optimal navigation paths
towards the target and responds to the navigator’s
questions. Specifically, each instance in the CVDN
dataset contains a target object tg, the start point
for navigation pg, the house scan .5, the goal region
G where the target object is located in, multiple
turns of utterances between the oracle and naviga-
tor, and the navigator’s corresponding navigation
trajectories after interacting with the oracle.

3.2 Navigation from Dialogue History (NDH)

NDH Overview. Based on the CVDN dataset,
Thomason et al. (2019) defines the task of Nav-
igation from Dialogue History (NDH). In the NDH
task, the navigation path is the sub-path of the full
navigation path in the CVDN dataset. As shown in
Figure 2, the start point for this NDH instance is p; .
The dialogue before this start point is recorded as
the dialogue history. The red path is what a human
navigator traverses based on target information, di-
alogue history, the current round of the dialogue,
and navigation history from pg to p;. In NDH, the
agent is asked to find the target located in the goal
region G based on this given information.

Issues with NDH Task Setup. Though many
works (Hao et al., 2020; Zhu et al., 2020b; Wang
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Task Split #of Inst. | Avg. PL | Avg. DL
Train 4742 7.68 3.82

Val-Seen 382 7.61 431

NDH Val-Unseen 907 7.10 3.48
Test-Unseen 1384 - 3.69

Total 7415 7.59 3.78

Train 1145 25.82 5.79

Val-Unseen 260 22.28 5.36

NDH-FULL Test-Unseen 248 24.42 5.56
Total ‘ 1653 ‘ 25.05 ‘ 5.69

Table 1: Data statistics comparison between NDH and
NDH-FULL. The average length of path and dialogue
of NDH-FULL is longer than NDH’s, implying NDH-
FULL is a more challenging task. Since the path in Test-
Unseen split of NDH task is not publicly released, the
total Avg. PL is calculated except it (Inst.: instances,
PL: path length, DL: dialouge length).

et al., 2020; Zhang et al., 2020) have made great
progress in finding the target, the NDH task setup
still has a couple of issues. First, the NDH task
asks the agent to find the target without provid-
ing enough supervision, which makes this task
hard even for human to finish. One instance in
NDH does not contain further dialogue turns. Thus,
based on the information which is only limited
to the oracle’s response and no further following
dialogue rounds, the navigator cannot reach the
target even with human intuition about where the
target might be in an unseen room environment.
As shown in Figure 2, given target information, di-
alogue history, the current round of the dialogue,
and navigation history, a human navigator can only
traverse the red path, which is still far away from
the goal region where the target locates.

Second, the NDH task uses Goal Progress (GP)
as the main metric to evaluate the navigation agent,
which does not encourage instruction following and
is not appropriate for measuring the performance
on sub-path based task. As shown in Figure 2, the
shortest path between p; and GG does not align with
the human’s navigation according to dialogue in-
formation. The agent that navigates the shortest
path or randomly explores the environment without
following the instruction is not penalized by the
GP metric. We show in Section 6.2 that the agent
trained with the objective to have a higher GP will
wander in the environment with long path length to
get a GP without following the instruction, and thus
deviates a lot from the reference path. This contra-
dicts with the main goal of Vision-and-Language
Navigation tasks which is to navigate environments
by understanding instructions and grounding them
with visual observations.

3.3 New Task Setup: NDH-FULL

In this section, we introduce the new task setup,
NDH-FULL, to address the aforementioned issues
in the NDH task. We create the NDH-FULL us-
ing the full dialogue-path pairs in CVDN. In other
words, we combine multiple NDH instances that
correspond to the same dialogue into one instance.
As shown in Figure 2, given the target and full
dialogue, the agent is asked to navigate from the
start point ¢g to the goal region G. We also keep
the sub-dialogue-path alignment information in the
dataset, which brings the possibility for the agent
to learn from sub-instructions. The NDH-FULL
task setup provides full supervision for the agent
to navigate towards the goal region and encourages
the agent to understand long interactive dialogue
and navigate with fidelity.

After combining all the sub-paths and dialogue
turns into a full-length path-dialogue pair, the NDH-
FULL has 1653 dialogue instances. We split them
into training, validation-unseen, and test-unseen
sets. We do not include validation seen set in
NDH-FULL since we care more about agents’ gen-
eralizability to unseen environments. The train-
ing, validation-unseen, and test-unseen sets contain
1145, 260, 248 instances respectively. Each of
them is from 47, 10, and 10 non-overlapped scans,
which preserves the important property that the en-
vironments of evaluation splits are unseen from the
training set. We show detailed statistical compari-
son between NDH and NDH-FULL in Table 1. On
average, the paths and dialogues of NDH-FULL are
much longer than those of NDH (25.05 vs. 7.59 for
path length, and 5.69 vs. 3.78 for dialogue length),
which indicates that the NDH-FULL task setup is
more challenging than NDH, allowing useful future
work from the community. Furthermore, compared
with NDH, the NDH-FULL gives the agent full
supervision on how to reach the target and encour-
ages the agent to understand long instructions and
navigate based on the instructions.

4 NDH and NDH-FULL Models

We present the NDH task model and NDH-FULL
task model in this section. To be specific, the
NDH task model is built based on the vision-
and-language transformer. Similar to the previ-
ous works (Hao et al., 2020; Hong et al., 2021),
we employ LXMERT (Tan and Bansal, 2019) as
the base architecture (Figure 3). The NDH-FULL
task model takes the same architecture and is
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Move to view history

ﬁ

Visual View Encoder

- P - i
- 3 - Proxy -
‘? Token
1 ~

Visual View History Visual View Candidates

Proxy >

Cross-Attention + Self-Attention

Turn 0:  [CLS] towel [SEP]

Turn 1:

Turn 2:

Dialogue Progressor —_

Dialogue Encoder

[CLS] towel [SEP] back in the bathroom or in the bedroom? [SEP] Go
back towards the bed ... down the curvy wooden hallway [SEP]

[CLS] towel [SEP] up the mini stairs, bathroom or other room? [SEP] GO

* towards the mini stairs and ... with a blue couch [SEP]

Figure 3: The dialogue navigation model on NDH-FULL task. The next view to proceed is selected based on the
attention score between the visual proxy token and the candidate views. The dialogue progressor takes the current
and next dialogue round features and decides whether to move to the next round or stay.

additionally equipped with the progressor mod-
ule for moving through dialogue rounds. The
NDH task model shows the state-of-the-art perfor-
mance. However, by analyzing the behavior of the
NDH task model on different metrics, we find the
NDH task might not be suitable for evaluating the
instructing-following navigation ability, thus, we
propose the new NDH-FULL task and the baseline
model (see Sec. 6.1 and 6.2).

Pre-Training Model. Pre-training is an effec-
tive approach to infuse prior knowledge in the
vision-and-language navigation models (Majum-
dar et al., 2020; Hao et al., 2020; Hong et al.,
2021). Compared with the previous works, our
work proposes a new objective for pre-training. In-
stead of training the model with similarity score
prediction (Majumdar et al., 2020) or discrete ac-
tion label (Hao et al., 2020), we train the model
with the objective that is nearly identical to the
main navigation task for more effective transfer
to the main task. Given a visual view sequence
Vi = {v1,v9, ...,v;} and a corresponding naviga-
tion dialogue D; = {d,o, d;2, ..., di‘Di‘}, we train
the model to select the next view to proceed among
the candidates Cy = {cy, 2, .- Ct\ct\}- Addi-
tionally, we apply masked visual view prediction
and masked language model loss as well. We em-
ploy ResNet (He et al., 2016) to get visual view
features from panoramic images and use a multi-
layer transformer to encode dialogue features like
in LXMERT. The encoded features are fed to the
LXMERT-based transformer module, TFy, x 7.

= TFx7([V;55; ¢y], DYSK)

ey

where L,,L,,L; are the losses for naviga-

LnavaLl

tion task, masked visual view prediction, and
masked language model, respectively. ;]
is the concatenation operation, VMASK — —
{v1, vjMASK]s -+ VMASK], -+ Ut} and DMASK —
{dio, di1, ...,[MASK], d; p, |} are masked visual
view and dialogue features, respectively. Dj.; is
concatenation of the dialogue features up to the
i1th round. To compute the navigation loss, we use
multi-head attention score (of the last layer) be-
tween the current visual view v; and the candidate
visual views C} as the action logit following Hong
et al. (2021). TFx 1 consists of multiple layers of
multi-head self-attention and cross-attention.

V7, Dl = MH-CrossATT(V/, DJ.)  (2)
VT = MH-SelfATT(V) (3)
DI = MH-SelfATT(D1 ) 4)

where MH-SelfATT is the multi-head self-attention
and MH-CrossATT is the multi-head cross-
attention. V) and D7 ; are the input of visual view
and dialogue features to the jth layer, respectively.
The Ith self/cross attention head at jth layer is com-
puted by (for the visual view feature case):

QKT
Vi
Q WQZC] 1 K Wk‘lv] 1 V W’Ulv] 1

(6)
aj,;] (7

aj; = Softmax( 4 5)

J_ . .o
Vt = [aj71,aj’2,...7

where W] I W » and W', are trainable parameters,
dp, 1s hidden d1mens10n and N 1s the number of at-
tention heads Cj can be V] for self attention

and D{ .; for cross attention.

6436



NDH Model. The dialogue navigation model for
the NDH task shares the same base architecture as
the pre-training model. On top of the pre-training
model, we introduce the visual proxy token p;
which links the candidate views to the current and
past view history (i.e., the candidate views and the
current/past view history only communicate with
the proxy token via attention, but they do not di-
rectly interact with each other). It also plays as the
recurrent state feature which maintains context his-
tory information. By introducing the visual proxy
token, the view candidates’ logits are calculated
from the multi-head attention scores between the
visual proxy token and the view candidates. The vi-
sual proxy token allows the model to consider both
explicit (past view history) and implicit (recurrent
state) context.

¢, Pt = TELx1([Vis pi; Ctl, D) (8)
pr+1 = Linear(py) 9)

where ¢; is the predicted view to proceed. The
visual proxy token of the last output layer from the
TF 1 x7 model p; is fed to a linear layer to become
the visual proxy token at next time step.

NDH-FULL Model. For the NDH-FULL setup,
we keep our strong NDH model as base architec-
ture. In this model, we employ the CLIP visual
feature (Radford et al., 2021) instead of the ResNet
feature. To handle turns of the dialogue rounds, we
introduce the dialogue progressor module which
decides whether to move to the next round of the
dialogue based on the current visual observation.

Si = Linear([pt; dlo]) (10)
Si+1 = Linear( [pt, d(i—i—l)O]) (1 l)

_ { it S; > Sit1
Nex(Turn = { i+1 otherwise (12)

The dialogue progressor module simulates the situ-
ation in that the navigator is confused about which
direction to go next and the oracle gives proper
natural language guidance to the navigator. The
progressor is trained from the alignment between
sub-paths and corresponding dialogue rounds.

Mixture of Imitation and Reinforcement Learn-
ing. We use a mixture of imitation (IL) and rein-
forcement learning (RL) to train the model. For

RL, we employ Actor-Critic (Mnih et al., 2016):
Ly, =—) logp(a;) (13)
t

Lrp ==Y (Ri —b;)logp(a;) — nH (p(ar))

14)
5)

where R; is the discounted cumulative reward, b; is
the baseline and H (p(a¢)) is the entropy term. af
is the teacher action and a; is the sampled action.
We use distance-to-goal for the NHD task model
and nDTW score for the NDH-FULL task model as
the training rewards.

Lyirx = L, + ALRyp,

S Experimental Setup

Metrics. We consider nDTW as the main metric of
the new NDH-FULL task because nDTW reflects
path fidelity better than other metrics (Ilharco et al.,
2019). Other than nDTW, we also present evalua-
tion results on success rate (SR), success weighted
by path length (SPL), trajectory length (TL), and
goal progress (GP) to allow evaluation from differ-
ent perspectives.

Training Details. For the pre-training model, we
use 9 language and 5 cross-modal LXMERT lay-
ers (but did not use their pre-trained weights),
and use 768 as the hidden size. Following Tan
and Bansal (2019), we use Adam (Kingma and
Ba, 2015) as the optimizer with the learning rate
1 x 10~* and linear decay as in Devlin et al. (2019).
We use L2 loss for visual view prediction, and
cross-entropy loss for masked language model and
next view selection. We use CVDN (Thomason
et al., 2019), R2R (Anderson et al., 2018), and a
part of R2R’s augmented data (Fried et al., 2018;
Hao et al., 2020) as the training data. For the
NDH task model, we use AdamW (Loshchilov
and Hutter, 2018) as the optimizer with the learn-
ing rate 1 x 107>, Only CVDN data is used for
fine-tuning the model. In the NDH-FULL task,
we do not apply pre-training for the full-dialogue
model. We use ResNet-152 feature and ResNet50-
based CLIP feature. All the experiments are run us-
ing the NVIDIA TITAN Xp / GeForce GTX 1080
Ti / GeForce RTX 2080 Ti GPUs. We use Py-
Torch (Paszke et al., 2017) to build all models. We
use manual tuning (e.g, learning rate={1 x 1073,
e 1 X 10_6}, and the layers of the transformer
model={5(cross-modal)/3(language), 9/5}) for se-
lecting hyper-parameters. The number of trainable
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‘ Models ‘ Val Unseen | Test Unseen ‘

[Reward Type [ GP | SR | TL [ nDTW | nDTW+

PREVALENT (Hao et al., 2020) 3.15 2.44
CMN (Zhu et al., 2020b) 297 3.14
EAML (Wang et al., 2020) 4.65 3.91
BabyWalk (Zhu et al., 2020a) - 4.46

[ Ours | 551 [ 527 |

Table 2: Performance on NDH task measured with
Goal Progress. Our model outperforms all the state-
of-the-art models in the validation unseen environ-
ment and ranks Ist (at the time of EMNLP 2021 sub-
mission deadline) on the NDH task leaderboard (‘s-
agent’ team). EAML: Environment-Agnostic Multi-
task Learning.

parameters of our NDH and NDH-FULL task mod-
els are 181M and 182M, respectively.

6 Results

6.1 State-of-the-Art Results on NDH Task

In this section, we present our model’s performance
on the NDH task. As shown in Table 2, our model
outperforms all the state-of-the-art models on the
primary evaluation metric — Goal Progress by a
large margin and ranks 1st (at the time of EMNLP
2021 submission deadline) on the leaderboard (‘s-
agent’ team).” This shows that our model performs
strongly on the navigation task.

6.2 Analyzing the Issue in NDH Task Setup

However, we believe that the NDH task is not evalu-
ated appropriately via the primary metric (i.e., GP)
since GP could not reflect the instruction-following
ability of the agents in the task. We conduct an
experiment by running our model with two dif-
ferent rewards for reinforcement learning: global
target reward and local target reward. In global
target reward, the agent gets a positive reward if
it moves closer to the final target region, and a
negative reward otherwise. In local target reward,
the agent receives the reward based on whether it
moves closer to the final position of the sub-path.
Since there is no explicit instruction for the path
between the final position of the sub-path and the
global target region (except when the sub-dialogue-
path pair is the last pair in the full dialogue), the
global target model stands for a model trained with
implicit navigation supervision towards the global
target region and the local target model stands for
a model trained with no such implicit navigation

https://eval.ai/web/challenges/
challenge-page/463/leaderboard/1292

Global Target | 5.51 | 19.8 | 24.582
Local Target | 3.82 | 37.2 | 10.591

0.253 0.243
0.518 0.287

Table 3: Performance on NDH task (val-unseen split).
Global Target is the model with a reward of distance
to the final target and Local Target is the one with a re-
ward of distance to the end point of the sup-path of each
data instance in NDH task (nDTW+: nDTW based on
extended reference path up to the target location).

Models Val-Unseen
GP SR | SPL TL nDTW
Random-Walk | 5.755 | 3.1 | 2.8 | 10.056 | 0.141
No-Dialogue | 10.972 | 6.5 | 5.6 | 29.556 | 0.267
Target-Only 10.005 | 6.2 | 49 | 29.828 | 0.267
11.124 | 7.7 | 6.2 | 32.678 | 0.277

Full-Dialogue Test-Unseen
14.045 \ 10.5 \ 7.6 \ 28.539 \ 0.301

Table 4: Performance on the new NDH-FULL task. The
models are selected according to the best nDTW scores.

supervision towards the global target region. We
show the results in Table 3.

Goal Progress. The GP score of the global target
model is much higher than the local target model
(5.51 vs. 3.82), indicating that the global target
model reaches closer to the global target location
with implicit supervision.

Instruction Following. However, when we com-
pare the success rate scores (19.8 vs. 37.2) and
nDTW scores (0.253 vs. 0.518), the local target
model outperforms the global target model, indicat-
ing that the local target model follows the reference
path better. This mismatch in metrics implies that
GP cannot measure the agent’s ability to follow the
path well.

Intuition to Reach Target. A higher GP score of
the global target model can be considered as the re-
sult of learning intuition to navigate towards the tar-
get region without explicit supervision. However,
we show in Table 3 that the global target model
has a much higher trajectory length (TL) compared
with the local target model (24.582 vs. 10.591), in-
dicating that the agent learns to get a higher GP by
wandering in the environment rather than proceed-
ing towards a specific direction with intuition. We
also show that the global target model has a lower
nDTW+ score (which is a nDTW score against the
extended reference path to the target location mea-
suring the agent’s ability to follow the path from
the current starting point to the target) compared
with the local target model (0.243 vs. 0.287), which
also supports the observation that the global target
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Models Val-Unseen

GP | SR |SPL| TL | nDTW
Curriculum Learning | 11.241 | 7.3 | 6.3 | 32.169 | 0.273
Pre-Training 12.268 | 7.3 | 6.2 | 34.166 | 0.278
Data Augmentation | 11.058 | 6.9 | 5.9 | 35.306 | 0.263

Table 5: Performance from different approaches on the
new NDH-FULL task.

model does not follow the extended path towards
the global target region with intuition to get a high
GP score.

Therefore, pursuing higher GP scores might not
reflect agents’ ability to interpret and follow given
dialogues. For this reason, we introduce a new task
setup, NDH-FULL, which encourages instruction
following by giving full supervision towards the
global target to the agent.

6.3 NDH-FULL Task Results & Suggestions

We show the performance of our model and its abla-
tions on the new NDH-FULL task. We experiment
with the “Random-Walk” baseline which chooses
a random heading and walks up to 5 steps for-
ward as in Thomason et al. (2019), “No-Dialogue”
baseline which only considers visual input, and
“Target-Only” baseline which considers visual in-
put and the target information. As shown in Table 4,
with full supervision towards the target goal region
(Full-Dialogue), the agent outperforms the other
baselines in all metrics, which indicates that full-
dialogue provides useful supervision for the agent.
However, performance gap between models is not
large. Considering the full-dialogue model shows
the best performance in the NDH task, the new
NDH-FULL task is quite challenging with longer
paths and dialogues. Moreover, requirement of
aligning each sub-path and the corresponding dia-
logue round in the NDH-FULL task introduces ad-
ditional dimension of difficulty to handle for better
performance in instruction-following navigation.

Therefore, we believe there is still a large room
for potential improvement by applying more ad-
vanced approaches. Thus, we experiment with
some of the advanced approaches here as an initial
step to tackle this challenge.

Curriculum Learning. We divide one data in-
stance into multiple instances so that each result-
ing data point has a different number of dialogue
rounds and a corresponding sub-path (i.e., 2, 3, and
4 or more than 4 dialogue rounds) and train the
model on the subset of the data and move on to the
longer dialogue/path ones (starting from the 2 dia-

Figure 4: Trajectory comparison between the NDH
task model (red line) and the NDH-FULL task model
(blue line). Yellow line is the reference path (pg: start-
ing point of the whole path, p;: starting point of 2nd
sub-path, G goal point).

logue rounds to the original full dialogue rounds).
But, as shown in Table 5, this curriculum learn-
ing approach only does not show an improvement.
With a more finely designed learning procedure, we
believe curriculum learning would help improve
the performance on the challenging new task.

Pre-Training. We also apply the pre-trained
weights which are used for the NDH model. How-
ever, this also does not give any distinct perfor-
mance boost. This might be because the pre-
training model for the NDH task is passive in that
the model is given visual and textual features at
once. On the other hand, in the NDH-FULL task,
agents should actively ask for guidance when they
are confused. Therefore, aligning dialogue rounds
with the visual observation from the environment
is one challenging factor in the new task.

Data Augmentation. The data size of NDH-FULL
shrinks after combining all sub-paths and dialogue
rounds (7415 vs. 1653, see Table 1). To com-
pensate for the loss, we try data augmentation by
generating the oracle’s instruction with the speaker
model (Fried et al., 2018; Tan et al., 2019). We
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modify their speaker model to take the context (i.e.,
dialogue history) as well as view trajectory to fit
to the CVDN dataset. We replace the oracle’s in-
struction in a round of dialogue with the newly gen-
erated ones to give the model more diverse forms
of instructions. But, we do not see an improve-
ment from training the model on this augmented
data possibly because NDH-FULL requires accu-
rate instructions to navigate quite long paths and
the quality of the current speaker model could not
meet the criteria. This allows future work on more
effective generation methods.

6.4 Trajectory Comparison

As shown from the top figure in Figure 4, the NDH
task agent (red line) fails to follow the correct refer-
ence trajectory (yellow line) by misunderstanding
the oracle’s instruction (“turn around and follow
the red carpet path. Once you pass a vase on your
left stop”’) while still getting a positive GP score
(8.820). On the other hand, the NDH-FULL task
agent (blue line) can manage to follow the instruc-
tions showing a high path fidelity (nDTW score:
0.735). This example implies that GP is not a good
metric for measuring instruction-following. In the
bottom example, the NDH task agent starts from
p1 (in the sub-path task setup) and move towards
the goal location, but it directly passes the target
object and wanders in the room. This trajectory
deviates much from the reference sub-path, but the
agent still gets a high GP (8.226) since it finally
stops near the goal region. Though the NDH-FULL
task agent doesn’t stop at the goal region either, it
follows the reference path well during most of the
navigation process (nDTW score: 0.549).

7 Conclusion

We explored the NDH task, which is built on the
useful Cooperative Vision-and-Dialogue Naviga-
tion (CVDN) dataset, and found the mismatch be-
tween the task setup and evaluation by analyzing
the scoring behaviors of our state-of-the-art model.
Therefore, we proposed a new task called NDH-
FULL. We combined all split paths and dialogue
rounds of NDH to create the full path and dialogue,
resulting NDH-FULL has longer paths and dia-
logues than NDH and it makes NDH-FULL more
challenging. We also presented a baseline model,
resulting scores, and suggestions for promising re-
search directions on the NDH-FULL task.
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