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Abstract

Natural language processing techniques have
demonstrated promising results in keyphrase
generation. However, one of the major chal-
lenges in neural keyphrase generation is pro-
cessing long documents using deep neural net-
works. Generally, documents are truncated be-
fore given as inputs to neural networks. Conse-
quently, the models may miss essential points
conveyed in the target document. To overcome
this limitation, we propose SEG-Net, a neural
keyphrase generation model that is composed
of two major components, (1) a selector that
selects the salient sentences in a document and
(2) an extractor-generator that jointly extracts
and generates keyphrases from the selected
sentences. SEG-Net uses Transformer, a self-
attentive architecture, as the basic building
block with a novel layer-wise coverage atten-
tion to summarize most of the points discussed
in the document. The experimental results on
seven keyphrase generation benchmarks from
scientific and web documents demonstrate that
SEG-Net outperforms the state-of-the-art neu-
ral generative methods by a large margin.

1 Introduction

Keyphrases are short pieces of text that summa-
rize the key points discussed in a document. They
are useful for many natural language processing
and information retrieval tasks (Wilson et al., 2005;
Berend, 2011; Tang et al., 2017; Subramanian et al.,
2018; Zhang et al., 2017b; Wan and Xiao, 2008;
Jones and Staveley, 1999; Kim et al., 2013; Hulth
and Megyesi, 2006; Hammouda et al., 2005; Wu
and Bolivar, 2008; Dave and Varma, 2010). In the
automatic keyphrase generation task, the input is a
document, and the output is a set of keyphrases that
can be categorized as present or absent keyphrases.
Present keyphrases appear exactly in the target doc-

∗Work done during internship at Yahoo Research.

Title: [1] natural language processing technologies
for developing a language learning environment .
Abstract: [1] so far , computer assisted language
learning ( call ) comes in many different flavors
. [1] our research work focuses on developing an
integrated e learning environment that allows im-
proving language skills in specific contexts . [1]
integrated e learning environment means that it
is a web based solution . . . , for instance , web
browsers or email clients . [0] it should be accessi-
ble . . . [1] natural language processing ( nlp ) forms
the technological basis for developing such a learn-
ing framework . [0] the paper gives an overview
. . . [0] therefore , on the one hand , it explains cre-
ation . . . [0] on the other hand , it describes existing
nlp standards . [0] based on our requirements , the
paper gives . . . [1] . . . necessary developments in e
learning to keep in mind .
Present: natural language processing; computer
assisted language learning; integrated e learning
Absent: semantic web technologies; learning of
foreign languages

Figure 1: Example of a document with present and ab-
sent keyphrases. The value (0/1) in brackets ([]) repre-
sent sentence salience label.

ument, while absent keyphrases are only semanti-
cally related and have partial or no overlap to the
target document. We provide an example of a target
document and its keyphrases in Figure 1.

In recent years, the neural sequence-to-sequence
(Seq2Seq) framework (Sutskever et al., 2014)
has become the fundamental building block in
keyphrase generation models. Most of the existing
approaches (Meng et al., 2017; Chen et al., 2018;
Yuan et al., 2020; Chen et al., 2019b) adopt the
Seq2Seq framework with attention (Luong et al.,
2015; Bahdanau et al., 2014) and copy mechanism
(See et al., 2017; Gu et al., 2016). However, present
phrases indicate the indispensable segments of a
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target document. Emphasizing on those segments
improves document understanding that can lead a
model to coherent absent phrase generation. This
motivates to jointly model keyphrase extraction and
generation (Chen et al., 2019a).

To generate a comprehensive set of keyphrases,
reading the complete target document is necessary.
However, to the best of our knowledge, none of the
previous neural methods read the full content of
a document as it can be thousands of words long.
Existing models truncate the target document; take
the first few hundred words as input and ignore
the rest of the document that may contain salient
information. On the contrary, a significant frac-
tion of a long document may not associate with the
keyphrases. Presumably, selecting the salient seg-
ments from the target document and then predicting
the keyphrases from them would be effective.

To address the aforementioned challenges, in
this paper, we propose SEG-Net (stands for Select,
Extract, and Generate) that has two major compo-
nents, (1) a sentence-selector that selects the salient
sentences in a document, and (2) an extractor-
generator that predicts the present keyphrases and
generates the absent keyphrases jointly. The moti-
vation to design the sentence-selector is to decom-
pose a long target document into a list of sentences,
and identify the salient ones for keyphrase gener-
ation. We consider a sentence as salient if it con-
tains present keyphrases or overlaps with absent
keyphrases. As shown in Figure 1, we split the
document into a list of sentences and classify them
with salient and non-salient labels. A similar notion
is adopted in prior works on text summarization
(Chen and Bansal, 2018; Lebanoff et al., 2019) and
question answering (Min et al., 2018). We employ
Transformer (Vaswani et al., 2017) as the backbone
of the extractor-generator in SEG-Net.

We equip the extractor-generator with a novel
layer-wise coverage attention such that the gener-
ated keyphrases summarize the entire target doc-
ument. The layer-wise coverage attention keeps
track of the target document segments that are
covered by previously generated phrases to guide
the self-attention mechanism in Transformer while
attending the encoded target document in future
generation steps. We evaluate SEG-Net on five
benchmarks from scientific articles and two bench-
marks from web documents to demonstrate its ef-
fectiveness over the state-of-the-art neural gener-
ative methods. We perform ablation and analysis

to show that selecting salient sentences improve
present keyphrase extraction and the layer-wise
coverage attention and facilitates absent keyphrase
generation. Our novel contributions are as follows.

1. SEG-Net that identifies the salient sentences
in the target document first and then use them
to generate a set of keyphrases.

2. A layer-wise coverage attention.

2 Problem Definition

Keyphrase generation task is defined as given a
text document x, generate a set of keyphrases
K = {k1, k2, . . . , k|K|} where the document
x = [x1, . . . , x|x|] and each keyphrase ki =
[ki1, . . . , k

i
|ki|] is a sequence of words. A text

document can be split into a list of sentences,
Sx = [s1x, s

2
x, . . . , s

|S|
x ] where each sentence six =

[xj , . . . , xj+|si|−1] is a consecutive subsequence of
the document x with begin index j ≤ |x| and end
index (j + |si|) < |x|. In literature, keyphrases
are categorized into two types, present and ab-
sent. A present keyphrase is a consecutive subse-
quence of the document, while an absent keyphrase
is not. However, an absent keyphrase may have
a partial overlapping with the document’s word
sequence. We denote the sets of present and ab-
sent keyphrases as Kp = {k1p, k2p, . . . , k

|Kp|
p } and

Ka = {k1a, k2a, . . . , k
|Ka|
a }, respectively. Hence, we

can express a set of keyphrases as K = Kp ∪ Ka.
SEG-Net decomposes the keyphrase generation

task into three sub-tasks. We define them below.

Task 1 (Salient Sentence Selection). Given a list
of sentences Sx, predict a binary label (0/1) for
each sentence six. The label 1 indicates that the sen-
tence contains a present keyphrase or overlaps with
an absent keyphrase. The output of the selector is
a list of salient sentences Ssalx .

Task 2 (Present Keyphrase Extraction ). Given
Ssalx as a concatenated sequence of words, predict
a label (B/I/O) for each word that indicates if it is a
constituent of a present keyphrase.

Task 3 (Absent Keyphrase Generation). Given
Ssalx as a concatenated sequence of words, gen-
erate a concatenated sequence of keyphrases in a
sequence-to-sequence fashion.

3 SEG-Net for Keyphrase Generation

Our proposed model, SEG-Net jointly learns to ex-
tract and generate present and absent keyphrases
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from the salient sentences in a target document.
The key advantage of SEG-Net is the maximal
utilization of the information from the input text
in order to generate a set of keyphrases that sum-
marize all the key points in the target document.
SEG-Net consists of a sentence-selector and an
extractor-generator. The sentence-selector iden-
tifies the salient sentences from the target docu-
ment (Task 1) that are fed to the extractor-generator
to predict both the present and absent keyphrases
(Task 2, 3). We detail them in this section.

3.1 Embedding Layer
The embedding layer maps each word in an in-
put sequence to a low-dimensional vector space.
We train three embedding matrices, We,Wpos, and
Wseg that convert a word, its absolute position, and
segment index into vector representations of size
dmodel. The segment index of a word indicates the
index of the sentence that it belongs to. In addition,
we obtain a character-level embedding for each
word using Convolutional Neural Networks (CNN)
(Kim, 2014a). To learn a fixed-length vector rep-
resentation of a word, we add the four embedding
vectors element-wise. To form the vector represen-
tations of the keyphrase tokens, we only use their
word and character-level embeddings.

3.2 Sentence-Selector
The objective of the sentence-selector is to pre-
dict the salient sentences in a document, as de-
scribed in Task 1. Given a sentence, six =
[xj , . . . , xj+|si|−1] from a document x, the selec-
tor predicts the salience probability of that in-
put sentence. First, the embedding layer maps
each word in the sentence into a dmodel dimen-
sional vector. The sequence of word vectors
are fed to a stack of Transformer encoder layers
that produce a sequence of output representations
[oj , . . . , oj+|si|−1] where ot ∈ Rdmodel . Then we
apply max and mean pooling on the output repre-
sentations to form smax, smean ∈ Rdmodel that are
concatenated spool = smax ⊕ smean to form the
sentence embedding vector. We feed the vector
spool through a three-layer, batch-normalized (Ioffe
and Szegedy, 2015) maxout network (Goodfellow
et al., 2013) to predict the salience probability.

3.3 Extractor-Generator
The extractor-generator module in SEG-Net takes a
list of salient sentences from a document as an input
that are concatenated to form a sequence of words

Figure 2: Overview of the Extractor-Generator module
of SEG-Net. The major components are encoder, ex-
tractor, and decoder. The encoder encodes the salient
sentences of the input document. The extractor predicts
the present keyphrase’s constituent words while the de-
coder generates the absent keyphrases word by word.

and predicts the present and absent keyphrases. We
illustrate the extractor-generator module in Figure
2 and describe its major components as follows.

Encoder The encoder consists of an embedding
layer followed by an L-layer Transformer encoder.
Each word in the input sequence [x1, . . . , xn] is
first mapped to an embedding vector. Then the
sequence of word embeddings is fed to the Trans-
former encoder that produces contextualized word
representations [ol1, . . . , o

l
n] where l = 1, . . . , L

using the multi-head self-attention mechanism.

Extractor In a nutshell, the extractor acts as a
3-way classifier that predicts a tag for each word in
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the BIO format. The extractor takes [oL1 , . . . , o
L
n ]

as input and predicts the probability of each word
being a constituent of a present keyphrase.

pj = softmax
(
Wr2(tanh(Wr1o

L
j + br1)) + br2

)
,

where Wr1 ,Wr2 , br1 , br2 are trainable parameters.

Decoder The decoder generates the absent
keyphrases as a concatenated sequence of words
[y∗1, . . . , y

∗
m] where m is the sum of the length

of the phrases. The decoder predicts the absent
phrases word by word given previously predicted
words in a greedy fashion. The decoder employs an
embedding layer, L-layers of Transformer decoder
followed by a softmax layer. The embedding layer
converts the words into vector representations that
are fed to the Transformer decoder. We use relative
positional encoding (Shaw et al., 2018) to inject
order information of the keyphrase terms. The out-
put of the last (L-th) decoder layer hL1 , . . . , h

L
m is

passed through a softmax layer to predict a proba-
bility distribution over the vocabulary V .

p(y∗t |y∗1:t−1, x) = softmax(Wvh
L
t + bv), (1)

where Wv ∈ R|V |×dmodel and bword ∈ R|V |.

Coverage Attention The coverage attention (Tu
et al., 2016; Yuan et al., 2020; Chen et al., 2018)
keeps track of the parts in the document that has
been covered by previously generated phrases and
encourages future generation steps to summarize
the other segments of the target document. The
underlying idea is to decay the attention weights
of the previously attended input tokens while de-
coder attends the encoded input tokens at time
step, t. To equip the multi-layer structure of the
Transformer with a layer-wise coverage attention,
we adopt the layer-wise encoder-decoder attention
technique (He et al., 2018). We compute the atten-
tion weights, αti =

e′ti∑n
k=1 e

′
tk

in encoder-decoder
attention at each layer where e′ti is as follows.

e′ti =

{
exp(eti) if t = 1

exp(eti)∑t−1
k=1 exp(eki)

otherwise,
(2)

where eti is the scaled-dot product between the
target token yt and the input token xi.

Copy Attention Absent keyphrases have partial
or no overlapping with the target document. With
the copy mechanism, we want the decoder to learn
to copy phrase terms that overlap with the target

document. Hence, we adopt the copying mecha-
nism and use an additional attention layer to learn
the copy distribution on top of the decoder stack.

Formally, we take the output from the last layer
of the encoder [oL1 , . . . , o

L
n ] and compute the atten-

tion score of the decoder output hLt at time step t
as: att(oLi , h

L
t ) = oLi Watth

L
t . Then we compute

the context vector, cLt at time step t:

aLti =
att(oLi , h

L
t )∑n

k=1 exp(att(o
L
k , h

L
t ))

; cLt =

n∑
i=1

aLtio
L
i .

The copy mechanism uses the attention weights
aLti as the probability distribution P (y∗t = xi|ut =
1) = aLti to copy the input tokens xi. We compute
the probability of using the copy mechanism at the
decoding step t as p(ut = 1) = σ(Wu[h

L
t ||cLt ] +

bu), where || denotes the vector concatenation oper-
ator. Then we obtain the final probability distribu-
tion for the output token y∗t as: P (y∗t ) = P (ut =
0)P (y∗t |ut = 0)+P (ut = 1)P (y∗t |ut = 1) where
P (y∗t |ut = 0) is defined in Eq. (1). All probabili-
ties are conditioned on y∗1:t−1, x, but we omit them
to keep the notations simple.

3.4 Learning Objectives
We individually train the sentence-selector and the
extractor-generator in SEG-Net.

Sentence-Selector For each sentence in a doc-
ument x, the selector predicts the salience la-
bel. We choose the sentences containing present
keyphrases or overlap with absent keyphrases as
the gold salient sentences and use the weighted
cross-entropy loss for selector training.

Ls = −
1

|x|

|x|∑
j=1

ωϑ∗j log ϑj+(1−ϑ∗j ) log(1−ϑj),

(3)
where ϑ∗j ∈ {0, 1} is the ground-truth label for the
j-th sentence and ω is a hyper-parameter to balance
the importance of salient and non-salient sentences.

Extractor-Generator The extractor-generator
takes a list of salient sentences as a concatenated
sequence of words. For each word of the input
sequence, the extractor predicts whether the word
appears in a contiguous subsequence that matches
a present keyphrase. The extractor treats the task
as a binary classification task and we compute the
extraction loss Le as in Eq. (3).

The decoder in extractor-generator generates the
list of absent keyphrases in a sequence-to-sequence
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Dataset # Example
Max / Avg.
Source Len.

Max / Avg.
# Sentence

% Sent?
Max / Avg.

Kp Len.
Avg.
# Kp

% PKp % AKp

KP20k 20,000 1,438 / 179.8 108 / 7.8 29.2 23 / 2.04 5.28 62.9 37.1
Inspec 500 386 / 128.7 23 / 5.5 16.5 10 / 2.48 9.83 73.6 26.4
Krapivin 400 554 / 182.6 28 / 8.2 28.3 6 / 2.21 5.84 55.7 44.3
Nus 211 973 / 219.1 42 / 11.8 32.6 70 / 2.22 11.65 54.4 45.6
SemEval 100 473 / 234.8 22 / 11.9 27.0 11 / 2.38 14.66 42.6 57.4
KPTimes 20,000 7,569 / 777.9 631 / 28.9 35.4 18 / 1.84 5.27 58.8 41.2
In-house 26,000 9,745 / 969.1 538 / 35.6 44.0 16 / 2.69 4.08 37.5 62.5

Table 1: Summary of the test portion of the keyphrase benchmarks used in experiments. Sent? represents the
percentage of non-salient sentences in the input text. % PKp and % AKp indicate the percentage of present and
absent keyphrases, respectively.

fashion. We compute the negative log-likelihood
Lg of the ground-truth keyphrases.

Lg = −
n∑

t=1

log p(y∗t |y∗1, . . . , y∗t−1, x), (4)

where n is sum of the length of all absent phrases.
The overall loss to train the extractor-generator is
computed as a weighted average of the extraction
and generation loss, Leg = βLe + (1− β)Lg.

4 Experiment Setup

4.1 Datasets and Preprocessing
We conduct experiments on five scientific bench-
marks from the computer science domain: KP20k
(Meng et al., 2017), Inspec (Hulth, 2003), Krapivin
(Krapivin et al., 2009), NUS (Nguyen and Kan,
2007), and SemEval (Kim et al., 2010). Each exam-
ple from these datasets consists of the title, abstract,
and a list of keyphrases. Following previous works
(Meng et al., 2017; Chan et al., 2019; Chen et al.,
2019b,a; Yuan et al., 2020), we use the training
set of the largest dataset, KP20k, to train and em-
ploy the testing datasets from all the benchmarks
to evaluate the baselines and our models. KP20k
dataset consists of 530,000 and 20,000 articles for
training and validation, respectively. We remove
all the articles from the training portion of KP20k
that overlaps with its validation set, or in any of the
five testing sets. After filtering, the KP20k dataset
contains 509,818 training examples that we use to
train all the baselines and our models.

We perform experiments on two web-domain
datasets that consist of news articles and general
web documents. The first dataset is KPTimes (Gal-
lina et al., 2019) that provides news text paired with
editor-curated keyphrases. The second dataset is
an in-house dataset generated from the click logs

of a large-scale commercial web search engine.
Specifically, we randomly sampled web documents
that were clicked at least once during the month of
February in 2019. For each sampled web document,
we collected 20 queries that led to the highest num-
ber of clicks on it. This design choice is motivated
by the observation that queries frequently leading
to clicks on a web document usually summarize
the main concepts in the document. We further
filter out the less relevant queries by ranking them
based on the number of clicks. The relevance score
for each query is assigned by an in-house query-
document relevance model. We also remove dupli-
cate queries by comparing their bag-of-words repre-
sentation.1 The dataset consists of 206,000, 24,000,
and 26,000 unique web documents for training, val-
idation, and evaluation, respectively.

Statistics of the test portion of the experiment
datasets are provided in Table 1 in Appendix. Fol-
lowing Meng et al. (2017), we apply lowercasing,
tokenization and replacing digits with 〈digit〉 sym-
bol to preprocess all the datasets. We use spaCy
(Honnibal et al., 2020) for tokenization and collect-
ing the sentence boundaries.

4.2 Baseline Models and Evaluation Metrics

We compare the performance of SEG-Net with four
state-of-the-art neural generative methods, catSeq
(Yuan et al., 2020), catSeqD (Yuan et al., 2020), cat-
SeqCorr (Chen et al., 2018), and catSeqTG (Chen
et al., 2019b). In addition, we consider the vanilla
Transformer (Vaswani et al., 2017) as a baseline.
The catSeq, catSeqCorr and catSeqTG models are
known as CopyRNN (Meng et al., 2017), CorrRNN
(Chen et al., 2018) and TGNet (Chen et al., 2019b)
respectively. CopyRNN, CorrRNN or TGNet gen-

1We perform stemming before computing the bag-of-
words representations.
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Model KP20k Inspec Krapivin NUS SemEval
F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5

Present Keyphrase Generation
catSeq 0.367 0.291 0.262 0.225 0.354 0.269 0.397 0.323 0.283 0.242
catSeqD 0.363 0.285 0.263 0.219 0.349 0.264 0.394 0.321 0.274 0.233
catSeqCorr 0.365 0.289 0.269 0.227 0.349 0.265 0.390 0.319 0.290 0.246
catSeqTG 0.366 0.292 0.270 0.229 0.366 0.282 0.393 0.325 0.290 0.246
Transformer 0.368 0.291 0.264 0.225 0.356 0.274 0.405 0.328 0.288 0.245
SEG-Net 0.379 0.311 0.265 0.216 0.366 0.276 0.461 0.396 0.332 0.283
Absent Keyphrase Generation
catSeq 0.032 0.015 0.008 0.004 0.036 0.018 0.028 0.016 0.028 0.020
catSeqD 0.031 0.015 0.011 0.006 0.037 0.018 0.024 0.015 0.024 0.016
catSeqCorr 0.032 0.015 0.009 0.005 0.038 0.020 0.024 0.014 0.026 0.018
catSeqTG 0.032 0.015 0.011 0.005 0.034 0.018 0.018 0.011 0.027 0.019
Transformer 0.031 0.015 0.009 0.005 0.038 0.020 0.028 0.016 0.029 0.020
SEG-Net 0.036 0.018 0.015 0.009 0.036 0.018 0.036 0.021 0.030 0.021

Table 2: Results of keyphrase prediction on the scientific benchmarks. The bold-faced and underline values indicate
the best and statistically significantly better (by paired bootstrap test, p < 0.05) performances across the board.

erates one keyphrase in a sequence-to-sequence
fashion and use beam search to generate multi-
ple keyphrases. In contrast, following Chan et al.
(2019), we concatenate all the keyphrases into one
output sequence using a special delimiter 〈sep〉,
and use greedy decoding during inference. We
train all the baselines using maximum-likelihood
objective. We use the publicly available implemen-
tation of these baselines2 in our experiment.

To measure the accuracy of the sentence-selector,
we use averaged F1 score (macro). We also com-
pute precision and recall to compare the perfor-
mance of the sentence-selector with a baseline.
While in SEG-Net, we select up to N predicted
salient sentences, in the baseline method, the first
N sentences are selected from the target document
so that their total length does not exceed a prede-
fined word limit (200 words). In keyphrase genera-
tion, the accuracy is typically computed by compar-
ing the top k predicted keyphrases with the ground-
truth keyphrases. We follow Chan et al. (2019) to
perform evaluation and report F1@M and F1@5
for all the baselines and our models.

4.3 Implementation Details

Hyper-parameters We use a fixed vocabulary
of the most frequent |V | = 50, 000 words in both
sentence-selector and extractor-generator. We set
dmodel = 512 for all the embedding vectors. We
set L = 6, h = 8, dk = 64, dv = 64, dff = 2, 048
in Transformer across all our models. We detail the

2https://github.com/kenchan0226/keyphrase-generation-
rl

hyper-parameters in Table 11 in Appendix.

Training We perform grid search for β over [0.4,
0.5, 0.6] on the dev set and found β = 0.5 results
in the best performance. Loss weights for positive
samples ω are set to 0.7 and 2.0 during selector and
extractor training.3 We train all our models using
Adam (Kingma and Ba, 2015) with a batch size
of 80 and a learning rate of 10−4. During training,
we use dropout and gradient clipping. We halve
the learning rate when the validation performance
drops and stop training if it does not improve for
five successive iterations. We train the sentence-
selector and extractor-generator modules for a max-
imum of 15 and 25 epochs, respectively. Training
the modules takes roughly 10 and 25 hours on two
GeForce GTX 1080 GPUs, respectively.

Decoding The absent keyphrases are generated
as a concatenated sequence of words. Hence, un-
like prior works (Meng et al., 2017; Chen et al.,
2018, 2019b,a; Zhao and Zhang, 2019), we use
greedy search as the decoding algorithm during
testing, and we force the decoder never to output
the same trigram more than once to avoid repeti-
tions in the generated keyphrases. This is accom-
plished by not selecting the word that would create
a trigram already exists in the previously decoded
sequence. It is a well-known technique utilized in
text summarization (Paulus et al., 2018).

We provide details about model implementations
and references in Appendix for reproducibility.

3The values are chosen by simply computing the fraction
of the positive and negative samples.
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Model KPTimes In-house
F1@M F1@5 F1@M F1@5

Present Keyphrase Generation
catSeq 0.453 0.295 0.255 0.102
catSeqD 0.456 0.299 0.252 0.100
catSeqCorr 0.457 0.302 0.247 0.100
catSeqTG 0.465 0.310 0.260 0.103
Transformer 0.451 0.296 0.258 0.111
SEG-Net 0.481 0.367 0.298 0.161
Absent Keyphrase Generation
catSeq 0.227 0.157 0.041 0.020
catSeqD 0.225 0.158 0.037 0.019
catSeqCorr 0.225 0.158 0.037 0.019
catSeqTG 0.227 0.155 0.037 0.018
Transformer 0.218 0.148 0.042 0.020
SEG-Net 0.237 0.169 0.047 0.024

Table 3: Keyphrase prediction results on the two web
domain benchmarks. The bold-faced values and † in-
dicate the best and statistically significantly better (by
paired bootstrap test, p < 0.05) performances.

Model Present Absent
MAE Avg. # MAE Avg. #

Oracle 0.000 2.837 0.000 2.432
catSeq 2.271 3.781 1.943 0.659
catSeqD 2.225 3.694 1.961 0.629
catSeqCorr 2.292 3.790 1.914 0.703
catSeqTG 2.276 3.780 1.956 0.638
SEG-Net 2.185 3.796 1.324 1.140

Table 4: Evaluation on predicting the correct number
of keyphrases on the KP20k dataset. MAE stands for
mean absolute error and “Avg. #” indicates the average
number of generated keyphrases per document. Oracle
is a model that generates the ground-truth keyphrases.

5 Results

We compare our proposed model SEG-Net with the
baselines on the scientific and web domain datasets.
We present the experiment results in Table 2 and 3.

Present keyphrase prediction From the results,
it is evident that SEG-Net outperforms all the base-
line methods by a significant margin (p < 0.05,
t-test) in 3 out of 5 scientific datasets and both
web domain datasets. Unlike the baseline methods,
SEG-Net extracts the present keyphrases from the
salient sentences, contributing most to the perfor-
mance improvement. In the Krapivin dataset, the
performance is on par, while in the Inspec dataset,
SEG-Net performs worst in terms of F1@5. The
perofrmance drop is explainable as Inspect dataset
consists of shorter documents (see the average

lengths in Table 1). In NUS and SemEval datasets,
the performance improvements are noteworthy;
5.6 and 4.2 F1@M points over the second-best
method. The number of ground truth keyphrases in
those two datasets are higher than other scientific
datasets, and extracting present keyphrases boosts
the performance (more discussion in § 6). SEG-Net
significantly improves the web domain datasets (3.1
F1@5 points in KPTimes and 5.0 F1@5 points in
In-house datasets) over the best baseline methods,
catSeqTG, and Transformer, respectively.

Absent keyphrase prediction Unlike present
phrases, absent phrases do not appear exactly in
the target document. Hence, predicting them is
more challenging and requires a comprehensive
understanding of the underlying document seman-
tic. From Table 2 and 3, we see that SEG-Net
correctly generates more absent keyphrases than
the baselines on all the experimental datasets, ex-
cept Krapivin. To our surprise, SEG-Net results
in a large performance improvement (1.0 points
in terms of F1@M) in the KPTimes dataset. We
suspect that in KPTimes dataset, the target absent
keyphrases are semantically associated with differ-
ent segments of the document and thus generating
such keyphrases from the salient sentences results
in larger improvements. Overall, the absent phrase
prediction results indicate that SEG-Net is capable
of understanding the underlying document seman-
tic better than the baseline methods.

Number of generated keyphrases Generating
an accurate number of keyphrases indicates mod-
els’ understanding of the documents’ semantic. A
small number of phrase predictions demonstrate a
model’s inability to identify all the key points; over
generation implies a model’s wrong understanding
of the crucial points. Hence, we compare SEG-Net
with all the baseline approaches for predicting the
appropriate number of phrases. We measure the
mean absolute error (MAE) between the number
of generated keyphrases and the number of ground-
truth keyphrases (Chan et al., 2019). The results
for KP20k are presented in Table 4. The lower
MAEs for SEG-Net indicate it better understands
documents’ semantic. However, in the KPTimes
dataset, we observe SEG-Net predicts more present
keyphrases than the baselines (see Table 3 in Ap-
pendix). This is due to the extractive nature of SEG-
Net, and documents having more closely related
keyphrases (e.g., SEG-Net predicts ground-truth
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Present Absent
F1@M F1@5 F1@M F1@5

K
P2

0k
SEG-Net 0.379 0.311 0.036 0.018
w/o DEG −0.004 −0.005 −0.001 0.000
w/o SSS −0.008 −0.014 +0.001 +0.001
w/o LCA +0.001 0.000 −0.004 −0.002

N
U

S

SEG-Net 0.461 0.396 0.036 0.021
w/o DEG −0.028 −0.031 −0.002 −0.001
w/o SSS −0.044 −0.052 0.000 +0.001
w/o LCA −0.004 −0.002 −0.004 −0.003

Se
m

E
va

l SEG-Net 0.332 0.283 0.030 0.021
w/o DEG −0.010 −0.009 0.000 0.000
w/o SSS −0.035 −0.032 −0.001 −0.001
w/o LCA −0.002 −0.002 −0.001 −0.001

K
PT

im
es SEG-Net 0.428 0.367 0.187 0.119

w/o DEG −0.022 −0.059 −0.008 −0.005
w/o SSS −0.038 −0.067 −0.028 −0.022
w/o LCA −0.005 −0.010 −0.030 −0.018

Table 5: Ablation on SEG-Net without decoupling ex-
traction and generation (DEG), salient sentence selec-
tion (SSS), and layer-wise coverage attention (LCA).
We preclude one design choice at a time.

keyphrases: “Google”, “Apple” with other relevant
keyphrases: “line”, “Amazon.com”. See qualitative
examples provided in Appendix). Therefore, we
suggest future works to consider the dataset nature
while judging models in this respect.

6 Analysis

The differences between the Transformer baseline
and SEG-Net are (1) decoupling keyphrase extrac-
tion and generation, (2) use salient sentences for
keyphrase prediction, and (3) layer-wise coverage
attention. We perform ablation on the three design
choices and present the results in Table 5.

Decoupling extraction and generation SEG-
Net extracts present keyphrases and generates ab-
sent keyphrases as suggested in Chen et al. (2019a)
with a difference in the extractor. SEG-Net em-
ploys a 3-way classifier (to predict BIO tags) that
enables consecutive present keyphrases extraction.
The ablation study shows that separating extraction
and generation boosts present keyphrase prediction
(as much as 2.8, 1.0, and 2.2 F1@M points in NUS,
SemEval, and KPTimes datasets, respectively).

Salient sentence selection One of SEG-Net’s
key contributions is the sentence-selector that iden-
tifies the salient sentences to minimize the risk of
missing critical points due to truncating long tar-
get documents (e.g., web documents). The contri-
bution of sentence-selector in present keyphrase

[0-100) [100-200) [200-300) [300-400) [400-500) [500-600) [600-700) [700-7000)0.0

0.1

0.2

0.3

0.4

0.5
catSeqCorr catSeqD catSeqTG SEG-Net

(a) Present keyphrase

[0-100) [100-200) [200-300) [300-400) [400-500) [500-600) [600-700) [700-7000)0.0

0.1

0.2

0.3

0.4

catSeqCorr catSeqD catSeqTG SEG-Net

(b) Absent keyphrase

Figure 3: Test performance of different models on KP-
Times dataset. The x-axis and y-axis indicates docu-
ment length (# words) and F1@M score, respectively.

prediction is evident from the ablation study. The
impact of using salient sentences to generate ab-
sent keyphrases is significant for the web domain
datasets (e.g., 2.8 F1@M points in KPTimes). We
show the performances on KPTimes test documents
with different length in Figure 3 and the results
suggest that SEG-Net improves absent keyphrase
prediction significantly for longer documents, and
we credit this to the sentence selector. The selec-
tor’s accuracy on the KP20k and KPTimes datasets
are 78.2 and 73.7 in terms of (macro) F1 score.
We evaluate SEG-Net by providing the ground-
truth salient sentences to quantify the improvement
achievable with a perfect sentence-selector. We
found that the present keyphrase prediction perfor-
mance would have increased by 3.2 and 4.1 F1@M
points with a perfect sentence-selector.

We compare the sentence selector with the base-
lines that select the firstN sentences from the target
document, and the results are presented in Table
6. SEG-Net’s selector has a higher precision that
indicates it processes input texts with more salient
sentences. On the other hand, the recall is substan-
tially lower for the scientific domain due to false-
negative predictions. Our experiments suggest that
salient sentence selection positively impacts and
has additional room for improvement.
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Dataset SEG-Net Baseline
Prec. Recall Prec. Recall

Scientific Domain
KP20k 84.5 86.3 75.1 95.0
Inspec 95.0 82.6 87.1 98.8
Krapivin 85.5 85.3 75.8 95.1
NUS 91.8 81.0 78.1 92.0
SemEval 97.1 75.7 83.5 90.3
Web Domain
KPTimes 81.7 44.9 73.0 45.7
In-house 82.9 49.1 66.8 51.3

Table 6: Precision and recall computed by selecting N
predicted salient sentences in SEG-Net, and the first
N sentences from the target documents in the base-
lines. We set N for each target document so that the
total length of the selected sentences does not exceed
a limit of 200 words. It is important to note that the
baseline recall is close to 100.0 for the scientific do-
main datasets because the average length of the target
documents from that domain is closer to 200 words.

Layer-wise coverage attention The ablation
study shows the positive impact of the layer-wise
coverage attention in SEG-Net. The improvement
in absent keyphrase generation for the KPTimes
dataset (3.0 F1@M points) is significant, while it
is relatively small in other experiment datasets. We
hypothesize that the coverage attention helps when
keyphrases summarize concepts expressed in dif-
ferent segments of a long document. We confirm
our hypothesis by observing the performance trend
with and without the coverage attention mechanism
(we observe a similar trend as in Figure 3).

We provide additional experiment results and
qualitative examples in Appendix.

7 Related Work

Keyphrase extraction approaches identify impor-
tant phrases that appear in a document. The exist-
ing approaches generally work in two steps. First,
they select a set of candidate keyphrases based on
heuristic rules (Hulth, 2003; Medelyan et al., 2008;
Liu et al., 2011; Wang et al., 2016). The selected
keyphrases are scored as per their importance in
the second step, which is computed by unsuper-
vised ranking approaches (Wan and Xiao, 2008;
Grineva et al., 2009) or supervised learning algo-
rithms (Hulth, 2003; Witten et al., 2005; Medelyan
et al., 2009; Nguyen and Kan, 2007; Lopez and
Romary, 2010). Finally, the top-ranked candidates
are returned as the keyphrases. Another pool of
extractive solutions follows a sequence tagging ap-

proach (Luan et al., 2017; Zhang et al., 2016; Gol-
lapalli et al., 2017; Gollapalli and Caragea, 2014).
However, the extractive solutions are only able to
predict the keyphrases that appear in the document
and thus fail to predict the absent keyphrases.

Keyphrase generation methods aim at predicting
both the present and absent phrases. Meng et al.
(2017) proposed the first generative model, known
as CopyRNN, which is composed of attention (Bah-
danau et al., 2014; Luong et al., 2015) and copy
mechanism (Gu et al., 2016; See et al., 2017). Mul-
tiple extensions of CopyRNN were proposed in
subsequent works (Chen et al., 2018, 2019b). Dif-
ferent from these approaches, Zhang et al. (2017a)
proposed CopyCNN that utilizes convolutional neu-
ral network (CNN) (Kim, 2014b) to form sequence-
to-sequence architecture. However, these genera-
tion methods are trained to predict one keyphrase
from the target document. In contrast, Yuan et al.
(2020) proposed to concatenate all the ground-truth
keyphrases and train models to generate them as
one output sequence.

Other noteworthy approaches in literature utilize
data from external source (Chen et al., 2019a), syn-
tactic supervision (Zhao and Zhang, 2019), semi-
supervised learning (Ye and Wang, 2018), rein-
forcement learning (Chan et al., 2019), adversarial
training (Swaminathan et al., 2020), unlikelihood
training (Bahuleyan and El Asri, 2020) to improve
keyphrase generation.

8 Conclusion

This paper presents SEG-Net, a keyphrase genera-
tion model that identifies the salient sentences in a
target document to utilize maximal information for
keyphrase prediction. In SEG-Net, we incorporate
a novel layer-wise coverage attention to cover all
the critical points in a document and diversify the
present and absent keyphrases. We evaluate SEG-
Net on seven benchmarks from scientific and web
documents, and the experiment results demonstrate
SEG-Net’s effectiveness over the state-of-the-art
methods on both domains.
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Supplementary Material: Appendices

Model
Present Absent

F1@M F1@5 F1@M F1@5
catSeq 0.376 0.298 0.034 0.016
catSeqD 0.372 0.293 0.033 0.016
catSeqCorr 0.375 0.300 0.034 0.016
catSeqTG 0.374 0.302 0.033 0.016
SEG-Net 0.390 0.326 0.042 0.021

Table 7: Test set results on the KP20k dataset with
“name variations” as proposed in Chan et al. (2019).

Input features
Present

F1@M F1@5

K
P2

0k

SEG-Net 0.379 0.311
w/o Character Emb. 0.376 0.309
w/o Segment Emb. 0.378 0.310

K
PT

im
es SEG-Net 0.481 0.367

w/o Character Emb. 0.462 0.332
w/o Segment Emb. 0.475 0.365

In
-h

ou
se SEG-Net 0.298 0.161

w/o Character Emb. 0.284 0.152
w/o Segment Emb. 0.295 0.159

Table 8: Impact of different embeddings at the input
layer in SEG-Net.

A Additional Ablation Study

Variation of named entities A keyphrase can
be expressed in different ways, such as “solid state
drive” as “ssd” or “electronic commerce” as “e
commerce” etc. A model should receive credit if it
generates any of those variations. Hence, Chan et al.
(2019) aggregated name variations of the ground-
truth keyphrases from the KP20k evaluation dataset
using the Wikipedia knowledge base. We evaluate
our model on that enriched evaluation set, and the
experimental results are listed in Table 7. We ob-
served that although SEG-Net extracts the present
keyphrases, it can predict present phrases with vari-
ations such as “support vector machine” and “svm”
if they co-exist in the target document.

Impact of embedding features The embedding
layer of extractor-generator learns four different
embedding vectors: word embedding, position
embedding, character-level embedding, and seg-
ment embedding that are element-wise added. We
remove character embedding and segment em-
bedding and observe slight performance drop in
present keyphrase prediction. The results are pre-

Model Present Absent
F1@M F1@5 F1@M F1@5

KP20k
catSeqTG 0.386 0.321 0.050 0.027
SEG-Net 0.380 0.311 0.052 0.030
KPTimes
catSeqTG 0.481 0.318 0.238 0.174
SEG-Net 0.475 0.358 0.245 0.181

Table 9: Test set results after fine-tuning the models via
RL as proposed in Chan et al. (2019).

Model Present Absent
MAE Avg. # MAE Avg. #

Oracle 0.000 3.054 0.000 1.978
catSeq 1.437 2.141 1.297 2.397
catSeqD 1.431 2.193 1.369 2.523
catSeqCorr 1.469 2.277 1.373 2.520
catSeqTG 1.378 2.309 1.284 2.342
SEG-Net 2.209 4.650 1.291 2.196

Table 10: Evaluation on predicting the correct number
of keyphrases on the KPTimes dataset. MAE stands for
mean absolute error and “Avg. #” indicates the average
number of generated keyphrases per document. Oracle
is a model that generates the ground-truth keyphrases.

sented in Table 8. The character embeddings are
employed as we limit the vocabulary to the most
frequent V words. During our preliminary experi-
ment, we observed that character embeddings have
a notable impact in the web domain, where the
actual vocabulary size can be large. The addition
of segment embedding is also helpful, specially
the sentence-selector may predict salient sentences
from any part of the document. We hypothesize
that the sentence index guides the self-attention
mechanism in the extractor-generator.

Fine-tuning via Reinforcement Learning Fol-
lowing Chan et al. (2019), we apply reinforcement
learning (RL) to fine-tune the extractor-generator
module of SEG-Net on absent keyphrase genera-
tion. As we can see from Table 9, due to RL fine-
tuning, the absent keyphrase generation improves
significantly, which corroborates with the findings
of Chan et al. (2019). While fine-tuning catSeqTG
model via RL helps present keyphrase generation in
KP20k, it does not help in KPTimes dataset. Since
SEG-Net extracts the present keyphrases, their pre-
dictions do not benefit from the RL fine-tuning step
(instead, performance drops slightly).
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Model Present Absent
F1@10 F1@O F1@10 F1@O

KP20k 0.201 0.350 0.012 0.027
Inspec 0.140 0.201 0.005 0.011
Krapivin 0.172 0.315 0.011 0.025
NUS 0.270 0.378 0.013 0.022
SemEval 0.199 0.258 0.014 0.018
KPTimes 0.244 0.464 0.122 0.208
In-house 0.094 0.282 0.014 0.035

Table 12: Present and absent keyphrase prediction re-
sults on the experiment datasets.

Vocabulary size, |V | 50,000
# CNN filters 512 1D
Model size, dmodel 512
encoder layers 6
decoder layers 6
h, dk, dv, dff 8, 64, 64, 2048
dropout 0.2
optimizer Adam
learning rate 0.0001
learning rate decay 0.5
batch size 80
Maximum gradient norm 1.0
# Params (sentence-selector) 41.6M
# Params (extractor-generator) 54.2M

Table 11: Hyper-parameters used to train SEG-Net. We
use the same setup for the Transformer model.

B Evaluation Metrics

We want to draw attention to a crucial detail about
the evaluation metric setup. Due to differences in
post-processing before computing the evaluation
metric values, the reported scores in papers dif-
fer. Recent works in literature mostly follow either

evaluation metric implementation from Chan et al.
(2019) or Yuan et al. (2020). Both works have
shared their implementation publicly available, and
we use the implementation of Chan et al. (2019).

We reported F1@5 and F1@M scores in this
work, where M denotes the number of predicted
keyphrases. We also compute F1@10 and F1@O,
where O represents the number of ground truth
keyphrases, and the results are presented in Table
12. Many prior works have reported R@10 and
R@50 for absent phrase generation. To compute
R@50, we need to perform beam decoding to gen-
erate many keyphrases, typically more than 200
(Yuan et al., 2020). In our opinion, generating
hundreds of keyphrases from a document does not
truly reflect the models’ ability in understanding
document semantic. Therefore, we do not prefer to
assess models’ ability in terms of R@50 metrics.

C Qualitative Analysis

We provide a few qualitative examples in Figure 4.

D Reproducibility References

• We train and test the first four baseline models
using their public implementation. We use the
Transformer implementation from OpenNMT
for catSeq (Transformer) and SEG-Net.

• We adopt the implementation of paired boot-
strap test script to perform significance test.

• The preprocessed scientific article datasets are
available here.

• KPTimes dataset is available here.

https://github.com/kenchan0226/keyphrase-generation-rl
https://github.com/OpenNMT/OpenNMT-py
https://github.com/neubig/util-scripts/blob/master/paired-bootstrap.py
https://github.com/kenchan0226/keyphrase-generation-rl#dataset
https://github.com/ygorg/KPTimes
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Title: smart speakers powered by voice agents seen ushering in era of ai

Article: major tech firms have been keen to sell speakers equipped with voice - based artificial in-
telligence agents recently . [EOS] the debuts of smart speakers are seen as the prelude to an ai era ,
ushering in a new technological age in which virtual assistants are expected to become as ubiquitous
as smartphones , allowing people to connect to the internet by voice with greater ease . [EOS] whether
these speakers will really take off and whether the technology will be popular in japan remain to be seen .
[EOS] the following questions and answers explore these issues as well as why ai speakers are creating a
buzz and what will be the role of japanese firms in this field . [EOS] what makes ai speakers special ?
they look like normal portable home speakers , but one big difference is that they communicate with
users verbally . [EOS] users can tell the speakers to play music , search the internet , pull up weather
forecasts , send text messages , make phone calls and perform other daily tasks . [EOS] ... (truncated)

[catSeq] smartphones ; artificial intelligence ; science and technology

[SEG-Net] smart speakers ; smartphones ; ai ; japan ; speakers ; google ; apple ; computers and the
internet ; tech industry

[Ground-truth] google ; apple ; line ; ai ; amazon.com ; iot

Title: how much do you know about dengue fever ?

Article: the health ministry has confirmed the first domestic dengue fever case in japan in nearly 70
years . [EOS] a saitama prefecture teen girl was found wednesday to have contracted the virus through a
mosquito in japan , followed by news that two more people — a man and a woman in tokyo — have
also been infected . [EOS] more than 200 dengue cases are reported in japan each year , but those are of
patients who contracted dengue virus abroad . [EOS] the world health organization estimates the number
of infections across the globe to be 50 million to 100 million per year . [EOS] while the news has led to
widespread fears that a pandemic outbreak might have arrived , experts are quick to deny such a scenario
, while offering some advice on what measures people can take to minimize their exposure . [EOS]
following are some basic questions and answers regarding the infectious disease and measures that can
be taken to prevent infection . [EOS] what is dengue fever and what causes it ? dengue fever is a tropical
viral disease , also known as dengue hemorrhagic fever or break - bone fever , ... (truncated)

[catSeq] dengue fever ; japan; medicine and health

[SEG-Net] dengue fever ; japan ; dengue ; dengue virus ; health organization ; mosquitoes ; vaccines
immunization

[Ground-truth] dengue fever ; world health organization ; dengue virus ; infectious diseases

Title: photo report : foodex japan 2013

Article: foodex is the largest trade exhibition for food and drinks in asia , with about 70,000 visitors
checking out the products presented by hundreds of participating companies . [EOS] i was lucky to enter
as press ; otherwise , visitors must be affiliated with the food industry — and pay ¥ 5,000 — to enter .
[EOS] the foodex menu is global , including everything from cherry beer from germany and premium
mexican tequila to top - class french and chinese dumplings . [EOS] the event was a rare chance to try
out both well - known and exotic foods and even see professionals making them . [EOS] in addition to
booths offering traditional japanese favorites such as udon and maguro sashimi , there were plenty of
innovative twists , such as dorayaki , a sweet snack made of two pancakes and a red - bean filling , that
came in coffee and tomato flavors . [EOS] ... (truncated)

[catSeq] japan ; agriculture

[SEG-Net] foodex japan ; foodex ; food ; japan ; international trade and world market ; snack food

[Ground-truth] foodex ; japanese food ; japan pulse

https://www.japantimes.co.jp/news/2017/07/10/reference/smart-speakers-powered-voice-agents-seen-ushering-era-ai/
https://www.japantimes.co.jp/news/2014/08/29/national/science-health/basic-information-on-dengue-fever-2/
https://www.japantimes.co.jp/news/2013/03/13/national/media-national/photo-report-foodex-japan-2013/
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Title: majority of australian women sexually harassed at work : survey

Article: kuala lumpur - two in three australian women have been sexually harassed at work , with the
majority of cases unreported , according to a survey released on tuesday that highlighted challenges
activists said prevent women from advancing in their careers . [EOS] some 64 percent of women and
35 percent of men said they had been harassed at their current or former workplace , according to
the survey of over 9,600 people by the australian council of trade unions , the country ’s main group
representing workers . [EOS] the majority of those surveyed said they were subjected to offensive
behavior or unwanted sexual attention . [EOS] however only about a quarter of them made formal
complaints , due to fears of repercussion , the survey found . [EOS] “ everyone should go to work free
from the fear of harassment and unwanted sexual attention , ” the council ’s president , michele o’neil
, said in a statement . [EOS] “ for many people — mainly women — today in australia this is not the
reality . [EOS] our workplace laws have failed women who are experiencing harassment at work . [EOS]
” campaigners said sexual harassment creates a workplace environment that is discriminatory towards
women , which can prevent them from moving forward in their careers . [EOS] “ sexual harassment
in the workplace closes off women ’s opportunities and supports the attitudes that make violence more
likely , ” merrindahl andrew , from the australian women against violence alliance , said by email . [EOS]
australia was ranked 35 out of 144 countries in the world economic forum ’s 2017 gender gap index , up
from 46 in 2016 due to greater female representation among legislators and managers . [EOS] although
the global # metoo movement has helped raised awareness about sexual harassment , the advocacy group
plan international said the lack of strong policies and enforcement has discouraged victims from coming
forward in australia . [EOS] ... (truncated)

[catSeq] sexual harassment ; australian council ; australia ; plan international ; [digit] presidential
election ; michele e o’neil

[SEG-Net] workplace ; harassment ; australia ; sexual harassment ; women and girls ; women ’s rights

[Ground-truth] australia ; harassment ; me too movement

Title: google team led by japanese engineer breaks record by calculating pi to the 31.4 trillionth digit

Article: los angeles - google llc said thursday that a team led by engineer emma haruka iwao from japan
has broken a guinness world record by calculating pi to the 31.4 trillionth digit , around 9 trillion more
than the previous record set in 2016 . [EOS] the accomplishment , announced on the day dubbed “ pi
day ” as its first three digits are 3.14 , was achieved by using google cloud infrastructure , the tech giant
said . [EOS] iwao became fascinated with pi , an infinitely long number defined as the ratio of a circle ’s
circumference to its diameter , when she was 12 years old . [EOS] “ when i was a kid , i downloaded a
program to calculate pi on my computer , ” she said in a google blog post . [EOS] in college , one of
her professors was daisuke takahashi of the university of tsukuba in ibaraki prefecture , then the record
holder for calculating the most accurate value of pi via a supercomputer . [EOS] “ when i told him i
was going to start this project , he shared his advice and some technical strategies with me , ” she said .
[EOS] the groundbreaking calculation required 25 virtual google cloud machines , 170 terabytes of data
and about 121 days to complete . [EOS] “ i ’m really happy to be one of the few women in computer
science holding the record , and i hope i can show more people who want to work in the industry what ’s
possible , ” iwao said . [EOS] according to google , iwao calculated 31,415,926,535,897 digits , making
it the first time the cloud has been used for a pi calculation of this magnitude . [EOS]

[catSeq] google ; tv ; [digit] presidential election

[SEG-Net] google ; emma haruka iwao ; japan ; google cloud ; computers and the internet ; tech industry

[Ground-truth] google ; pi ; emma haruka iwao ; mathematics

Figure 4: Sample keyphrase predictions of catSeq and SEG-Net on KPTimes dataset (evaluation set). The high-
lighted keyphrases indicate a match with the ground truth keyphrases.

https://www.japantimes.co.jp/news/2018/12/11/asia-pacific/social-issues-asia-pacific/majority-australian-women-sexually-harassed-work-survey/
https://www.japantimes.co.jp/news/2019/03/15/national/science-health/google-team-led-japanese-engineer-breaks-record-calculating-pi-31-4-trillionth-digit/

