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Abstract
As the number of social media users increases, they express their thoughts, needs, socialise and publish their opinions. For good social
media sentiment analysis, good quality resources are needed, and the lack of these resources is particularly evident for languages
other than English, in particular Arabic. The available Arabic resources lack of from either the size of the corpus or the quality of
the annotation. In this paper, we present an Arabic Sentiment Analysis Corpus collected from Twitter, which contains 36K tweets
labelled into positive and negative. We employed distant supervision and self-training approaches into the corpus to annotate it. Besides,
we release an 8K tweets manually annotated as a gold standard. We evaluated the corpus intrinsically by comparing it to human
classification and pre-trained sentiment analysis models. Moreover, we apply extrinsic evaluation methods exploiting sentiment analysis
task and achieve an accuracy of 86%.
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1. Introduction
Companies and businesses stakeholders reach out to their
customers through Social Media not only for advertising
and marketing purposes, but also to get customer feed-
back concerning products or services. This is one of the
main reasons that sentiment analysis applications have be-
come increasingly sought out by the industry field. Even
though sentiment analysis programs are widely used in the
commercial sector, they have many other important uses,
including political orientation analysis, electoral programs
and decision-making. Sentiment Analysis is the process of
automatically mining attitudes, opinions, views and emo-
tions from the text, speech, tweets using Natural Language
Processing (NLP) and machine learning (Liu, 2012). Sen-
timent analysis involves classifying opinions into different
classes like positive, negative, mixed or neutral. It can also
refer to Subjectivity Analysis, i.e. the task of distinguishing
between objective and subjective text.
There are so many Arabic speakers in the world and they
speak different varieties of Arabic depending on the region
but with only one variety that is standardised namely, Mod-
ern Standard Arabic MSA. Social media is prevalent and
it is particularly this domain where the local varieties are
used and for which the resources are most limited. The to-
tal number of monthly active Twitter users in the Arab re-
gion is estimated at 11.1 million in March 2017, generating
27.4 million tweets per day according to weedoo.1 Arabic,
especially dialects, still looking for more efficient resources
that can be used for the needs of NLP tasks.
One of the biggest challenges in the construction of Arabic
NLP resources is the big variation found in Arabic language
where there are Modern Standard Arabic (MSA), Classical
Arabic (CA) and the dialects. This has the result, that, in
some tasks, it might be necessary to build stand-alone re-
sources for each individual variation where the available

1https://weedoo.tech/twitter-arab-world-statistics-feb-2017/

tools have been built for MSA can not be adapted for di-
alects and vice-verse (Qwaider et al., 2019). In addition,
building resources requires sufficient time and funding to
produce highly efficient resources. Moreover, deep learn-
ing NLP methods require a huge amount of data. As a result
of the unique Twitter features that are widely used to ex-
press opinions, views, thoughts and feelings, we therefore
present Arabic Tweets Sentiment Analysis Dataset (AT-
SAD) contains 36k tweets classified as positive or negative.

The contributions of this paper can be highlighted under
two headings: a) resource creation and b) resource evalua-
tion. Regarding resource creation, we introduce a sentiment
analysis dataset collected from Twitter, and as for resource
evaluation, we introduce a method that combines the distant
supervision approach with self-training to build a dataset
that satisfies the size and quality requirements. In order to
annotate a large number of tweets, we employ the distant
supervision approach where the emojis are used as a weak
noisy label. We manually annotate a subset of 8k tweets of
the dataset and offer it as gold standard dataset. In order to
improve the quality of the corpus, we apply the self-training
techniques on the dataset and combine it with the distant
supervision approach as a double check approach. Using
our proposed double check approach, we achieve an accu-
racy of 86% on the sentiment analysis task. The dataset is
available online for research usage.2

The rest paper is organised as follows: Section 2 reviews
some related works in term of sentiment analysis and social
media resources. In Section 3, the challenges of processing
Twitter text are presented and in Section 4, the details of
collecting and creating the tweets dataset are presented. We
evaluate the dataset in Section 5. Sections 6 and 7 are the
conclusion and future work sections respectively.

2https://github.com/motazsaad/arabic-sentiment-analysis
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2. Related Work
Arabic Sentiment analysis (ASA) has received considerable
attention in terms of resource creation (Rushdi-Saleh et al.,
2011; Aly and Atiya, 2013; Abdul-Mageed et al., 2014; El-
nagar et al., 2018). These resources are collected from dif-
ferent sources such as (blogs, reviews, tweets, comments,
etc.) and involve a mix of Arabic vernacular and classical
Arabic. Furthermore, they have been used extensively in
research on SA for Arabic such as (Al Shboul et al., 2015;
Obaidat et al., 2015; Al-Twairesh et al., 2016). Most NLP
work on SA uses machine learning classifiers with feature
engineering. For example (Azmi and Alzanin, 2014; El-
Beltagy et al., 2016) used machine learning classifiers on
polarity and subjectivity classifications. However, recent
papers (Al Sallab et al., 2015; Dahou et al., 2016; Alayba
et al., 2018) investigated the use of Deep Neural Networks
for Arabic sentiment analysis. Most of the datasets are col-
lected from web blogs and customer reviews. Some are
manually annotated following a specific annotation guide-
lines, while other corpora like LABR (Aly and Atiya, 2013)
depend on the stars ratings done by users where the stars are
used as polarity labels, the 5 stars denote a high positive, 1
star denotes a high negative and the 3 stars indicate the neu-
tral and mixed label.
In the AraSenTi-tweets corpus (Al-Twairesh et al., 2017),
many approaches to collect the tweets were adopted, e.g the
utilisation of emoticons, sentiment hashtags as well as the
sentiment keywords. Then, the authors only keep the tweets
that have their location set to a Saudi location. The dataset
is manually annotated and sets some annotation guidelines.
It contains 17 573 tweets each of which is classified to one
of four classes (positive, negative, mixed or neutral). A
sentiment baseline is built depending on TFIDF and us-
ing SVM with a linear kernel which achieved an F-score
of 60.05%.
In (Nabil et al., 2015), the authors presented the Arabic
Sentiment Tweets Dataset (ASTD). It is a dataset of 10,000
Egyptian tweets. It is composed of 799 positive, 1,684 neg-
ative, 832 mixed and 6,691 neutral tweets. The authors also
conducted a set of benchmark experiments for four way
sentiment classification as (positive, negative, mixed, neu-
tral) and two-way sentiment classification as (positive, neg-
ative). When focusing on two-way classification, the cor-
pus is unbalanced and small to be useful for the two-way
sentiment analysis task.
A corpus for Jordanian tweets is also presented in (Atoum
and Nouman, 2019). The authors collected tweets accord-
ing to location, and then they filtered them to collect dif-
ferent types of terminologies to identify Jordanian Arabic
dialect keywords efficiently. The corpus contains 3,550
Jordanian dialect tweets manually annotated as follows:
616 positive tweets, 1,313 negative tweets, and 1,621 neu-
tral tweets. They conducted several experiments both with
and without stemming/rooting applying them to several
models with uni-grams/bi-grams and trying NB and SVM
classifiers. The result shows that the SVM classifier per-
forms better than the NB classifier. The ROC performance
reached an average of 0.71, 0.77 on NB and SVM respec-
tively on all experiments. A similar corpus for Levantine
dialects is presented in Shami-Senti (Qwaider et al., 2019).

It has approximately 2.5k posts from social media sites in
general topics classified manually as positive, negative and
neutral. The corpus is still under development.
Recently, a 40K tweets dataset is presented in (Mohammed
and Kora, 2019). The authors extracted tweets written in
Arabic. After that, they reprocessed the tweets and cleaned
them very carefully by two experts, they corrected every
misspelling words and removed all the repeating characters,
in addition to the normal cleaning steps like normalisation.
The total size of the dataset is 40,000 tweets classified into
positive and negative equally. The corpus is considered a
reliable resource but by manually cleaning all the data, it
turns to a very hard crafted corpus where the resulted clean
corpus differ than the real tweets, where the goal of clean-
ing is to normalise text and remove spelling mistakes but
keep the style of the author. This has been normalised too
much in this corpus and hence important information was
lost.
Even though in most of the Arabic tweet corpus creation
procedures, the authors used the emoticons to extract as
many sentiment tweets as possible such as (Al-Twairesh
et al., 2017; Refaee and Rieser, 2014), however none of
them using the emojis and the emoticons as a sentiment
label. An emoticon is built from keyboard characters that
when put together in a certain way represent a facial ex-
pression like :) ;) :( and so on, while an emoji is an actual
image3. The Stanford Twitter Sentiment (STS), is one of
the most well-known dataset for English Twitter sentiment
analysis (Go et al., 2009). The dataset provides training
and testing sets. The tweets were collected on the con-
dition to contain at least one emoticon. Then they auto-
matically classified the tweets in regard to the emoticons
to positive and negative. The process resulted in a train-
ing set of 1.6 million annotated tweets and a test set of 359
manually annotated tweets that are used as a gold standard.
The data set has been extensively used for different tasks
related to sentiment analysis and subjectivity classification
(Bravo-Marquez et al., 2013; Saif et al., 2012; Bakliwal et
al., 2012; Speriosu et al., 2011). Refaee and Rieser (2014)
presented Arabic subsets of tweets using emoticons, hash-
tags and keywords. They apply distant supervision on the
emoticons subset. After the evaluation process, they get an
accuracy 95% and 51% for subjectivity analysis and senti-
ment classification respectively. They comment that emoti-
cons can be used efficiently with subjectivity detection but
not for the polarity classification task.
As obvious from the previous discussion, these corpora or
dataset have lacked some aspect. They have some limita-
tion in term of the size of the corpus as ASTD, the number
of presented dialects as AraSenti and the annotation pro-
cedure like LABR. We are looking for Arabic sentiment
analysis corpus that concerns the Arabic social media text
and that handles multiple dialects in a reasonable number
of instances size to conduct experiments and find a way to
do the annotation as accurate as possible. In this paper, and
similarly to STS (Go et al., 2009), we constructed a dataset
based on emojis for extracting and classifying tweets. Ad-
ditionally, we manually annotated 20% of this data, which

3https://grammarist.com/new-words/emoji-vs-emoticon/
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can then be used as a gold standard for any tweets sentiment
analysis task and as the test set for our corpus.

3. Challenges of processing text from social
media

Natural language processing must be adapted to the type
of text to be processed (formal, scientific, colloquial), but
furthermore, humans differ in the way they write in that
specific type of text. This variety in writing style has in-
creased with the advent of social media, where people are
using their style of writing and daily conversational lan-
guage to post, reply, or tweet more often. In addition to
specific idiosyncrasies of Arabic in terms of processing,
Twitter has unique features that make tweets have differ-
ent characteristics from other social media (Alwakid et al.,
2017; Giachanou and Crestani, 2016). Detecting sentiment
in social media text in general and Twitter in particular is a
non-trivial task. There are many challenges as follows:

• The short text length is the unique characteristics of
tweets, which can be up to 280 characters.

• Due to the constraint on the length of the tweet (280
characters), users tend to employ abbreviations in the
tweets to make room for other words.

• Tweets, as well as other social media text, are an ex-
ample of User Generated Content, and contain un-
structured language, orthographic mistakes, use of
slang words, a lot of ironic and sarcastic sentences,
abbreviations and many idiomatic expressions.

• Analysing Arabic tweets in specific is a challenging
task due to the use of Arabic dialects in tweets which
(due to the lack of standard orthography) results to a
lot of spelling inconsistencies. Moreover, the lack of
capitalisation and diacritics, as well as the usage of
connected words like é<Ë @ A

�
�

	
� @



increase the complexity
of processing Arabic tweets.

• The extensive of use of misspellings Arabic result in
a Data Sparsity, that has an impact on the overall per-
formance of SA systems. Saif et al. (2012) propose
a semantic smoothing model by extracting semanti-
cally hidden concepts from tweets and then incorpo-
rate them into supervised classifier training through in-
terpolation to reduce the sparseness in English tweets.

• Many Arabic tweets are verses from the Holy
Quran. There prayers to refer to different situations
with different meanings are used, for example,
�
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which in English means Mam I miss you a lot. I ask
God to have mercy on you and to bring us together
in heaven, even though it ostensibly carries a positive
meaning of empathy and paradise, it carries negative
feelings of longing and loss due to death.

4. Arabic Tweets Sentiment Analysis
Dataset (ATSAD)

To create and build the sentiment analysis corpus or
datasets, we first build a sentiment emoji lexicon. The lex-

icon contains both positive and negative emojis express-
ing the feelings corresponding to different sentiment cate-
gories. We collect the emojis as well as their indicated sen-
timent from “Emojis Sentiment Ranking Lexicon” (Kralj
Novak et al., 2015) which is available at http://kt.
ijs.si/data/Emoji_sentiment_ranking/ and
Emojipedia4. Then, this lexicon is employed as the seed for
the Twitter retrieval procedure. The Lexicon is composed
of 91 negative emojis and 306 positive emojis.
Instead of collecting tweets by hashtags or query terms we
exploit the emojis and their assigned sentiment and condi-
tion the tweet language set to Arabic. We extracted 59k of
the tweets using the Twitter API in April 2019. The corpus
contains multiple dialects from all over the Arab world as
it is not geographically constrained. To automatically an-
notate the tweets either as positive or negative, we use the
emojis as a noisy (weak) label. If the tweet is fetched by the
positive emojis from the lexicon like , then it is labelled as
positive and the tweets fetched by the negative lexicon are
labelled as negative.
More specifically, we perform the following cleaning ac-
tions:

1. Remove all metadata generated by Twitter API like
tweet id, username, time, location, RT

2. Remove all special characters but not emojis

3. Remove non-Arabic characters

4. Remove links

5. Remove diacritics from the text

6. Remove duplicated tweets

Table 1 shows the statistics of the corpus before and after
the pre-processing phase which gives us 36K tweets.

Positive Negative Total Vocabs Words
Before 30,607 29,232 59,839 95,538 76,2673
After 18,173 18,695 36,868 95,057 41,8857

Table 1: Statistics of the Twitter sentiment analysis corpus
(ATSAD) before and after the pre-processing

5. Corpus Evaluation
The process of building a resource is not limited to data
collection, but it must be checked and verified in order to
be trustworthy and used as a resource. In this section, we
evaluate the Tweets corpus by introducing two well-known
methodologies: Intrinsic and extrinsic evaluations.
In intrinsic evaluation, the corpus is directly evaluated in
terms of its accuracy and quality. We check whether the
rule-based annotation (simply an emojis annotation) can be
used to build a reliable corpus and use it effectively in the
desired functionality. On the other hand, in extrinsic evalu-
ation, the dataset is going to be assessed with respect to its

4https://emojipedia.org/people/emojis

http://kt.ijs.si/data/Emoji_sentiment_ranking/
http://kt.ijs.si/data/Emoji_sentiment_ranking/
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impact on an external task which in our case is the senti-
ment analysis model (Resnik and Lin, 2010).
To check the quality of the corpus, we have asked two an-
notators, one an NLP expert, the second an educated native
Arabic speaker, to annotate subsets of the corpus. We start
with a random sample containing 180 instances (1% of the
data) for both positive and negative classes. When the an-
notation was completed, the two annotators agreed on the
90% of the sample.
In case of disagreement, we choose the expert annotator’s
choice as the class label. The annotation process is cu-
mulative, in the sense that we pick random samples every
time from the corpus and ask the annotators to annotate.
For each sample we calculate the number of mismatched
labels between the emoji-based annotation and the human
annotation, and we also compute the accuracy of the emoji-
based annotation by taking the number of right classified
instances divided by the total number of the sample. Ta-
ble 2 shows the number of errors (mismatches) and accu-
racy for annotation samples in the range from 1% to 10%
of the corpus. Figure 1 plots the accuracy results. It is clear
that after manually annotating 10% of the whole corpus,
the percentage of matches tweets between the human and
the emoji-based annotation is 77.2%.
Obtaining 77.2% is not good enough to use it for a task to
predict the real sentiment of the tweets even though it is less
time-consuming compared to manual annotation. There-
fore, later we are going to present a combination method of
self training and distant supervision to improve the quality
of the dataset.

Sample % Samples #errors Accuracy
1% 360 106 70.5%
2% 720 200 72.2%
3% 1,080 293 72.9%
4% 1,400 370 74.3%
5% 1,800 450 75%
10% 3,608 823 77.2%

Table 2: Human annotation accuracy compared to the emo-
jis based annotation. The first two columns show the per-
centage and number of the sampled tweets, # error shows
the number of mismatched samples and the Accuracy col-
umn calculates the percentage of the matches between both
annotations.

Moreover, we check the quality of the corpus with pre-
trained sentiment analysis models that have been built and
trained on existing datasets. The following datasets are
used in our experiments and shown in Table 3:

• 40k dataset (Mohammed and Kora, 2019): as men-
tioned in the related work section, this is a tweets
dataset containing 40,000 instances. It is manually an-
notated into positive and negative and the tweets are
subsequently manually cleaned.

• LABR (Aly and Atiya, 2013): a large SA dataset for
Arabic sentiment analysis. The data are extracted from
a book review website and contain over 63k book re-
views written in MSA with some dialectal phrases.
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Figure 1: Accuracy of dataset comparing to human annota-
tion

Given that our corpus concerns two-way classification,
we only use the binary balanced subsets of LABR.
LABR can be considered to be a human annotated cor-
pus, where the users rate books using the stars system
(1 to 5).

Ratings of 4 and 5 stars are considered positive, rat-
ings of 1 and 2 stars negative and 3-star ratings are
taken as neutral. In the binary classification case, 3-
star ratings are ignored, keeping only the positive and
negative labels.

• ASTD (Nabil et al., 2015): an Arabic SA corpus col-
lected from Twitter and focusing on Egyptian Arabic.
It consists of approximately 10k tweets which are clas-
sified as objective, subjective positive, subjective neg-
ative, and subjective mixed. We use only the positive
and negative subset.

• Shami-Senti (Qwaider et al., 2019): a Levantine SA
corpus. It contains approximately 2.5k posts from so-
cial media sites in general topics classified manually
as positive, negative and neutral from the four main
countries where Levantine is spoken: Palestine, Syria,
Lebanon and Jordan.

Corpus NEG POS
40k tweets 20,002 19,998
LABR 2 Balanced 6,578 6,580
ASTD 1,496 665
Shami-Senti 935 1,064

Table 3: The number of instances per category in the cor-
pora used in our experiments

We build a model on each corpus and apply the resulting
model to our Twitter corpus. The model uses a combination
of (1-3) word grams and a LinearSVC classifier. Table 4
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shows the accuracy of the models built (trained and tested)
on the original datasets, while the ASTAD column shows
the accuracy of the trained model when we use it to predict
the class on our Twitter dataset. It is clear that none of the
models works for this dataset and the accuracy does not
exceed 60%. This is an expected result, given that the data
are from a very different domain, i.e. book reviews. Even
though both ASTD and the ATSAD share the same domain,
the ASTD only contains Egyptian dialects. In the case of
the Shami corpus, it only contains Levantine dialects with
a limited number of examples (2k). The 40k tweets model
and ATSAD also share the same domain (tweets) but the
manual hard prepossessing and cleaning of the data make
it hard to predict real tweets as people post it, also the 40k
corpus only has Egyptian dialect.

Same corpus ATSAD
40k tweets 79% 60%
LABR 82% 54%
ASTD 81% 59%
SHAMI-SENTI 84% 59%

Table 4: Accuracy of models trained on different SA cor-
pora; the same corpus column indicates the accuracy of
the model when the train dataset and the test dataset are
both from the same corpus, the last column for the accu-
racy when we test the models on the ATSAD

Summing up, it is clear from the previous discussion that
the ATSAD is a challenge for the models trained on the
available datasets that are standardised and regularised.
Therefore we have to create an ML model that would be
successful on this ATSAD. To achieve a good accuracy on
the model, then the dataset should be improved in term of
the data quality and annotation quality.

6. Self training on Distant supervision
Corpus

Creating a good resource requires the collection of a big
amount of data that are preprocessed and annotated. The
annotation is usually done by hiring annotators and spec-
ifying annotation rules they have to follow to produce a
reasonable annotation agreement. This process is time and
money consuming. There is another approach to build a
large enough dataset more quickly. The process is called
Distant supervision or weak supervision (Yao et al., 2010).
Distant supervision involves heuristically matching the
contents of a database to the corresponding text (Hoffmann
et al., 2011). In our case, we use the emojis in the tweets to
work as weak labels with which we can annotate the 36K
tweets automatically. Although this is sometimes not pro-
ducing high-quality dataset, it works in some tasks.
We annotate the 36k tweets by distant supervision and then
extract 4k tweets (10% of the total dataset). We ask the two
annotators to label them manually. We compute the number
of agreed annotation between the human annotation and the
emojis annotation we have an agreement of 77.2%.
To use the human annotation dataset as a gold standard we
extract other 4K tweets and also manually annotate them,

upgrading the final manually annotated dataset to 8k tweets
of which 3705 are classified as positive, 3911 negative and
384 instances are mixed. We exclude the mixed class from
our experiments.
We build a baseline with TF-IDF unigram word model and
a Linear-SVC classifier. Moreover, we build another com-
plex model -from some previous work - by combining word
n-grams (1-5), character n-grams (2-5) with and without
word boundary consideration (Qwaider et al., 2019). The
models are built for sentiment analysis and the problem
is recognised as two-way classification, so every tweet is
classified either as positive or negative. Table 5 shows the
number of tweets per class for the human annotation dataset
and the remaining tweets in the emojis dataset which were
weakly annotated by the distant supervision.

Human annotated Emojis annotated
Label Distribution

#Positive 3,705 14,468
#Negative 3,911 14,784

Train/Test Distribution
#Train set 6,092 23,401
#Test set 1,524 5,851
#Total set 7,616 29,252

Table 5: Statistics of the human annotation subset and the
emojis distant supervision subset after subtract the human
dataset

We apply both the baseline and the complex model on the
manually annotated dataset and we get an accuracy of %71
and %79 respectively. We refer to this experiment as (Man-
ual experiment). To check again the quality of the emojis
based dataset we applied the previous model trained on the
human labels on the emojis dataset of 29k tweets to predict
the label. After testing the two models, the resulted accu-
racy is %63 and %76 for both the baseline and the complex
model respectively (Mixed experiment). The mixed experi-
ment is to some extent similar to the agreement between the
manual annotation and the emojis annotation experiment
we have done first and got an accuracy of 76% using 4k
subset.
To improve the quality of the automatic annotation and
therefore the proposed tweets corpus, we will exploit the
manual annotation dataset to enhance the entire dataset.
Therefore, a self-training approach is to be employed on
the data to improve the classification and increase the ac-
curacy of the annotation. Self-training is a commonly used
method for semi-supervised learning (Yarowsky, 1995; Ab-
ney, 2002). The idea of Self-training is to train a classifier
with a small amount of labelled data and incrementally re-
train the classifier by adding the most confidently labelled
instances that were previously unlabelled as a new data.
This process continues until most of the unlabelled data be-
comes labelled (Gao et al., 2014). We can implement a self-
training technique with little modification of the existing
configuration: our dataset is not completely unlabelled but
has weak emoji-based annotations. From the mixed model
experiments, rather than extracting the instances predicted
with the highest confidence, we extract instances where the
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Figure 2: Self training (double-check) approach applied on the TSAD

model prediction label matches the emojis label. This is the
case for 22,542 out of 29,252 tweets in the dataset. We add
these tweets to the training set which consists of the human
annotated dataset (6,092). Thus, to re-train the classifier
we have a total of 22,542 + 6,092 = 28,634 tweets. We call
this experiment (double check) where we combine the self
training with distant supervision. The 28K tweets are now
a dataset with strong supervised labelling where the small
amount of human annotation dataset and distant supervis-
ing from emojis helps to annotate more data. We re-build
both the baseline and the complex models and retrain them
on the dataset we produced from the double check exper-
iment (28k tweets), then apply the model to the test set
from the human annotation dataset (1,524 tweets).We use
the same dataset across all the experiments in order to allow
for the comparison. The baseline and the complex model
accuracy increases to 77% and 86% respectively. Figure 2
shows the diagram for the self-training approach.
To evaluate our self-training experiment and our method
to extract only those instances where the model prediction
matches the emojis annotation, we conduct a small experi-
ment of self-training called (Non-check) where we:

1. Use the model from the (mixed experiment) to predict
the label for the automatically labelled dataset (29k
tweets).

2. Retrain the model with the human annotated training
dataset in addition to the predicted labelled dataset
(from the previous model). Thus, this re-train dataset
consists of 6,092 + 29,252 = 35,341 tweets.

3. Use the manually annotated test set (1524 tweets) and
use the model to predict the sentiment.

4. The accuracy of the baseline is 70% and 81% for the
complex model.

Consequently, it is clear that (i) using the emojis as a noisy
label, (ii) matching with the human annotation and (iii) ap-
ply the self training technique to annotate the dataset leads

to an improvement of the data. Table 6 shows the perfor-
mance of the models on different datasets. These are repre-
sented as plots in Figure 3.

Experiment #Train #test Baseline Complex
Manual 6,092 1,524 71% 79%
Mixed 6,092 29,252 63% 76%
double-check 28,634 1,524 77% 86%
Non-check 35,341 1,524 70% 81%

Table 6: The performance of the baseline and complex
models on different datasets.

Figure 3: plotting the accuracy for all the experiments for
both the baseline and complicated models

When we were done with the experiments, we extracted all
the emojis and examined the emoji frequencies per cate-
gory. We found some emojis are shared between the pos-
itive and the negative class, such as the smiley face with
tears. We also discover that people used the black smiley
face to indicate the negative feeling more often than the
positive. These emojis are considered tricky emojis and
they decrease the quality of the annotation. We modified
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our conditions by removing all the misleading emojis to
collect more accurate data. Up to now we have collected
over 200k tweets. Table 7 views the number of occurrence
for the most 10 frequent emojis per sentiment category.

Table 7: Number of occurrence for the most 10 frequent
emojis per category, the last row show the total number of
the whole emojis in the dataset per category

7. Future work
Based on our emojis analysis and the subsequent modifica-
tion of the data collection and annotation conditions, we are
planning to further increase the size of the dataset and use
it for different tasks like building custom sentiment word
embeddings and to fine-tune deep learning networks.

8. Conclusion
To extend the limited Dialectal Arabic resources, we col-
lected an Arabic Tweets Sentiment Analysis Dataset (AT-
SAD). The corpus has been collected from Twitter during
April 2019 and employs emojis as seeds for extraction of
candidate instances. After the pre-processing, we apply dis-
tant supervision using emojis as weak labels to annotate the
entire dataset. In addition, we commissioned two annota-
tors to manually annotate a subset of 8k tweets. We evaluate
the corpus by comparing the emoji-based annotation with
the human annotation and we get an observed agreement
of 77.2%. We built a sentiment analysis machine learn-
ing model with the unigram features as a baseline and an-
other complex model that utilises word grams and character
grams. We exploit the human annotation dataset to help us
improve the annotation of the automatically labelled dataset
by self-training approaches. Over several experiments we
achieve an accuracy of 86%.
Using the distant supervision approaches for automatically
data annotation process can saves us a lot of effort, time
and money. Distant supervision is a very valuable method
to annotate large number of instances automatically, in our
case based on emojis to denote the category. The self train-
ing approach can be used together with a small number of
manually annotated instances to improve the quality of the
automatically labelled dataset.
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