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Abstract
The more we are advancing towards a modern
world, the more it opens the path to falsifica-
tion in every aspect of life. Even in case of
knowing the surrounding, common people can
not judge the actual scenario as the promises,
comments and opinions of the influential
people at power keep changing every day.
Therefore computationally determining the
truthfulness of such claims and comments
has a very important societal impact. This
paper describes a unique method to extract
check-worthy claims from the 2016 US pres-
idential debates and verify the truthfulness
of the check-worthy claims. We classify the
claims for check-worthiness with our modified
Tf-Idf model which is used in background
training on fact-checking news articles (NBC
News and Washington Post). We check the
truthfulness of the claims by using POS,
sentiment score and cosine similarity features.

1 Introduction

Today we live in a world where falsehood seems to
reflect everywhere be it in administration, sports,
entertainment sector and even in the education field.
Many popular and influential personalities seem to
be vulnerable in keeping their words. The opinions
and comments they make, their claims keep chang-
ing frequently. Therefore we can not blindly rely
on present news. During the 2016 US presidential
campaign, people came to realize how fake news
could be spread in mainstream news channels and
social media. (Alexandre Bovet, 2019) reported
the influence of fake news on social media during
the election. They showed that about 171 million
tweets were made during the election among which
25% were fake or extremely biased. Many journal-
ists started investigation into identifying the actual
truth. However, it was a time consuming and te-
dious task to do the work manually. This problem

gave rise to the concept of automatic fact and claim
checking. Research has been going on since then
to effectively tackle this problem which has proved
to be a very challenging problem. Typically for the
claim verification task, relevant evidence related
to the claims is collected first and then the claim
is compared with the evidence to know the actual
fact. (Giovanni Luca Ciampaglia and Flammini.,
2015) did this with the help of knowledge graph
taken from Wikipedia.

We propose a suitable rule based approach with
the help of feature engineering for the task. Our
work consists of two tasks, first we extract the
claims which are check-worthy and then we ver-
ify the truthfulness of these check-worthy claims.
We carried out our experiments on the dataset of
the Fact Checking Master (Preslav Nakov and Mar-
tino., 2018) shared task, organized in CLEF-2018,
which deals with fact checking on the U.S. Presi-
dential debate articles of 2016.

Extraction of check-worthy claims is carried out
in two processes i.e. supervised and unsupervised
approach. In unsupervised approach, the check-
worthy claims are extracted with POS tags and
K-Means Clustering algorithm. Dataset related to
claims can be generated from any conversation with
the help of this method. In supervised approach,
we have collected some fact checking news articles
(NBC News and Washington post) for background
training and a modified Tf-Idf model is created to
classify the claims whether check-worthy or not.
Cosine similarity, Sentiment scores and POS tags
are also used here. On comparing with the original
labels, this model gives an accuracy of 98.6% when
passed along with GBM.

Claim verification is performed by comparing
the classified check-worthy claims with the fact
checking news articles to verify their truthfulness.
POS tagging, Cosine similarity are used to search
for the explanations of the claims from the arti-
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cles. With all these features together we make a
hypothesis for the final classification.

These two tasks are consecutively done in a
work (Pepa Gencheva and Koychev, 2017) pre-
viously. Else there are many works to influence
on individual approaches of the model. The paper
is divided into many sections, section 2 describes
related works, dataset in section 3, features and
proposed methodology in section 4 and 5 respec-
tively, results in section 6 and conclusion is given
in section 7.

2 Related Works

Fact-Checking has become a trending topic re-
cently. Zhou and Zafarani (2018) provides a survey
on fake news research and their study focuses on
fake news from four perspective – the false knowl-
edge it carries, its writing style, its propagation pat-
terns, and the credibility of its creators and spread-
ers. Pepa Gencheva and Koychev (2017) extracted
the check-worthy claims by comparing them with
some popular news articles and verified the truthful-
ness of the claims using Support Vector Machines
(SVM) and Feed-Forward Neural Networks (FNN).

Mihai Surdeanu and Manning (2010) used Con-
ditional Random Field (CRF) for legal claim identi-
fication. Firstly they used Optical Character Recog-
nition (OCR) to convert PDF documents into text
and then they used four types of CRF architectures
for the actual task. Datta and Si (2020) reported
a work on fake news identification in which senti-
ment scores and Tf-Idf are used as features to build
a Majority Voting model with four classifiers - Gra-
dient Boosting, Random Forest, Extra Tree and
XGBoost classifiers to identify fake news. Ghanem
et al. (2019) showed that false news has various
emotional patterns to mislead the readers and with
the emotional sentiment features they propose an
LSTM model for the classification task.

Suzuki and Takatsuka. (2016) proposed a
keyword-extraction model for verifying patent
claims. RoyBar-Haim and Slonim performed claim
stance classification by automatic expansion of the
initial sentiment lexicon and by using SVM with
unigrams. Naeemul Hassan and Tremayne (2015)
developed a system called ClaimBuster which mon-
itors Twitter and retweets the check-worthy factual
claims it finds and produces true - false verdicts
for these types of factual claims. Moin Nadeem
(2019) reported an end to end fact-checking system,
FAKTA, using document retrieval from various me-

dia sources, evidence extraction and linguistic anal-
ysis. Dieu-Thu Le and Blessing (2016) used Con-
volutional Neural Networks for the task. Rob En-
nals and Rosario. (2010) developed another fact-
checking system, DisputeFinder, which works on
already verified claims. Ayush Patwari and Bagchi.
(2017) used LDA topic modeling, POS tuples and
Bag-of-Words as features and SVM is used for
clustering. Wang. (2017) and Nicole OBrien and
Boix. (2018), proposed different models to classify
factuality of claims aimed at only input claims and
their metadata.

3 Dataset

We carried out our experiments on the dataset of
the Fact Checking Master (Preslav Nakov and Mar-
tino., 2018) shared task, organized in CLEF-2018.
The dataset contains stated claims of the U.S. Pres-
idential debates (2016) with a total of 1,403 sen-
tences in the first Presidential debate and 1,303
sentences in the second Presidential debate. There
are four speakers - Holt (host of the first Presiden-
tial debate), Cooper (host of the second Presidential
debate), Hillary Clinton and Donald Trump. All
the claims made by Mr. Trump and Ms. Clinton in
these debates can be sensed manually since all of
the claims show some actions happened in the past,
or any comments or actions from the opponent in
the past. Observing the patterns, we analysed the
prominent features and developed our models.

4 Proposed Methodology

4.1 Claim Check-Worthiness Prediction

In the dataset, there are many statements which
should be prioritized to be fact-checked as claims.
We emply both supervised and unsupervised ap-
proach for this task.

4.1.1 Supervised Approach
We used modified Tf-Idf model with Gradient
Boosting classifier for the work. Term Frequency
(tf) measures how frequently a term occurs in a
document or text. Since every document is differ-
ent in length, it is possible that a term can appear
more frequently in the longer documents than in
the shorter ones. Thus, term frequency is normal-
ized by the document length, i.e., the total number
of terms in the document.

Idf is generally defined by the logarithm of the
ratio of total number of documents in the dataset
and the number of documents with that term in
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them. The idf calculation is modified in our model.
We have taken the statements from the data as docu-
ments in Tf calculation. The modified Idf is defined
as the logarithm of the ratio of total no. of doc-
uments (the explanations from the fact-checking
articles) and number of documents with the term
in them. In case of normal Tf-Idf count, the docu-
ments (or, sentences) used in both Tf and Idf belong
to the same article. But in our case, Tf count takes
the actual data but Idf count takes the fact-checking
news articles for consideration. The reason behind
this modification is to check word similarity be-
tween a claim and an explanation. The more the
similarity is, the more an explanation is related
to the claim. This process helps in background
knowledge training.

Modified Idf =

loge
Total no. of documents in thearticles

No. of documents with the term

But in case, if the term is not present in the
Fact-Checking articles, the Idf count is taken as 0.
Now the Tf and Idf is multiplied to calculate the
modified Tf-Idf count(feature model).

Modified Tf−Idf = Tf ∗Modified Idf (1)

Therefore we modify Tf-Idf in this way to build
a feature matrix which can help us to establish a
relation between the background articles and the
statements.

If the calculated Tf-Idf is a non-zero number,
then the term is present in the background article.
This increases the chance of the statement with the
term to be classified as a check-worthy claim as
it is related to one of the explanations present in
the articles. As this is a supervised approach, we
use the labels of our data. In the data, if the state-
ment is a check-worthy claim then it is assigned
to 1 or otherwise 0. The Tf-Idf feature model is
now fitted into Gradient Boosting classifier for final
classification.

4.1.2 Unsupervised Approach
In this approach, our main goal is to extract the
check-worthy claims from the debate dataset with-
out any labels. This approach can be used in future
to create new dataset related to claims from any de-
bates, conversations or interviews. Here we study
the data very carefully to understand the features
of check-worthy claims which are described below.

Features - Now an example of a claim is -
“Ford is leaving, you see that, their small car divi-
sion leaving, Thousands of jobs leaving Michigan,
leaving Ohio.”
In this case, ‘leave’ verb is in continuous tense,
and there are proper nouns like ‘Ford’, ‘Michigan’,
‘Ohio’. So the statements containing proper nouns
and continuous tense have a great chance to be
check-worthy claims.
“He approved NAFTA, which is the single worst
trade deal ever approved in this country.”
This is a claim made by Trump. The adjective
‘bad’ is in superlative form in this sentence, verb
‘approve’ is in past tense and a connective word
‘which’ is used here. Now if any person uses other
person’s statements in indirect speech with a con-
nective word, then there is a strong possibility that
the sentence is a check-worthy claim. Because the
person may change other’s statement in his own
way, and the statement should be checked whether
it was actually stated or not. Now if anyone says
- “Paolo Coelho said that he was the best writer of
the world.” This sentence is a claim indeed. Paolo
Coelho might say that he is one of the best writer
of the world, but the person distorted his statement.
So this type of claims are check-worthy.

Therefore with all these features, we have made
separate matrices and merged them all together.
This merged feature matrix is passed along with a
unsupervised machine learning algorithm called ’K-
means Clustering’ to create two clusters of check-
worthy claims and non-claims.

We have used these two approaches for the clas-
sification. Among them the supervised approach is
more suitable for our work, it gives better results
than the other. But the unsupervised approach can
help us to generate claim dataset without any labels.
But this model needs further modification.

4.2 Claim Verification

After extracting the check-worthy claims from the
dataset, we are now left with 17 and 16 claims for
the 1st and 2nd presidential debate respectively.
These claims now need to be checked for truthful-
ness by comparing with the existing fact-checking
articles. The second part of the dataset contains
labels of the claims according to their truthfulness.
There are 3 labels as True, False and Half-True.
So, the next task is to make a suitable model to
classify the check-worthy claims. Now this work
is divided into two parts, first part is the extraction
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of related explanations for all the claims and the
second part is to verify whether the claims are true
or not by comparing with the explanations. We
have used NBC news and Washington post fact-
checking articles to get the true explanations of the
check-worthy claims. They are described below.

4.2.1 Explanation Extraction
The first goal of this task is to find the proper ex-
planations of the claims. We have used Cosine
Similarity algorithm with the help of POS tags.

• POS tags - We compare each check-worthy
claim with all the explanations given in the
NBC news and Washington post articles. The
first step is to POS tag each sentence. Some
of the tags are given more importance than the
others. These are - nouns (proper nouns), nor-
mal pronouns and possessive pronouns, verbs
(past, continuous and participle tenses), adjec-
tives, adverbs and connectives (‘that’, ‘which’,
etc.). These tags increase the chance of get-
ting similar sentences. Therefore, all these
POS tags are taken into consideration and a
single feature matrix is formed by merging
them all together.

• Cosine Similarity - We compute cosine sim-
ilarity between combined POS tagged list of
each of the check-worthy claims and the com-
bined POS tagged list of each explanation of
the fact-checking articles. The maximum out-
put gives out the true explanation. Now the
true explanations are placed beside the claims
to check for the truthfulness.

4.2.2 Truthfulness Detection
The next task is to compare each check-worthy
claim with its explanation and verify whether the
claim is true or not. For this, we use sentiment
scores and then build a new hypothesis which is
used in the classification task.

Sentiment Score - We use VADER model
(Hutto, 2014) to get the sentiment scores. It calcu-
lates the positive, negative, neutral and compound
sentiment polarity for any sentence (in English
language). With the help of this model, we have
calculated the Sentiment Scores of each sentence,
separated out the compound scores to be more pre-
cise and then compared the scores of each claim
with its explanation. The compound score is cal-
culated as in Equation 2, where, a = (positive +

negative+ neutral) and α is a constant, say, t =
sentiment(claim)− sentiment(explanation).

Compound score =
a√

a2 + α
(2)

Now, this needs to be standardised further to get
the threshold value for every label (True, False and
Half-True). We have separated the claims from the
original dataset according to their labels. Then the
calculated t is placed accordingly, their means and
medians are calculated with respect to the labels.

Observing the results, we have chosen threshold
values for each label. The values are chosen as
given below.

If t ∈ [0.40,∞) , then the claim is True.

If t ∈ [0.20, 0.40) , then the claim is Half-True.

If t ∈ [−∞, 0.20) , then the claim is False.

We determine the threshold by calculating mean
and median of the variables, but if we look into
the scores, we can understand that the threshold
should work in right way. If any claim is false,
generally its explanation will carry negative words
like ’he didn’t’, ’it’s a lie’ etc. As we subtract the
sentiments, for false claims, it becomes negative.
And for true claims, the value is in positive range
and for half true it lies in between them. This is the
hypothesis we propose for claim verification.

This gives new labels for the claims. We have
compared them with the existing labels and got
reasonable scores for each label.

5 Results and Discussion

We calculate the values of accuracy, precision, re-
call and f-score for each model proposed in the
paper. Confusion matrices are also shown for re-
sult visualization for both the debate articles. All
the results are analysed below.

5.1 Claim Check-worthiness

We work on two dataset, 1st and 2nd US
presidential candidate debate articles. We
have used a modified version of Tf-Idf (a new
method we have proposed here) model to ex-
tract check-worthy claims. We have tested the
model with the original labels of the dataset
with the help of GBM classifier. The results
for both datasets are given in the table 1 and table 2.
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Figure 1: Confusion Matrix of 1st debate article results

Figure 2: Confusion Matrix of 2nd debate article re-
sults

Table 1: Results on 1st-Presidential Debate-

Model Accuracy Precision Recall F-Score
GBM 98.65% 98.66% 98.64% 98.42%

Table 2: Results on 2nd-Presidential Debate-

Model Accuracy Precision Recall F-Score
GBM 99% 99.01% 99% 98.86%

Now we can see that the results of both debates
are very good. The confusion matrices for the
models on 1st and 2nd dataset are shown in figure
1 and 2 respectively.

Now there arise some cases of wrong predictions.
A few check-worthy claims are present which can-
not be extracted by our model but most of the pre-
dictions are correct. But there are no such extracted
claims which are not originally check-worthy. Here
we can conclude that our model is giving a very
good performance for the check-worthiness prob-
lem. Although we will work on it for improvement.

5.2 Claim Verification

We have used some features like- POS tagging,
Cosine Similarity and Sentiment Score on the
extracted check-worthy claims to extract the true
explanations from the fact-checking articles and
verify the truthfulness of the claims. This approach
on both the debate articles has brought good
results for the labels - True and False. But for label
Half-True, for some ambiguity, the result is not so
good like the others. For this reason, the overall
result has decreased. The individual results for

each label and on a whole are shown below in the
table 3, 4, 5, 6.

Results on 1st-Presidential Debate

Table 3:
Accuracy Precision Recall F-score
64.705% 74.50% 64.70% 62.64%

Table 4:
True False Half-True

Accuracy 75% 88% 33.3%

Results on 2nd-Presidential Debate

Table 5:
Accuracy Precision Recall F-score

62.5% 67.05% 62.5% 61.25%

Table 6:
True False Half-True

Accuracy 50% 77.7% 33.3%

All the predictions of our model is discussed
and we realise that the models are facing some
difficulties to classify the class half true. But if the
half-true label is considered as false then the result
is fine. But we are working on the improvement of
this model for the particular class half true.

6 Conclusion and Future Work

The method which we use gives a very good re-
sult in check-worthiness classification, and the ap-
proach we propose here is a modified version of
Tf-Idf for using background fact checking article.
This can help us to do further research in back-
ground training. Other approach we have used is
unsupervised approach, where we studied every
feature very carefully and built a model. Though
this model needs further modification but it can be
used to generate new data on claims from any de-
bate, conversation or interview. So it can contribute
to the field of dataset creation. Now for Claim truth-
fulness, we first extracted the proper explanations
from the articles, then applied our own threshold
for classification. This approach works good for
the class true and false, but for half true, it needs
tuning and modification.

Further we can apply our modified Tf-Idf model
in other researchers’ works and check the efficiency.
The model and hypothesis for truthfulness verifica-
tion needs further improvement. We will try to add
deep learning methods also. It can be concluded
that our proposed model is very versatile and can
be used in other fields as well.
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