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Abstract

Parts of Speech (POS) tagging and Named
Entity Recognition (NER) on handwritten
document images can help in keyword de-
tection during document image process-
ing. In this paper, we propose an approach
to detect POS and Named Entity tags di-
rectly from offline handwritten document
images without explicit character/word
recognition. We observed that POS tag-
ging on handwritten text sequences in-
creases the predictability of named enti-
ties and also brings a linguistic aspect to
handwritten document analysis. As a pre-
processing step, the document image is bi-
narized and segmented into word images.
The proposed approach comprising of a
CNN-LSTM model, trained on word im-
age sequences produces encouraging re-
sults on challenging IAM dataset.

1 Introduction

Information extraction from handwritten docu-
ment images has numerous applications, espe-
cially in digitization of archived handwritten doc-
uments, assessing patient medical records and au-
tomated evaluation of student handwritten assess-
ments, to mention a few. Document categorization
and targeted information extraction from various
such sources can help in designing better search
and retrieval systems for handwritten document
images. Keyword spotting (Fischer et al., 2012)
is used for automatic document categorization by
detecting the keywords or named entities directly
on handwritten document images rather than tran-
scribing to text to find keywords.

Semantic annotation of handwritten documents,
especially spotting keywords using POS tags or
NER is relatively a newer problem with very few

works emerging on this front. In this paper, we at-
tempt to fill the gap by proposing an approach for
POS tagging and NER without handwriting tran-
scription. The contribution of this work is to show
generalization with a similar or improved perfor-
mance of a unified end-to-end model without sep-
arating the sequence of sub-processes involved,
thereby avoiding error propagation. Identifying
named entities using noun phrases from POS tags
can also be greatly helpful for keyword-based doc-
ument retrieval. Detecting named entities irre-
spective of its structural and positional character-
istics (eg. uppercase or lowercase letters) is an ad-
vantage of our approach. As a pre-processing step,
we choose a handwritten dataset with segmented
words and POS tag annotations. It helped us focus
only on the aspect of POS and named entity tag-
ging on handwritten word images rather than the
problem of word segmentation from handwritten
documents.

Related Works: Several state-of-the-art NER
techniques were published in the literature using
handcrafted features (Ritter et al., 2011; Lample
et al., 2016). Transcription based models such
as (Romero and Sánchez, 2013; Prasad et al.,
2018; Carbonell et al., 2018) trained Handwritten
Text Recognition (HTR) and NER jointly, to miti-
gate the disadvantage of errors in the first module
affecting the next. But in historical handwritten
documents, handwriting recognition struggles to
produce an accurate transcription thereby reduc-
ing the accuracy of the whole system. Adak et
al. (Adak et al., 2016) described an approach to di-
rectly detect the named entities from the document
images. They used handcrafted features from
document images with LSTM classifier, thereby
avoiding the transcription step. The method relies
on handcrafted features like identifying capital let-
ters to detect possible named entities.82



Figure 1: Example of POS and NE tagging on a sentence chosen from IAM handwritten dataset.

2 Our Approach

We hypothesize that, with sufficient handwritten
document data and pre-processing, a deep learning
model will be able to predict POS tags and named
entities despite the inherent complexity, without
the need for transcription.

2.1 Direct learning using synthetic dataset

Deep learning architectures need large datasets to
attain decent results on image recognition tasks
and finding sufficient handwritten document im-
ages is a challenging task. Hence we first trained
the model on synthetic handwritten word images.
We used a standard parts-of-speech dataset to cre-
ate a synthetic handwritten dataset using artifi-
cial fonts, as described in (Krishnan and Jawa-
har, 2016). We used the same font for each sen-
tence and sufficient data augmentation in the form
of noise, translation, and rotation to resemble a
large real handwritten dataset. Our assumption is
that, with sufficient data, a deep learning model
can generalize well on the end-to-end task with-
out breaking it into sub-tasks (Liu et al., 2016).
For POS tagging on handwritten text, our first step
was to choose a model trained on word spotting
in handwritten document images. The use of deep
learning architectures to capture spatial features of
word images is widely discussed in (Krishnan and
Jawahar, 2016; Krishnan et al., 2016). The au-
thors used HWNet architecture trained on 1 mil-
lion word image dataset to make it robust to most
handwriting variations. We initially used the pre-

trained model (HWNet) to extract the features of
synthetic handwritten words and, later fine-tuned
a separate neural net on these features to clas-
sify POS tags. We considered this model was
our baseline for the best performance that can be
achieved using a pre-trained model on handwrit-
ten word images. In our alternate training scheme,
we directly train a deep model on word images to
classify POS tags. We observed that the model
performance was similar to HWNet feature-based
model which affirmed our assumption that trans-
lation into text or feature extraction sub-tasks may
not be required for POS tagging on handwritten
word images.

2.2 POS Tagging and NER

The model trained on the synthetic dataset is fine-
tuned on a real handwritten dataset. We tested var-
ious architectures (CNN, CNN-LSTM) for both
POS tagging and NER on a challenging handwrit-
ten document dataset. Some of them are discussed
below.

Deep CNN model for POS tagging: Convo-
lutional Neural Nets (CNN) are good in captur-
ing the intricate details of images, hence making
the model stable to inconsistencies like noise and
translation (Krizhevsky et al., 2012). We trained a
ResNet (He et al., 2016) model with 35 layers (val-
idated empirically) on the synthetic dataset and
fine-tuned it on IAM dataset for POS tagging task.
The ResNet-35 ends with a softmax layer that out-
puts the probability distribution over the class la-83



bels (POS tags). We trained the model with cross-
entropy loss function to predict the class labels.

CNN-LSTM model for POS tagging: The
probability of a transition between words may de-
pend not only on the current observation, but also
on past and future observations, if available (Laf-
ferty et al., 2001). Since sentences in handwrit-
ten document images are word image sequences,
we next used a combination of ResNet (CNN) and
LSTM layers for training a POS tagging model
on sequential information. We appended two lay-
ers of LSTM after ResNet-35 blocks and con-
verted the input to LSTM as time distributed se-
quence. Different sequence lengths were tested on
POS tags (classes). We report the performance of
changing sequence lengths in the results section.

Named Entity Recognition: We adapt the sim-
ilar architectures (CNN, CNN+LSTM) for the
problem of NER. Here the underlying CNN ar-
chitecture is ResNet-35. However, neither of the
models had higher accuracy as noticed in similar
experiments reported in (Toledo et al., 2016). We
observed that named entities are related to posi-
tion and distribution of POS tags in a sentence. We
trained a multi-output classification network with
architecture similar to POS model, with an extra
branch of dense layers from the first fully con-
nected dense layer, for named entity prediction.
Hence the model now has an independent output
with loss calculated from two sets of classes. As
described in section 3.1, named entities have class
imbalance problem. This is one of the reasons for
choosing outputs separated by multiple dense lay-
ers rather than a common layer training for multi-
class classification. We initially trained the net-
work simultaneously for both POS and NER. We
observed that though POS prediction accuracy re-
mained the same as independent POS training,

Named Entities Tags
Date DATE
Geopolitical Entity GPE
Organization ORG
Person Name PERSON
Nationalities or Religious
or Political Groups

NORP

Unrelated OTHERS
Not an Entity –

Table 1: Named Entities used for our analysis.

NER training did not give encouraging results.
Hence we first trained the model (ResNet + LSTM
+ dense layers) for POS tagging by freezing the
dense layers of NER. After the network achieved
satisfactory accuracy on POS tagging, we froze the
POS part of the network - including the ResNet-
LSTM layers and trained just the dense layers of
NER. We used altered class weights to tackle the
class imbalance problem. This method improved
the accuracy of NER better than any of the meth-
ods we have tried earlier.

3 Experimental Results and Discussions

Dataset: We used two different datasets, for
training and fine-tuning the models. For train-
ing, a synthetic handwritten dataset was generated
from chunking dataset of CoNLL-2000 shared
task (Tjong Kim Sang and Buchholz, 2000), ran-
domly using some of the 100 publicly available
handwritten fonts (Krishnan and Jawahar, 2016).
The chunking dataset contains sentences aligned
with 211727 text tokens along with their POS tags
in a separate train and test text files. This dataset
was initially used for training and validation. The
model is further fine-tuned on IAM handwritten
dataset (Marti and Bunke, 2002). The IAM dataset
contains 1539 forms written by 657 authors. The
forms are further segmented into 115320 words
and are annotated with POS tags. Though IAM
dataset contains segmented lines and sentences,
they are not properly annotated with text accord-
ingly which makes it difficult to demarcate the
individual sentences accurately. Hence we sep-
arated sentences based on pre-defined sentence
rules based on words and cross-validated them us-
ing python based NLP tool named “Spacy”.

Since the IAM handwritten forms have tran-
scripts, the text was fed into the Spacy for generat-
ing the ground truth named entities. Spacy tagged
sentences with 17 different categories of named
entities. Though we restricted the classes to 6
named entities by choosing most recurrent tags,
there was a class-imbalance problem. The list of
tags used in this work is shown in Table 1. The un-
related entities occupied 92% of the NER classes.
The IAM dataset is available as train, validation1,
validation2, and test partitions. We used the train-
ing set to fine-tune our models and validated them
against validation1 and validation2 sets.84



Experiments Precision Recall F1-score
Neural Net trained on HWNet features - CoNLL-2000 dataset
synthetic images (POS tagging).

92.4 87.2 89.7

ResNet trained on - CoNLL-2000 dataset synthetic images (POS
tagging).

94.2 84.5 89

ResNet trained on - CoNLL-2000 dataset synthetic images and
fine-tuned on IAM dataset (POS tagging).

75.4 64.8 69.7

ResNet + LSTM trained on - CoNLL-2000 dataset synthetic im-
ages and fine-tuned on IAM dataset (POS tagging).

76.2 66.8 71.2

ResNet + LSTM trained on - CoNLL-2000 dataset synthetic im-
ages and fine-tuned on IAM dataset (NER).

74 64.1 68.7

Table 2: List of conducted experiments with precision, recall and F1-scores.

3.1 Results and Discussion

As a baseline on the synthetic dataset, we ini-
tially extracted HWNet features on word images
from the fully connected layer and trained a multi-
layered perceptron on 36 POS classes provided by
CoNLL-2000 dataset. The model achieved an F1-
score of 89.7. We then trained a 35 layer ResNet
model which achieved an F1-score of 89. This was
our initial experiment to prove that a model can be
trained to classify POS tags directly on handwrit-
ten word images, rather than feature based model
training.

POS tagging on IAM dataset: The ResNet
model trained and validated on the synthetic
CoNLL-2000 dataset is fined tuned on IAM
dataset. We initially trained directly on word
images to classify 58 POS tags without the se-
quence information. The architecture essentially
contained no LSTM layers. The ResNet model
achieved an F1-score of 69.7 on IAM test dataset.
We altered the architecture and dataset to include
sequence information. We replaced dense layers
succeeding the CNN layers with LSTM layers and
trained the model with varying sequence lengths
of 3, 64, 128 and 256 words. We observed that
ResNet-LSTM model trained on 128 word length
sequences performed best with an F1-score of 71.2
We attribute the decline of prediction accuracy on
IAM dataset compared to synthetic dataset due to
the following reasons. (i) Distortions in word im-
ages - We observed that most of the word images
are formed by concatenating individual characters.
(ii) Character distortions - characters such as ‘.’
and ‘,’ are displayed as ‘l’ in the dataset. (iii)
Proper nouns errors - proper nouns do not start
with capital letters. We also observed that 26% of

errors were due to the noun form of words (NN),
followed by adjectives (JJ) at 18% and conjunc-
tions (IN, TO) at 12%. Rest of the errors were due
to special characters, commas, and full stops.

NER on IAM dataset: Our models, training
methods and metrics are summarized in table 2.
We used class weights to bias the training towards
named entity tags other than “unrelated” class,
to handle class imbalance problem. We initially
trained IAM dataset words for two tasks in parallel
using the architecture described in section 2.2. But
the accuracy of such model was low on NER task.
Our first observation was that the errors caused by
class imbalance were propagated back to the com-
plete model which impacted the performance of
both POS tagging and NER as well. Hence we
first trained the model on POS tagging by freez-
ing the NER layers, then we froze the layers for
POS tagging and trained the model on NER. Af-
ter 20 epochs, we fine-tuned the whole model fur-
ther using very low learning rate for 10 epochs.
The ResNet-LSTM model gave F1-score of 68.7
on NER on handwritten text.

4 Conclusion

A POS tagger and named entity recognizer for of-
fline handwritten unstructured documents, without
employing a character/word recognizer and an in-
dependent linguistic model, is presented in this pa-
per. Experiments conducted on IAM dataset have
resulted in an average F1-score of 71% on POS
tagging and 68% on NER task. The proposed
method is expected to work in other languages as
well since our method deals with the linguistic as-
pect of handwritten documents where POS tags
are identified first and then the NER.85
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