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Abstract

A new system for statistical natural language translation for languages with similar grammar is introduced. Specificdily Lisea

with Romanic Languages, such as French, Spanish or Catalan. The statistical translation uses two sources of informadige: a lang
model and a translation model. The language model used is a standard trigram model. A new approach is defined in the translatio
model. The two main properties of the translation model are: the translationifptiesadre computed bew#en groups of words and

the alignment between those groups is monotone. That is, the order between the word groups in the source sentenceitistcenserved
target sentence. Once, the translation model has been defined, we present an algorithm to infer its parameters fromgiaiing sa
The translation process is carried out with an efficient algorithm based on stack-decoding. Finally, we present some rtesofkatio

from Catalan to Spanish and compare our model with other conventional models.
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The results obtained indicate that monotone
Introduction translations for Catalan to Spanish, Spanish to Catalan,

Statistical methods have proven to be valuable in taslgnd French to Spanish are always correct. However,

such as automatic speech recognition and natural Iangu% gogongsgzrje_‘%oenfeémg s?wgivnelzhtht:t féegg:te?\?esngh t
processing (Bahl, 1983), and they present a ne ys P .

opportunity for automatic translation. However, currentof 400 sentences could not be translated with complete
ccuracy (containing small grammatical errors).

results in automatic translation are far from satisfactor onclusion: Despite the small number of not completel
(Onaizan et al., 1999; Tomas & Casacuberta 1999). . P . pletely
correct translated sentence in French, translating the

We present an approach that attempts to applianguages tested using monotone translation is feasible.
Statistical Machine Translation two similar languages

such as Spanish and Catalan. We think that approach .is
also applicable to other pairs of Romanic Ianguag(ﬁ _
(French, ltalian, Portuguese, etc.). Romanic languag e translation probab_|l|t|es are_calculated between groups
allow for great flexibility in the word ordering a sentence.0f words and the _ah_gnment Is monotone constrained.
This feature is especially found in Spanish where almosptheér works use similar approaches. In (Vogel et al.,
any order of the sentence components can be correct. Fhp26) the concept of monotone alignment is used to

example, there are dozens of ways in which the fisfProve the search. Alignment models based on word
sentence can be expressed:

groups are introduced in (Epstein et al., 1996; Och et al.,
1999; Wang & Waibel, 1997). But, unlike our approach,

Se requerird una accion de la Comunidad para la puesta en practithe |exical model is based on word-to-word
Una accion se requerird de la Comunidad para la puesta en précti%rrespondence_

Se requerird de la Comunidad una accién para la puesta en practica
De la Comunidad se requerira una accion parala puesta en practica The organization of the paper is as follows. First we
Para la puesta en practica se requerird una accién de la Comunidff\gview the statistical approach to machine translation.
It is true that the order in which a Spanish sentence i§econd, we '””09"406 our new franslation model. Then,
pyve show the training procedure and propose a search

written can have slight differences in meaning, mainly Ltrateav based on stack decoding. Finally. we report some
emphasizing certain elements in the sentence; gy 9. Y, P

Nevertheless, these nuances are not significant to the tagkPelimental results and compare our models with other
we are attempting to carry out. conventional models. The system was tested translating a

) newspaper from to Catalan into Spanish.
The translation model we present stars from the

following assumption “It is possible to translate a Stochastic Translation.

sentence written in one Romanic language to anothelrh | of istical lation i | .
Romanic language by translating word groups in a '€ goia or statistical rt]fa”]f‘ atflon Is to translate a given
monotone way. source language senterfce f; .fy, to a target sentenee

To determine whether this statement was meaningfu%el 8¢ The methodology used (Brown et al, 1993), is

We are interested in taking advantage of this property
our translation model. The two main contributions are:

we performed the following test: A set of 400 sentence ased on t_h_e definition Qf a fun_ction el that_ returns
was selected at random from different sources in thref® Probability of translating the input sentefidato the
different Romanic languages- Spanish, Catalan angutput sentence. Once this function is estimated, the
French. A human translator attempted to do monotonBrOb_ler_n canhbe formulgll_ted to cc]zmpute a Se”‘mt
translations groups of five, or less than five, words inmaX|m,|z§s the probability Fe() for a givenf. Using
order to determine whether it was possible to do th&aYes' theorem, we can write:

translation in a monotone way.



e An output language model is needed to distinguish
valid sentences from invalid sentences in the target
_ Pr@Pr( [e) language, PH).
Pree(f) TP (1) . Atranslation model, Peff) must be defined.

e An algorithm must be designed to search for the
sentencee that maximizes this product. The search
must be fast and efficient, even at the risk of a
suboptimal result.

And therefore, statistical translation can be presented as:

e'=argmaxPre) Pr(f |€) ) This approach is very similar to the one used in speech
recognition, so we will use many of the techniques which
J1ave been developed in this area to solve text translation

Equation (2) summarizes the three following matter: broblems (Jelinek, 1976).

to be solved:
Se requerira una accion dela Comunidad parala puesta en practica
E necessaria umaacgdo  por parte da Comunidade para pdér plenamente em pratica
Sara necessaria un‘azione  della Comunita  per dare piena attuazione
Une action est nécessaire au niveau communautaire afin de  mettre pleinementen ceuvre
Action is required by the Community  in order to implement fully
Figure 1: Sentence written in five different languages
alignment is monotone, thus, the word gréufs aligned
Translation Model with the word groupr ;, with i =1...f].
We now propose our translation model. The principal
innovation of the model is that we try to calculate the Pr( |e)=z Pr¢,a|e)=
translation probabilities of word groups rather than of 7l
only single words. Figure 1 shows the same sentence P (F a
written in five different languages. = Z Z r | ) (4)
ée=e f:1
As can be seen from this example, we join groups of lg=f|

words that are translated together in a natural way. The

other property of our translation model is that the Tg calculate the probability of each alignment we use
alignment between the word groups is monotongne following expression:

constrained. In the example, we can observe how the first

three sentences are monotone translated. M
To reduce the model’s parameters, we do not consider Pr(f |&) = |_1| t(fi |é|) (5)
all possible groups of adjacent words as a word group. =

Previously, we use an algorithm to identify word groups

in a parallel corpus (see below section). Let E be the where the parameter #( &) estimates the probability
union of the set of word groups obtained as the output dhat the word groupf , be translated to the word groép
this algorithm, the individual words and the empty wordThere are the only parameters of our model.

(&) all of which are from the target language. Each

element of EE, can be expressed as a sequence of words

é.,....8¢. The sentencee can be expressed as a Training

concatenation of elements of E. We dendtet, &..84  \ye obtain the parameters of our translation model by
(&UE), as a possible breakdown@fising word groups of using a training set of parallel sentences (Brown et al,
E. 1993). To simplify the notation, we consider only one
parallel sentence. In the training procedure, we need to
S L, = maximize:

®)

é=¢8 6, ...é|é| :éll...(3,-1|é1|(3,-21...é2|é2|

=€8e,..eq=€ W

. . o . |_|t(fi 18) (6)
Similar definitions can be made withand f in the =il

source language.

Pr |€‘):Z )
g

i
I

Now we can estimate the translation probability as the
addition of all possible alignments betweemandf. We
define an alignmenta, betweere andf, as the tuple § R
f } with & being a possible breakdownein word groups Zt(f 8=1 @
of E; and withf being a possible breakdownfoih word
groups of F; with the restriction that the numbers of word

groups iné should be identical td . We assume the  To maximize this function, Lagrange multipliérsare
introduced in the auxiliary functiom

subject to the constraints that hold for eéch



Search
B The aim of search is to find an approximation to sentence

h(t,») = Z |_|t(fAi |§)_Z7vé(zt(f|é)—]) (8) e that maximizes the product BJPr(fle). The search
53 e f

€& fif=, 1=l algorithm is a crucial part in statistical machine
&= translation. Its performance directly affects the quality and
We now calculate the partial derivative bfwith  efficiency of translation (Wang & Waibel, 1998). In this
respect ta( f |&): section, we present a search algorithm based on stack-

decoding. This algorithm obtains the translation of

oh A . maximum probability in a few seconds.
at(f E —Z Z Zé(f f)o@a)(f|6-] The basic stack-decoding algorithm (Wang & Waibel,
e'eceflé‘;?l’ = 1997) consists of an iterative process: We have a set of
" partial translation hypotheses comprised of a source
& - sentence prefix sentence. We associate a score for each
I(_lt(fk |ék)_Aé 9 hypothesis according to the language model and the
=1 translation model. In each iteration, we select the

hypothesis which has the highest score for extension. If

where & is the Kronecker delta function, which is the score of is lower than a threshold, we extend the
equal to one when both of its arguments are the same angpothesis by adding a new word group to the right. The
which is equal to zero otherwise. If we equate this partighrocess continues until there are not more sentences to

derivative to zero the following equation is obtained: extend. Then the complete hypothesis with the highest
score is selected as output.
4 g - . . .
Flay—) L £ £F In our implementation, a partial hypothesis was
t(f19=A Z f; Elt(fl Ié| )Zlé(f’fi)é(ee) (10)  defined as the triplentk e;..ex, g). mkwas the number of
eee af] = = words in the source sentence that was being considered.

..ex was the translation prefix, arglwas the score of
e hypothesis (g=Re{..e)Pr(fi..fmle1..€x)). For a better
erformance, a separate stack was used for each

(Brown et al, 1993). We chose as initials values fol ypothesis source sentence length. We stored a hypothesis
t(f[8), 1/“5 . We can calculate equation 10, using arin @ different stack according to the valuex® Thus, we

efficient algorithm based on dynamic programming. gﬁg\?vet?]eths% as:ggl:gr;t:m]t;sred from OftoFollowing, we

_The parameters that we are interested in estimatin
t(f |€)) appear on both sides of equation 10. Thus, w
need to use the EM algorithm in an iterative procedur

Identifying Word Groups.

In recent years, some works have been presented tp
identify word groups in bilingual corpora (Maynard &
Ananiadou, 1999; Ahrenberg et al., 1997; Och & Weber,
1998). Our approach to this problem is simple but
efficient. We have taken advantage of the fact that almost
all of sentence pairs of our corpus had been sequentially
translated.

Initialize the stack 0 with a null hypothesis
Repeat as long as there are hypotheses to expand
For each stack from O fi¢-1 do
Pop the hypothesis with the highest score
If score > threshold of the stack
Extend the hypothesis
If a new complete hypothesis has been creatged,
Recalculate the stack thresholds
We take a sentence pair from the training set, and wg The highest score hypothesis of stéifls [the output
attempt to find the best sequential alignmerar(df), that
minimizes equation 4. At this point, we do not have the Figure 2: Stack-decoding search algorithm
parameters of our model. Thus, we need to redefine
equation 5. Model 1 presented in (Brown et al, 1993) iShreshold computing.
used for this purpose:

For each stack, we have a threshold that has been utilised
as a pruning criterium. A hypothesis which has a score,

g which is lower than the threshold of its stack, is
Pr(f | & = rj Phiawa(f | &) (12) _elim!nated. At the beginning, all threshold_s are set to
1= infinite. When a new complete hypothesis has been

fl e generated, if its score is greater than the best one so far,
Pro (fle) = tf. |e) 13 then, the thresholds are recalculated. The new threshold of
iem-1(f] € & (13) 3 stacki is obtained dividing the score of the new best
translation by the valueys The value Sestimates the
maximum probability contribution of a suffix ¢fwords

Where,(fjle) are the conventional lexical parametersin any source sentence. These parameters can be pre-
of model 1. Once, we have the best monotone alignment, | iated with a parallel training set.

of the sentence pair, we add all the groups of more than ] _

one word iné to E. The groups of more than one word in ~ The sequential nature of a translation model make the

f are added tb. If a word group is detected less than tenuse of a dynamic programming search algorithm

times, it is erased. (Tillmann et al, 1997; Garcia-Varea et al, 1998). We are
interested in exploring this possibility in future work.



Evaluation MonWG IBM-2
In order to evaluate our model, we carried out some t( del, |del) =0.79 t(del|del) =0.70
experiments. We used the corpus “El Periédico” obtained t(del|del) =0.18 ( (?e |del) =0.11
from the electronic edition of a general newspaper t(I' |del) =0.12

published daily in Catalan and Spanish.

Table 2 Translation probabilities for “del” word.

The training corpus was made up of 10 months of the
newspaper. We detected some kinds of words with special To evaluate our translation system, we obtained 221
properties. If we considered a word was a number, afandom sentences in Spanish, with a mean sentence length

abbreviation,

an acronym or

a proper

name,

Wef 14 words. These sentences were extracted from the

substituted this word with a corresponding label. If a wordsame corpus, but they were not sentences that we trained
appeared less than 30 times, it was replaced by théh A total of 177 correct translations were obtained.

$unknown label.

Figure 3 presents some statisticalraple 3 shows more details about the results and

information about the corpus after the pre-processingompares our system with the model IBM-2 and a rule-

phase. based commercial system (SALT-2).
Spanish | Catalan For the evaluation of the translation quality we used
Number of sentences 643.961 the automatically computable Wo_rd Error Rate (WER)
Number of running word$ 7,180,186 7 435 016 and the manually computable Subjective Word_ Error Rate
Vocabulary size . ’44 ,006 ’38 ’105 (SWER). The WER corresponds to the edit distance
y ! d between the produced translation and a predefined
Number of$unknown 0.097%  0.088% reference translation (Och et al., 1999). The SWER

corresponds to the minimum edit distance between the
produced translation and any correct translation. The
concept of correct translation is subjective, therefore a

) person has to calculate this measure.
To learn the language model, we obtained a set of

850,521 Spanish sentences. We selected the trigram In some cases, the WER measure does not reflect
model for the system. properly the quality of the translations results. Table 3
. o . show no so good WER results for SALT-2. A closer look

Table 2 shows the translation probabilities obtainedy S| T-2 translated sentences will show that most of the

for the Spanish word ‘del’ in our model (MonWG) and in getected error words will come from translated sentences
the second translation model (IBM-2) present at (Brownyifferent from the reference translation but with correct
etal, 1993). grammatically and meaning. In order to overcome the
limitations of the WER measure, we introduce the SWER

Table 1: Statistical information of the selected
sentences from the “El periodico” corpus.

measure.
correct incorrect  translation
System WER SWER sentence  sentence speed
translation translation  (words/min.)
MonWG 12.4% 1.6% 80.1% 19.4% 56
IBM-2 22.3% 3.0% 72.5% 27.5% 0.8
SALT-2 20.0% 1.5% 81.4% 18.6% 290

Table 3: Sentence Translation Results. MonWG: our system. IBM-2: the second translation model
present at (Brown et al, 1993) (one-stack stack-decoding algorithm is used in search
(Wang & Waibel, 1997)). SALT-2: rule-based commercial system.

e = d’ altrabanda , esvaquedar dels primers
| (. | |
f = por otro lado se quedod de los primeros
Pr(flea)= 0.85 0.97 - 0.88 0.97 - 0.93 =0.66

Table 4: Example of computing probability alignment in MonWG.



Formas y Analisis de Imagenes, vol. 1, (pp.103--110),
Conclusions Bilbao, Spain.

A system for machine translation between the Spanish an\éogel, S., Ney, H. & Tillmann, C. (1996) HMM-Based

Catalan languages has been presented. Al componentsword Alignment in Statistical Translation. International

were inferred automatically from training pairs. For the gzgferggcgnﬁg gﬁ%peu;fntgﬂal Linguistics, (pp. 836--
language model, we used a conventional trigram mode h )I’:J pT'II gen, C & N' H. (1999) |

For the translation, we presented a new model based e, FJd., dlimann, L. & ey, H. (. ) mprove
the sequential translation of word groups. A maximum “\ignment Models for Statistical Machine Translation.
likelihood estimation criterium was used for training the 1 Proc. Of the Joint SIGDAT Conf. On Empirical
models. A Stack-Decoding algorithm was used for Methods in Natural Language Processing and Very
searching. These techniques were tested on the “El Iﬁzrr?(el\(/ligrpggi(pp- 20--28), Univ. of Maryland, Colege
Periodico” corpus. Finally, we presented the performanc ’ ’ :

results of the system and compared with otherg)Ch’ F.J. & Weber H. (1998) Improve Statistical Natural
translations models Language Translation with Categories and Rules. in

Proc. 35' Ann. Conf. Assoc. Computational Linguistics
In the future, we are interested in the exploration of (pp. 985--989) Montreal, Canada.
new approaches that lead to more correct translationSillermann, C., Vogel, S., Ney, H. & Zubiaga, A. (1997)
This future works should include more complex alignment A DP based Search Using Monotone Alignments in
translation models and others search algorithms. Statistical Translation. Proc. of the™®&nnual Conf.
Furthermore, we are interested in testing our translation Assoc. Computational Linguistics, Madrid, Spain, (pp.

model with others Romanic languages. 289--296).
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