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The r-th CNN filter for the i-th word in layer l 

Aspect Extraction is an important task in 
fine-grained sentiment analysis. We 
propose a simple and fast approach 
without using any sophisticated features 
and models. 
The contributions are in 2 folds: 
Double embedding: we use two types of 
pre-trained embeddings for aspect 
extraction: general purpose embeddings 
and domain specific embeddings. 
CNN: we use CNN for sequence labeling, 
which is parallel and faster than serial 
LSTM. We adapt CNN (e.g., drop max-
pooling layer) to get better results.


