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Preface

We are happy to publish this volume that contains the papers presented at the 9th Workshop on Asian
Language Resources hosted by the Asian Federation of Natural Language Processing, held in conjunction
with the International Joint Conference on Natural Language Processing (IJCNLP 2011) in November
12-13, 2011 in Chiang Mai. The workshop and, needless to say, this volume intend to highlight
the continually increasing as well as diversified efforts in Asia to build multilingual and multi-modal
language resources and their applications through the use of ICTs. Corollary to these thriving endeavors,
there is also a need for international standards within the region. Thus, the workshop on its second day is
held in cooperation with ISO/TC37/SC4, which develops international standards for language resources
management.

All papers submitted for presentation went through a double blind-review process and were evaluated
by two or three members of the program committee. Twelve of the submitted papers (or 71 percent)
were chosen for presentation at the conference, which are published in this volume. We want to thank
all those who submitted papers for review and those who provided manuscripts for publication in these
proceedings. We also want to give special thanks to the effort and hard work of our reviewers, whose
commitment reflects their dedication to the growth of NLP in the region.

Rachel Edita O. Roxas (Chair)
Sarmad Hussain (Co-Chair)
Key-Sun Choi (Co-Chair)
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Abstract 

 

Language resources are really much required for understanding and modeling the language in the present 

approaches. The language that has a rich language resource gains a big benefit in making a big advance 

in language processing. On the other hand, the less resource language is struggling with preparing a large 

enough language resource such as raw text or annotated corpora. It is a labor intensive and time consum-

ing task. Moreover, computerization of the text is another non-trivial effort. There needs a supportive 

computing environment in inputting, encoding, retrieving, analysis, etc.. Learning from the rich resource 

languages, we gradually collecting the resource and preparing the necessary tools. Through many efforts 

in the recent years, we can see some significant outcomes from PAN localization project (2004-2007, 

2007-2101, http://www.panl10n.net/), ADD (2006-2010, http://www.tcllab.org/), Asian WordNet 

(http://asianwordnet.org/), Hindi WordNet (http://www.cfilt.iitb.ac.in/wordnet/webhwn/), BEST (since 

2009, Thai Word Segmentation Software Contest, http://thailang.nectec.or.th/ 

best/) and many NLP summer schools. The activities gain a big potential in leveraging the NLP tools de-

velopment and research personnel development. It results in a big growth of Asian language resource de-

velopment and research. With the spirit of sharing on social networking, the resources can efficiently be 

developed to a satisfied amount in a reasonable time scale. Asian WordNet is an example of developing a 

set of 13 languages of Wordnet connected via Princeton WordNet. Thai WordNet is open for online col-

laborative development. About 70K synsets and 80K words of Thai WordNet are available online. Thai-

Lao conversion is an approach to exhibit the advantage in utilization of language similarity to increase 

the other language resource. Lao WordNet is created by converting from Thai WordNet by using the 

phoneme transfer approach. Taking the advantage of language similarity, the language corpus can be ob-

tained by a quick conversion rule. In this case, the study of direct transfer is much more efficient than 

creating from the scratch. Currently, most of the above mentioned results are open to public for at least 

research purpose. However, more and more language resources are still needed to improve the language 

processing. The possible of online collaborative development and sharing is a key factor in the language 

resource development. 
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Abstract 

 

This document outlines the use of Language 

Tool for a Tagalog Grammar Checker. Lan-

guage Tool is an open-source rule-based en-

gine that offers grammar and style checking 

functionalities. The details of the various lin-

guistic resource requirements of Language 

Tool for the Tagalog language are outlined and 

discussed. These are the tagger dictionary and 

the rule file that use the notation of Language 

Tool. The expressive power of Language 

Tool’s notation is analyzed and checked if 

Tagalog linguistic phenomena are captured or 

not. The system was tested using a collection 

of sentences and these are the results: 91% 

precision rate, 51% recall rate, 83% accuracy 

rate. 

1 Credits 

LanguageTool was developed by Naber (2003). 

It can run as a stand-alone program and as an 

extension for OpenOffice.Org
1
 and LibreOffice

2
. 

LanguageTool is distributed through Language-

Tool’s website: http://www.languagetool.org/. 

2 Introduction 

LanguageTool is an open-source style and 

grammar checker that follows a manual-based 

rule-creation approach. 

LanguageTool utilizes rules stored in an xml 

file to analyze and check text input. The text in-

put is separated into sentences, each sentence is 

separated into words, and each word is assigned 

                                                 
1 OpenOffice.Org is available at http://www.openoffice.org/ 

2 LibreOffice is available at http://www.libreoffice.org/ 

a part-of-speech tag based on the declarations in 

the Tagger Dictionary. The words and their part-

of-speech are used to check for patterns that 

match those declared in the rule file. If there is a 

pattern match, an error message is shown to the 

user. Currently, LanguageTool supports Belaru-

sian, Catalan, Danish, Dutch, English, Esperanto, 

French, Galician, Icelandic, Italian, Lithuanian, 

Malayalam, Polish, Romanian, Russian, Slovak, 

Slovenian, Spanish, Swedish, and Ukrainian to a 

certain degree. 

Tagalog is the basis for the Filipino language, 

the official language of the Philippines. Accord-

ing to a data collected by Cheng et al. (2009), 

there are 22,000,000 native speakers of Tagalog. 

This makes it the highest in the country, fol-

lowed by Cebuano with 20,000,000 native 

speakers. Tagalog is very rich in morphology, 

Ramos (1971) stated that Tagalog words are 

normally composed of root words and affixes. 

Dimalen and Dimalen (2007) described Tagalog 

as a language with “high degree of inflection”. 

Jasa et al. (2007) stated that the number of 

available Tagalog grammar checkers is limited. 

Tagalog is a very rich language and Language-

Tool is a flexible language. The development of 

Tagalog support for LanguageTool provides a 

readily-available Tagalog grammar checker that 

can be easily updated. 

3 Related Works 

Ang et al. (2002) developed a semantic analyzer 

that has the capability to check semantic rela-

tionships in a Tagalog sentence. Jasa et al. (2007) 

and Dimalen and Dimalen (2007) both developed 

syntax-based Filipino grammar checker exten-

sions for OpenOffice.Org Writer. In syntax-

based grammar checkers, error-checking is based 

on the parser. An input is considered correct if 
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parsing succeeds, erroneous if parsing fails. Na-

ber (2003) explained that syntax-based grammar 

checkers need a complete grammar to function. 

Erroneous sentences that are not covered by the 

grammar can be flagged as error-free input. 

4 LanguageTool Resources 

Discussed here are the different language re-

sources required by the tool. The notations, for-

mats, and acquisition of resources are outlined 

and discussed. 

4.1 Tagger Dictionary 

Language Tool utilizes a dictionary file, called 

the Tagger Dictionary. The tagger dictionary, 

which contains word declarations, is utilized in 

pattern matching to identify and tag words with 

their part-of-speech. 

The tagger dictionary can be a txt file, a dict 

file, or an FSA-encoded
3
 dict file. The tagger 

dictionary contains three columns, separated by a 

tag. The first column is the inflected form. The 

second column is the base form. The third col-

umn is the part-of-speech tag. The format for the 

Tagalog tagger dictionary follows the three-

column format. The first column is the inflected 

form, which could contain ligatures. The second 

column is similar to the first column, except that 

ligatures were omitted. This serves as the base 

form. The third column is the proposed tag, 

which is composed of the part-of-speech or POS 

of the word and the corresponding attribute-value 

pair, separated by a white space character. This 

serves as the POS tag. Figure 1 shows a sample 

declaration from the Tagalog tagger dictionary. 

 

 
Figure 1. Tagalog Tagger Dictionary Example 

Declarations 

 

Evaluation and test data from different re-

searches on Tagalog POS Tagging (Bonus, 2004; 

Cheng and Rabo, 2006; Miguel and Roxas, 

2007) were used to come up with almost 8,000 

                                                 
3 FSA stands for Finite State Automata. Morfologik was 

used to build the binary automata. Morfologik is available at 

http://sourceforge.net/projects/morfologik/files/morfologik-

stemming/ 

word declarations for the Tagalog Tagger Dic-

tionary. 

4.2 Tagset for the Tagger Dictionary 

A tagset for the Tagalog tagger dictionary is pro-

posed. The tagset is based on the tagset devel-

oped by Rabo and Cheng (2006) and the modifi-

cations by Miguel and Roxas (2007). The discus-

sions on Tagalog affixation (1971) and case sys-

tem of Tagalog verbs (1973) by Ramos, verb 

aspect and verb focus by Cena and Ramos 

(1990), different Tagalog part-of-speech by Cu-

bar and Cubar (1994), and inventory of verbal 

affixes by Otanes and Schachter (1972) were 

taken into account. 

Table 1 shows the proposed noun tags. Nouns 

were classified into proper nouns, common 

nouns, and abbreviations. Kroeger (1993) ex-

plained that the determiners used for proper 

nouns and common nouns are different to a cer-

tain degree. 

 

NOUN: [tag] [semantic class] 

Tag  

NPRO Proper Noun 

NCOM Common Noun 

NABB Abbreviation 

Table 1. Noun Tags 

 

Table 2  shows the proposed pronoun tags. 

Grammatical person and plurality attribute were 

added to aid in distinguishing different types of 

pronouns. 

 

PRONOUN: [tag] [grammatical person] 

[plurality] 

Tag  

PANP “ang” Pronouns 

PNGP “ng” Pronouns 

PSAP “sa” Pronouns 

PAND “ang” Demonstratives 

PNGD “ng” Demonstratives 

PSAD “sa” Demonstratives 

PFOP Found Pronouns 

PINP Interrogative Pronouns 

PCOP Comparison Pronouns 

PIDP Indefinite Pronouns 

POTH Other 

Grammatical 

Person 

 

ST 1
st
 person 

ND 2
nd

 person 

RD 3
rd

 person 

NU Null 

doktor doktor NCOM 

ako ako PANP ST S 

kumakain kumakain VACF IN 

nasa nasa PRLO 

mga mga DECP 

hoy hoy INTR 
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Plurality  

S Singular 

P Plural 

B Both 

Table 2. Pronoun Tags 

 

Table 3 shows the proposed verb tags. Verb 

focus and verb aspect were added. The verb fo-

cus can indicate the thematic role the subject is 

taking. This is useful for future works. 

 

VERB: [focus] [aspect] 

Focus  

VACF Actor Focus 

VOBF Object / Goal Focus 

VBEF Benefactive Focus 

VLOF Locative Focus 

VINF Instrument Focus 

VOTF Other 

Aspect  

NE Neutral 

CM Completed 

IN Incompleted 

CN Contemplated 

RC Recently Completed 

OT Other 

Table 3. Verb Tags 

 

Table 4 shows the proposed adjective tags. 

Plurality was added to handle number agreement. 

Kroeger (1993) stated that if the plurality of the 

nominative argument does not match the plural-

ity of the adjective or the predicate, the sentence 

considered ungrammatical. 

 

ADJECTIVE: [tag] [plurality] 

Tag  

ADMO Modifier 

ADCO Comparative 

ADSU Superlative 

ADNU Numeral 

ADUN Unaffixated 

ADOT Other 

Plurality  

S Singular 

P Plural 

N Null 

Table 4. Adjective Tags 

 

Table 5 shows the proposed adverb tags. An 

additional attribute was added to distinguish the 

POS of the word being modified. Ramos (1971) 

stated that adverbs in Tagalog can modify verbs, 

adjectives, and other adverbs. 

 

ADVERB: [tag] [modifies] 

Tag  

AVMA Manner 

AVNU Numeral 

AVDE Definite 

AVEO Comparison, group I 

AVET Comparison, group II 

AVCO Comparative, group I 

AVCT Comparative, group II 

AVSO Superlative, group I 

AVST Superlative, group II 

AVSC Slight comparison 

AVAY Agree (Panang-ayon) 

AVGI Disagree (Pananggi) 

AVAG Possibility (Pang-agam) 

AVPA Frequency (Pamanahon) 

AVOT Other 

Modifies  

VE Verb 

AD Adjective 

AV Adverb 

AL Applicable to All 

Table 5. Adverb Tags 

 

Conjunctions, prepositions, determiners, inter-

jections, ligatures, particles, enclitic, punctua-

tion, and auxiliary words are also part of the pro-

posed tagset. These tags however, do not contain 

additional properties or corresponding attribute-

value pairs. Overall, the tagset has a total of 87 

tags from 14 POS and lexical categories. 

4.3 Rule File 

The rule file is an xml file used to check errors in 

a sentence. If a pattern declared in the rule 

matches the input sentence, an error is shown to 

the user. 

The rule file, case insensitive by default, is 

composed of several rule categories which may 

cover but is not limited to spelling, grammar, 

style, and punctuation errors. Each rule category 

is composed of one or more rules or rule groups. 

Each rule is composed of different elements and 

attributes. The three basic elements a rule has are 

pattern, message, and example. The pattern ele-

ment is where the error to be matched is de-

clared. The message element is where the feed-

back and suggestion, if applicable, is declared. 

The example element is where incorrect and cor-

rect examples are declared. Figure 2 shows a 

pseudocode that describes what happens in the 

event a pattern is matched and Figure 3 shows an 

example rule in the Tagalog rule file. 
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Figure 2. Pseudocode 

 

 
Figure 3. Rule File Declaration for “ang ang” 

word repetition 

 

Pattern matching can utilize tokens, POS tags, 

and a combination of both to properly capture 

errors. Regular expressions
4

 are also used to 

simplify or merge several rules. Figure 4 shows 

different examples of using regular expression. 

Different methods of pattern-matching explained 

in LanguageTool’s website are shown in Figure 

5. It should be noted that if a particular error is 

not covered by the tagger dictionary and the rule 

file, the error will not be detected. 

 

 

                                                 
4 Standard Regular Expression Engine of Java. Described at: 

http://download.oracle.com/javase/1,5.0/docs/api/java/util/r

egex/Pattern.html 

 
Figure 4. Regular expression usage 

 

 
Figure 5. Different methods of pattern-matching 

described in LangaugeTool’s website 

 

The following resources were used as basis in 

developing rules: Makabagong Balarila ng Pili-

pino (Ramos, 1971), Writing Filipino Gramamar: 

Traditions and Trends (Cubar and Cubar, 1994), 

Modern Tagalog: Grammatical Explanations and 

Exercises for Non-native Speakers (Cena and 

Ramos, 1990), Tagalog Reference Grammar 

(Otanes and Schachter, 1972) and Phrase Struc-

ture and Grammatical Relations in Tagalog 

(Kroeger, 1993). 

5 Tagalog Grammar Checking 

Errors are classified into three types: wrong 

word, missing word, and transposition of words. 

This section discusses the different types of er-

rors and the corresponding method for capturing 

these errors. Figure 6 shows a pseudocode ex-

plaining how an error is classified. 

 

ding? = din or ding 

ring? = rin or ring 

.*[aeiou] = any word that ends in a vowel 

.*[bcdfghjklmnpqrstvwxyz] = any word that 

ends in a consonant 

if(pattern in rule file = pattern in input) { 

 mark error; 

 show feedback; 

 provide suggestions if applicable; 

} 

<token bla="x">think</token> 

matches the word “think” 

 

<token regexp="yes">think|say</token> 

matches the regular expression think|say, i.e. 

the word “think” or “say” 

 

<token postag="VB" /> 

<token>house</token> 

matches a base form verb followed by the 

word house. 

 

<token>cause</token> <token regexp="yes" 

negate="yes">and|to</token> 

matches the word “cause” followed by any 

word that is not “and” or “to” 

 

<token postag="SENT_START" /> <to-

ken>foobar</token> 

matches the word “foobar” only at the begin-

ning of a sentence 

<rule id="MGA_MGA" name="mga mga 

(ang mga)"> 

<pattern case_sensitive="no" 

mark_from="0"> 

  <token>mga</token> 

  <token>mga</token> 

 </pattern> 

 <message>Do you mean 

<suggestion>ang 

\2</suggestion>? "mga" can 

not be followed by another 

"mga". 

</message> 

<short>Word Repetition</short> 

<example correction="ang mga" 

type="incorrect">Maganda 

<marker>mga mga</marker> 

tanawin.</example> 

<example type="correct">Maganda 

<marker>ang mga</marker> 

tanawin.</example> 

</rule> 
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Figure 6. Pseudocode 

5.1 Wrong Words 

Wrong words are often caused by using the 

wrong determiner and affixation rule. Also, mor-

phophonemic change and verb focus are often 

not taken into consideration. There are cases 

where relying on part-of-speech alone will not 

capture certain errors. To address this issue, 

grammatical person and plurality of pronouns, 

focus and aspect of verbs, plurality of adjectives, 

and word modified by adverbs were considered 

in developing the tagset. Consider the example in 

Figure 7. Both have the same POS but only one 

is correct. Kroeger (1993) pointed out that plural-

ity in adjectives is demonstrated by the redupli-

cation of the first syllable. An error caused by the 

disagreement of the plurality of the adjective and 

the plurality of the nominative argument can not 

be handled by considering the part-of-speech 

only. 

 

 
Figure 7. Number Agreement 

 

Consider the sentences in Figure 8. The en-

clitic “din” is used if the last letter of the preced-

ing word is a consonant. Otherwise, “rin” is 

used. Cena and Ramos (1990) explained that 

sound and letter changes occur in affixation and 

even in word boundaries. “din” and “rin” is one 

of many examples. To address this, a simple to-

ken matching is performed. Regular expressions 

were employed to make rule files shorter. 

 

 
Figure 8. Sound and Letter Change 

 

Other errors like proper adverb and ligature 

usage also fall into this type of error. 

5.2 Missing Words 

Missing words are often due to missing deter-

miners, particles, markers, and other words com-

posed of several letters. Usually, missing words 

cause irregular and unoccurring POS sequence. 

Figure 9 illustrates an example. Unoccurring 

POS sequence are checked and matched against 

specific rules. The missing word is added to the 

sentence as feedback. In the sentences in Figure 

9, it is unnatural for a pronoun to be immediately 

followed by an adjective. Missing words are cap-

tured by looking for unoccurring POS sequence 

often caused by a missing word. 

 

 
Figure 9. Missing Lexical Marker “ay” 

5.3 Transposition 

The process of detecting errors caused by trans-

position is similar to missing words. The main 

difference is tokens and POS tags before and af-

ter the unoccurring POS sequence are considered 

and checked for any irregularities. 

if(POS sequence != unoccurring) 

 Wrong Word; 

else if(POS sequence = unoccurring) 

 if(POS sequence before !=  

unoccurring || POS after != unoccur-

ring) 

  Missing Word; 

 else 

  Transposition; 
 

Correct: 

Ikaw  ay  maganda. 

Pronoun Marker  Adjective 

You    beautiful 

You are beautiful. 

 

Incorrect: 

Ikaw  maganda. 

Pronoun Adjective 

You  beautiful 

 (For: You are beautiful) 

Correct: 

Magnanakaw din siya. 

He is also thief. 

 

Incorrect: 

Magnanakaw rin siya. 

(For: He is also thief.) 

Correct: 

Magaganda kami. 

Adjective 1
st
 person Pronoun 

Plural  Plural 

Beautiful we. 

We are beautiful. 

 

Incorrect: 

Magaganda ako. 

Adjective 1
st
 person Pronoun 

Plural  Singular 

Beaautiful me. 

(For: I am beautiful) 
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6 Performance of Language Tool: Re-

sults and Analysis 

The system was initially tested using a collection 

of sentences. The collection is composed of 

evaluation data used in FiSSAn (Ang et al., 

2002), LEFT (Chan et al., 2006), and PanPam 

(Jasa et al., 2007). Test data used by Dimalen 

(2003) examples from books (Kroeger, 1993; 

Ramos, 1971), and additional test data are also 

part of the collection. A total of 272 sentences 

from the collection were used. Table 6 shows a 

summary of figures. 186 out of 190 error-free 

sentences were marked as error-free, 4 out of 190 

error-free sentences were marked as erroneous, 

42 out of 82 erroneous sentences were marked as 

erroneous, and 40 out of 82 erroneous sentences 

were marked as error-free. 

 

Sentences Correctly 

Flagged 

Incorrectly 

Flagged 

Total 

Error-free 186 4 190 

Erroneous 42 40 82 

Total 228 44 272 

Table 6. Summary of Figures 

 

The test showed that the system has a 91% 

precision rate, 51% recall rate, and 83% accuracy 

rate. Figure 10, Figure 11, and Figure 12 show 

the formulas used for precision, recall, and accu-

racy, respectively. True Positives refer to errone-

ous evaluation data properly flagged by the sys-

tem as erroneous. False Positives refer to error-

free evaluation data flagged by the system as er-

roneous. True Negatives refer to error-free 

evaluation data properly flagged by the system as 

error-free. False Negatives refer to erroneous 

evaluation data flagged by the system as error-

free. 

 

ivesFalsePositvesTruePositi

vesTruePositi

+

 

Figure 10. Precision Formula 

 

ivesFalseNegatvesTruePositi

vesTruePositi

+

 

Figure 11. Recall Formula 

 

ionDatarOfEvaluatTotalNumbe

vesTrueNegativesTruePositi +
 

Figure 12. Accuracy Formula 

 

The system flagged 4 error-free sentences as 

erroneous. This is mainly because of wrong dec-

larations in the tagger dictionary file. Figure 13 

shows one of the sentences. In the tagger dic-

tionary, “mag-aral” was declared as a noun and 

“maingay” was declared both as an adverb and as 

an adjective. In the Tagalog language, if a com-

mon noun is preceded by an adjective, there 

should be a ligature between them. Figure 14 

demonstrates proper Tagalog ligature usage. 

 

 
Figure 13. Flagged as erroneous 

 

 
Figure 14. Ligature usage 

 

The presence of ellipsis in one of the sen-

tences is another reason why error-free sentences 

were flagged as erroneous. Ellipsis was not de-

clared in the rule file. This resulted in two sen-

tences being recognized as one. 

The system flagged 40 out of 42 erroneous 

sentences as error-free. A close analysis on there 

errors reveal that majority of the sentences con-

Root word ends with a vowel, add “-ng” 

Matalino + bata 

Adjective  Common Noun 

Intelligent  Child 

 

=Matalinong bata 

Intelligent Child 

 

Root word ends with the letter “n”, add “-g” 

Matulin  + bata 

Adjective  Common Noun 

Fast   Child 

 

=Matuling bata 

Fast Child 

 

Root word ends with a consonant, add “na” 

Matapang + bata 

Adjective  Common Noun 

Brave   Child 

 

=Matapang na bata 

Brave Child 

Umalis  ang mabait 

Verb  Det Adjective 

Leave  the good 

 

ngunit  maingay mag-aral. 

Conjunct Adverb  Verb 

but  noisy  study 
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tains free-word order errors, transposition of 

more than 2 words, extra words. Some sentences 

contain errors that focus on semantic checking. 

Figure 15 shows 9 of these sentences. These are 

the type of errors that are not handled by the sys-

tem and are not declared in the rule file. Future 

research works can focus on these areas. 

 

 
Figure 15. Flagged as error-free 

 

Among the 42 erroneous sentences it correctly 

flagged as erroneous, the system provided the 

correct feedback for 41 sentences. The sentence 

with incorrect feedback is shown in Figure 16. 

The sentence, used to test free-word order, con-

tains transposition of several words. The system 

detected it as a missing last word error because 

the determiner “ang” can not be the last word of 

a sentence. 

 

 
Figure 16. Sentence with incorrect feedback 

 

For comparative evaluation, the same collec-

tion was tested on PanPam (Jasa et al., 2007) and 

these are the results: 23% precision rate, 46% 

recall rate, and 38% accuracy rate. Table 7 shows 

a summary of figures. 

 

Sentences Correctly 

Flagged 

Incorrectly 

Flagged 

Total 

Error-free 68 122 190 

Erroneous 38 44 82 

Total 106 166 272 

Table 7. PanPam Results 

 

The comparative evaluation shows that the 

system scored 68% higher than PanPam in terms 

of precision, 5% higher in terms of recall, and 

37% higher in terms of accuracy. 

Overall, these findings reaffirm earlier analy-

sis by Konchady (2009) that rule-based grammar 

checkers that follow a manual-based rule-

creation approach tend to produce low recall rate 

but precision rate is above average. This is be-

cause the total number of rules isn’t sufficient to 

cover a variety of errors. Also, because of pat-

tern-matching, majority of the errors detected are 

indeed errors. It is also important to note, espe-

cially in the case of LanguageTool, that the pat-

terns being captured are erroneous sentences and 

not error-free sentences. This makes rule-based 

grammar checkers dependent on the rules de-

clared for error checking coverage. 

LanguageTool can support the Tagalog lan-

guage to a certain degree. Although developing a 

tagger dictionary and a rule file is a tedious task, 

it is necessary to create a tagger dictionary, a tag-

set, and rules that can handle the different Taga-

log linguistic Penomena. 
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Abstract

The Bantay-Wika (Language Watch)
project was started in 1994 by the Uni-
versity of the Philippines (UP) - Sentro
ng Wikang Filipino1 (SWF) in order to
track for long periods of time how the
Philippine national language is being used
and how it develops, particularly in the
Philippine media. The first phase of this
project, from 1994 to 2004, involved the
manual collection and tallying of fre-
quency counts for all the words in eleven
major Philippine tablods. With increasing
online presence of Philippine news organi-
zations, the project was revived in March
2010, with UP-SWF partnering with UP
- Digital Signal Processing (DSP) labo-
ratory. The project objectives were also
re-drafted to include the development of
software that would automate the process
of downloading of Filipino news articles.
In this paper, we further detail the goals
and the history and of the Bantay-Wika
project, its accomplishments and plans
for future work. The project ultimately
endeavors to build a computational model
for language development that can guide
language policy makers in a multi-lingual
country such as the Philippines, in drafting
policies that can effectively promote the
use and development of their national
language.

1 Introduction

The Philippines is an archipelago of 7,107 is-
lands with 171 living languages spoken by 94 mil-
lion inhabitants2, thus making it the 25th most

1‘Sentro ng Wikang Filipino’ means ‘Filipino Language
Center’

2Projected population of Filipinos for 2010 according to
the National Statistics Office of the Republic of the Philip-

linguistically diverse nation in the world among
224 nations in the 16th edition Ethnologue (2009)
(Lewis, 2009). Based on the 2000 census con-
ducted by the National Statistics Office (NSO),
there are 14 major languages3 spoken in the coun-
try, listed next in order of decreasing number of
speakers: (1) Tagalog, (2) Cebuano Bisayan, (3)
Ilokano, (4) Hiligaynon Bisayan, (5) Waray (East-
ern Bisayan), (6) Kapampangan, (7) Northern Bi-
col, (8) Chavacano, (9) Pangasinense, (10) South-
ern Bicol, (11) Maranao, (12) Maguindanao, (13)
Kinaray-a, and (14) Tausug (Roxas et al., 2009).
With such a rich Philippine linguistic profile, it is
not hard to understand how difficult it must have
been when in 1935, then president Manuel L. Que-
zon pushed for the establishment and development
of language to be commonly spoken by all of the
inhabitants. In the years that followed, laws have
been enacted to support such cause, leading to
the establishment of a national language institute
tasked to identify and select the basis of the na-
tional language from the list of Philippine native
languages, and to further develop the national lan-
guage into a modernized and intellectualized one.
Table 1 lists a brief timeline showing some mile-
stones related to the development of the Philippine
national language.

It is worth noting that the issues concerning the
Philippine national language have initially been
controversial and divisive, especially in the so-
called language wars of the 1960’s, when Senate
representatives who speak the Cebuano Bisayan
language challenged the selection of Tagalog lan-
guage as the basis of the national language (Gon-
zalez, 2003). During those times until now, efforts
were made to differentiate the national language
from its original Tagalog base, through conscious
revisions of the grammar and orthography rules

pines (http:www.census.gov.ph)
3A major language is a language spoken by at least 1 mil-

lion speakers.
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Year Milestone Description
1935 Concept of a language commonly

spoken by all inhabitants was
mandated by the constitution

1936 The Tagalog language was
selected as the basis
of the national language

1959 The National language was
named as Pilipino through
a Department of Education order

1987 The national language was
officially named as Filipino
through the constitution

Table 1: Philippine national language develop-
ment milestones.

to incorporate elements from other Philippine lan-
guages (Santos, 1940; Surian ng Wikang Pam-
bansa [SWP], 1976; SWP, 1987; Komisyon sa
Wikang Filipino [KWF], 2001; UP Sentro ng
Wikang Filipino [UPSWF], 2004; UPSWF, 2008;
KWF, 2009), and by renaming the national lan-
guage, first as Pilipino in 1959, then as Filipino in
19874 in order to garb it with more sense of na-
tional appeal. Almost a quarter-century after the
idea of a national language was first floated, lin-
guists and language planners are wondering how
far the Filipino language has developed and where
it is headed, knowing that in a multi-lingual so-
ciety such as the Philippines, it is possible that a
language may retrogress and die despite sincere
efforts to develop and propagate its proper use to
the rest of the population (Abrams and Strogatz,
2003). In this light, effective monitoring activi-
ties of the extent and quality of actual usage of
the national language by its community of users is
deemed important.

2 The Bantay-Wika Project

Cognizant of the importance of the national lan-
guage in fostering national unity and identity, the
University of the Philippines felt it is duty-bound
to actively participate in the discussions on lan-
guage development. Hence, the UP - Sentro ng
Wikang Filipino was created in 1990. Realizing
the value of quantitavely observing the dynamics
of the Filipino language usage in ascertaining the
trajectory of Filipino language development, the

4The official name of the Philippine national language is
Filipino.

UP-SWF started the Bantay-Wika project in 1994.
This project initially sought to observe the rates
with which new words were being introduced in
the Filipino working vocabulary, as evidenced in
the tabloid media. Filipino-written articles from
eleven tabloids5 with wide circulation were tran-
scribed on a weekly basis, and a database of word
frequency counts was manually built.

2.1 Tracking of competing word forms

Ferguson (1968) noted that as a language devel-
ops, it undergoes a process of standardisation by
means of conventionalization of its function and
use within a given language community . Guided
by this language developmental framework, the
Bantay-Wika project also seeks to observe how
the Filipino language conventionalizes, by com-
paring usage rates of competing word forms. One
particular class of competing word forms actually
tracked in the project are borrowed words from
other languages, mainly from Spanish and Ameri-
can English languages, owing to the influence that
Spain and USA have on the Philippine society as
its long-time settlers. A cursory look into Filipino-
written articles would show that many of the terms
used in daily news reportage which have equiva-
lent translations in either English or Spanish man-
ifest in any of four possible ways: (1) direct bor-
rowing, (2) calquing or loan-translation, (3) Filip-
inization of spelling, and (4) use of a native word.
Table 2 shows examples of each of the four ways
of improvising Filipino words with foreign equiv-
alents.

Other classes of competing word forms are
spelling variants that fall under the cases listed
in Table 3. Towards the end of the first phase of
Bantay-Wika (year 2001 to 2004), software that
can process the gathered text corpora and pro-
duce summarized reports of word counts was de-
veloped. The reports are then manually inspected
to identify spelling variants. This process resulted
in over 957 words tracked, of which 85 pairs were
identified as spelling variants.

2.2 Philippine Culturomic Analysis based on
Filipino - written news articles

The topics that a group of people write about re-
flect their prevailing sentiments at any given time

5The tabloids included in the project are Abante Tonite,
Abante, Bomba, Bulgar, Imbestigador, Kabayan, People’s
Balita, People’s Taliba, Pilipino Star Ngayon, Remate, and
Saksi Ngayon
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Case Description Example
Removal of /u/ in /uw/ kuwento / kwento
Removal of /i/ superstisiyon / supertisyon
or /y/ in /iy/ Dios / Diyos
Repeating consecutive similar vowels saan / san
simplified to a single vowel mayroon / mayron
Removal of h- hospital / ospital
Removal of prefix i- ipinapakita / pinapakita
Simplification from pangsarili / pansarili
/ng/ to /n/
Simplification from nakapag- to naka- nakapagsaing / nakasaing
Removal of infix -i- maitatanggi / matatanggi
/tion/ vs. /siyon/ intervention / intervensiyon /
vs. /syon/ vs. /sion/ intervensyon / interbensiyon /

interbensyon
/i/ vs. /e/ galing / galeng
/o/ vs. /u/ kumpanya / kompanya
/c/ vs /k/ Cristo / Kristo
/s/ vs /z/ Luson / Luzon
/p/ vs. /f/ Pilipinas / Filipinas
/b/ vs. /v/ unibersidad / universidad
Miscellaneous cases Maynila / Manila

manyika / manika
manga / mga

Table 3: Cases of Spelling Variants seen in Filipino texts

Technique Description Example
Direct verbatim use shooting
Borrowing of foreign word trophy

in the sentence mesa
word-for-word

Calquing translation to tigil-putukan
Filipino (ceasefire)

Filipinization respelling of girlfrend
of spelling terms according gerlprend

to the Filipino (girlfriend)
alphabet
use of a word bahay

native word found in any (house)
of the Phil. mata
languages (eye)

Table 2: Different ways of improvising Filipino
terms with foreign equivalents

frame. Hence, it is possible to study cultural
trends based on quantitative analysis of large cor-
pora of digitized text, a field of study called Cul-
turomics. Using normalized frequency plots of
specific search words and phrases, Michel et al.
(2011) were able to investigate cultural trends in
fields as diverse as lexicography, the evolution
of grammar, collective memory, the adoption of
technology, the pursuit of fame, censorhip, and
historical epidemiology. Inspired by these re-
cent developments in Culturomics, we wanted to
gain more insights into the dynamics of topics
that interest Filipinos, using news corpora curated
from websites of two popular Philippine tabloids.
Articles were downloaded using a web-crawler
from the websites of Abante6 and Abante-tonite7

within a two-year window period from March 22,
2009 to May 16, 2011. Each downloaded html-
file was then automatically date-stamped by pars-
ing its URL for date information, and then pre-
processed by removing markup tags and scripts.

6http://abante.com.ph
7http://www.abante-tonite.com
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After which, the resulting text-files were each
word-tokenized and content-modified by lining up
sentences one after the other. Metadata for the
unannotated Abante and Abante-Tonite text cor-
pora include URL, publication date and download
date information. Table 4 describes the sizes of
the Abante and Abante-tonite news text corpora.
Figure 1 shows a graph of the number of down-
loaded articles per day for the entire observation
period. Note the gaps in the dates of downloaded
data for both Abante and Abante-tonite, indicating
that not all dates have available downloadable data
from the corresponding websites within the 2-year
analysis period.

Data from Filipino-written news articles cov-
ering a 2-year analysis period from March 2009
to May 2011 was used to support the Culturomic
analysis presented in this paper. Bantay-Wika,
however, is a current project of UP-DSP and UP-
SWF, with ongoing data collection efforts from
Philippine news websites. The results will be pub-
lished after the project has been completed. In-
tellectual Property rights for the text corpora are
owned by the University of the Philippines - Dili-
man and data wil be made available to researchers
for free except for requesting parties intending to
use them for commercial purposes.

Feature Abante- Abante
Tonite

No. of Downloaded
Articles 31864 29713

Number of
Sentences 442.1K 478.7K
Number of

Unique Sentences 413.9K 397.2K

Number of

Words 10.6M 10.9M

Number of

Unique Words 242K 245.6K

Table 4: Description of Corpora used in Cultur-
omic Analysis

The normalized frequency value of a given
search word for a particular date was obtained by
dividing the total number of sentences wherein a
search word was seen at least once, with the total
number of sentences obtained for the given date.
Normalized frequency plots for particular search

words/phrases have revealed interesting insights
into the Filipino culture, as seen in the succeed-
ing graphs. Note that the search process used for
all the search words is case-insensitive.

2.2.1 Investigating the actual duration of
Filipino Christmas season

The Philippines, being a predominantly Catholic
Christian nation, celebrates the longest Christ-
mas season in the world, starting from the on-
set of September and continuing until the feast
of the Sto. Niño celebrated every third Sunday
of January of the next year. Counting the num-
ber of times the words ‘Christmas’ and ‘Pasko’8

were mentioned in news media, whether by sim-
ple greetings or actual news reportage over a long
time period can give us an idea of how intensely
Filipinos celebrate Christmas. Figure 2 shows
the normalized frequency plots for search words
‘Christmas’ and ‘Pasko’. The plots show annual
repeating patterns, with the initial peak found at
beginning of September. The next significant peak
is on the first day of December, slowly increasing
to its peak on December 25, then sharply decreas-
ing by the first week of January. Hence, it can
be said that a typical Filipino’s excitement over
the thought of Christmas is triggered by certain
events: (1) the entry of September which is the
first of the ‘-Ber’ months leading to Christmas, (2)
the entry of December, the month of Christmas,
and (3) the actual day of Christmas.

2.2.2 Investigating the effect of Typhoon
Ondoy

On September 24, 2009, the Philippines’ capital of
Manila was inundated with floods when it was vis-
ited by Super Typhoon Ondoy (international code
name: Ketsana). Images and videos of flood and
devastation filled the storylines of news agencies
all over the world and in various online social net-
working sites for many weeks. Many professed
Ondoy to be a natural disaster that will never be
erased in the collective Filipino memory. Look-
ing at graph of normalized frequency plots for the
search word ‘Ondoy’ of Figure 3, we see quite a
different story. Approximately one month after
Ondoy visited, news reportage has almost com-
pletely subsided. It can be seen that exactly one
year later, news reporting on the topic Ondoy was
only slightly revived.

8Pasko is the Filipino word for ‘Christmas’
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Figure 1: Distribution of downloaded files from Abante and Abante-tonite websites. The format for
the calendar date is YYMMDD where YY is the year, MM is the month, and DD is day the files were
downloaded.
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Figure 2: Frequency Plots for ‘Christmas’ (upper plot) and ‘Pasko’ (lower plot). The format for the
calendar date is YYMMDD where YY is the year, MM is the month, and DD is day the files were down-
loaded.

2.2.3 Tracking the rise of popularity of the
Ampatuans

Figure 4 shows the normalized frequency plots
when the search word is ‘Ampatuan’. Data shows
that the Ampatuans were relatively under the me-
dia radar before the Nov. 23, 2009 massacre of
57 civilians and media people in Maguindanao. It
was widely believed that the massacre was mas-
terminded by the heads of the Ampatuan clan, in
order to deter their political foe, Ismael Manguda-
datu from running against them in the May, 2010
national elections. The next significant peak near
Apr. 19, 2010 is when DOJ Acting Secretary Agra
absolved the Ampatuans, resulting in an immedi-
ate public outrage. The plots clearly show that

since the day of the massacre, the Ampatuans have
consistently remained to be a favorite news fodder
for the Philippine media.

2.2.4 Looking at an example of a linguistic
fad

The normalized frequency plot of a linguistic fad
such as ‘Jejemon’ (see Figure 5) shows a quick
rise, followed by a period of relatively stable fre-
quency plot, but ending with an abrupt fall of
mentions in news and media articles. Of all the
words that qualified as finalists for the Sawikaan
2010 Word of the year sponsored by the UP-SWF,
only namumutbol did not have at least 1 entry in
the Data Set. The rest of the word finalists for
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Figure 3: Frequency Plots for ‘Ondoy’. The format for the calendar date is YYMMDD where YY is the
year, MM is the month, and DD is day the files were downloaded.
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Figure 4: Frequency Plots for ‘Ampatuan’. The format for the calendar date is YYMMDD where YY is
the year, MM is the month, and DD is day the files were downloaded.

Sawikaan 2010 are Ondoy, Ampatuan, load, Je-
jemon, solb, miskol, spam, and emo.

2.2.5 Looking at an example of an enduring
Filipino news item

Refer to Figure 6 to see the plot for the search
phrase ‘Cory Aquino’. Former Philippine Presi-
dent Cory Aquino, who was the transitory pres-
ident after 26 years of Marcos dictatorship, has
again been relatively popular in media news start-
ing with rumors of her showing signs of succumb-
ing to colon cancer early July of 2009, with re-
ports peaking on the week of her death on August
1, 2009. Her first death anniversary shows strong
public commemoration. Cory Aquino‘s popular-
ity has remained consistent throughout the whole

year.

3 Conclusions and Future Work

In this paper, we have described the Bantay-Wika
project: it’s goals, history, accomplishments and
plans for future work. Aimed at helping language
planners in attaining the goal of standardizing the
use of the Philippine national language, Bantay-
Wika is first and foremost seen as an objective and
effective monitoring mechanism for tracking ac-
tual language use. Allowing the conventionaliza-
tion phenomenon that characterizes the develop-
ment of a language to be tracked over time en-
ables language agencies such as the UP-SWF to
test the effectiveness of their rolled out language
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Figure 5: Frequency Plots for ‘Jejemon’. The format for the calendar date is YYMMDD where YY is the
year, MM is the month, and DD is day the files were downloaded.
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Figure 6: Frequency Plots for ‘Cory Aquino’. The format for the calendar date is YYMMDD where YY
is the year, MM is the month, and DD is day the files were downloaded.

policies and strategies, and design appropriate in-
terventions that would aid strategies that turn out
to be ineffective. In this regard, one strong moti-
vation behind the Bantay-Wika project is to ulti-
mately develop computational models for linguis-
tic change, thus allowing language policy makers
to reliably forecast the trajectory of language de-
velopment for each language policy being imple-
mented. Secondly, culturomic analysis of down-
loaded news articles covering a two-year period
has provided us with more insights into the Fil-
ipino Christmas tradition, the Filipino outlook in
the face of natural and man-made calamities that
has attracted global attention, and linguistic fads.
Observing the fluctuations in the intensity of news
reportage of topics that have pervaded the Philip-

pine national consciousness has given us an objec-
tive view of the favorite topics of Filipinos, per-
haps a reflection of the values that Filipinos collec-
tively hold dear. Efforts are currently being made
to increase the coverage of the text corpora to in-
clude written work representative of each stage
of the Philippine nation’s colorful history start-
ing from the 1900’s to the present. With larger
and more comprehensive text corpora, the authors
are hopeful that more insights into how the Fil-
ipino sentiment changes with each milestone in the
Philippines’ history will be made apparent, thus
offering a fresh look at Philippine history in a way
not possible before. Finally, the data, the tools
for analysis developed for this project, and the
actual research findings open up different oppor-
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tunities for conducting further quantitative inves-
tigative work in the areas of Philippine lexicog-
raphy and diachronic linguistics, and even aid in
the further understanding of Filipino philosophy.
Truly, it can be said that in the case of the Bantay-
Wika project, the use of technology has greatly ex-
panded the reaches of scholarly inquiry.
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Abstract

In this paper, we present our on-going
grammar development effort towards a
linguistically precise and broad coverage
grammar for Mandarin Chinese in the
framework of HPSG. The use of LinGO
Grammar Matrix facilitates the quick start
of the development. We propose a series of
linguistic treatments for a list of interest-
ing phenomena. The analyses are largely
compatible with the HPSG framework. In
addition, the grammar also composes se-
mantic representations in Minimum Re-
cursion Semantics. Preliminary tests of
the grammar on a phenomenon-oriented
test suite show encouraging precision and
coverage.

1 Introduction

Broad coverage in-depth and accurate linguistic
processing is desirable for both linguistic studies
and practical NLP applications. In recent years,
several competing linguistic frameworks emerge
with proper expressive power and good computa-
tional properties. Typically offered by such frame-
works are not only the description of the syntactic
structures, but also the ways in which meanings
are composed. Among the most popular frame-
works are CCG, TAG, LFG and HPSG.

With the increasing availability of deep linguis-
tic processing platforms, large-scale grammar re-
source development becomes possible. The past
experience on large-scale grammar engineering
shows that it is a long-term undertaking, which
amounts to years or decades of both labor- and
intelligence-intensive work. More recently, it has
been shown that such process could be largely
accelerated by the accumulative experience from
various grammar development projects. Also, the
data-driven techniques reduce the tedious repeti-
tive work and allow grammar writers to focus on
the challenging phenomena.

Encouraged by these breakthroughs, we have
seen the emergence of various grammar develop-
ment projects in the last decade, not only for lan-
guages with large speaker population, but also for
endangered or extinct languages (Bender, 2008).
Despite the huge population of Mandarin Chi-
nese native speakers, strikingly few attempts have
been made so far to formally describe the lan-
guage within the above-mentioned modern lin-
guistic frameworks. This is partially due to the
fact that Mandarin Chinese is relatively less gram-
maticalized in the sense that the wellformedness of
a sentence cannot be clearly judged from the syn-
tactic structure alone. But given that some modern
frameworks (such as HPSG) integrates the syntac-
tic and semantic representations, a joint analysis is
feasible.

Another trendy approach in deep grammar en-
gineering is the corpus-driven approach. For in-
stance, Miyao et al. (2004) showed that by enrich-
ing the PTB annotation with HPSG feature struc-
tures and applying top-down unifications, one can
automatically acquire detailed lexical templates.
The similar procedure was practiced by Hocken-
maier and Steedman (2005) (though in a differ-
ent framework) in the creation of the CCGbank.
Recently, some of these success stories have been
transferred to the development of Mandarin Chi-
nese grammars on the Penn Chinese Treebank
(CTB; (Xue et al., 2005)). Nevertheless, we be-
lieve that the corpus-driven approach does not re-
place the need for a carefully engineered core
grammar, with which the basic linguistic gener-
alizations could be captured and consistently ap-
plied to various instantiations in the corpus. Thus,
we believe that a hand-written grammar will con-
stitute the very foundation of the deep linguistic
processing.

In this paper, we report on the on-going devel-
opment of a Mandarin Chinese grammar (MCG) in
the framework of HPSG. With the modern gram-
mar engineering setup, we were able to cover a
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large number of interesting phenomena with satis-
factory accuracy from both syntactic and seman-
tic points of view. The evaluation of the gram-
mar resource is an important aspect of the devel-
opment. At the current stage, we value the cor-
rect choice of linguistic solutions to be more im-
portant than the less meaningful parsing coverage
on arbitrary “gold standard” annotation. For this
reason, we choose to test the core-grammar on a
phenomenon-oriented test suite instead of a cor-
pus of naturally occurring texts.

2 An HPSG Analysis of Mandarin

2.1 Design of sign & schemata
The design of the HPSG sign in MCG is compatible
with the design in the LinGO Grammar Matrix.
Four valcence features were employed: SUBJ for
subjects, COMPS for complements, SPR for speci-
fiers, and SPEC for back-reference from the spec-
ifier to its head. Unlike Yu et al. (2010) who sep-
arate complement list into LCOMPS and RCOMPS,
we keep all complements on the same complement
list (COMPS), and use an additional boolean fea-
ture

[
RC ±

]
to indicate whether the complement

is to the right or to the left of the head.
The grammar currently contains about 20 rule

schemata. It should be noted that most of these
rule schemata are very general. They are be used
to handle multiple types of constructions, some of
which will be illustrated below.

2.2 HEAD types
The HEAD types in HPSG identify the major cat-
egories of part-of-speech for the language. The
structure of MCG’s HEAD type hierarchy is show in
Figure 1. Worth noticing is that we have adjectives
being a sub-type of predicative, so it can serve as
the predicate of a sentence (similar to verb) with-
out “type-raising”. A special category coverb is
designed to cover words which share certain prop-
erties of verbs, but usually do not serve as the
main predicate of a sentence, such as prepositions
(在,用), BA (把), BEI (被), and resultative coverbs
(e.g. 来,开).

2.3 Topic Construction
According to Li and Thompson (1989), a topic of
a sentence refers to the theme of the sentence and
appears before the subject. For a better account of
the semantics, we further distinguish the follow-

ing types of topics and treat them separately with
different schemata.

• When the sentential topic equals the subject,
the composition is done with SUBJ-HEAD,
with no special treatment involved

• Temporal or location topics are treated as
modifiers with ADJ-HEAD

• A special rule SUBJ2-HEAD is used to fill
topics headed by noun or verb into the SPR

valence of the main sentence. This is also
referred to as the “double subject” construc-
tions

Yu et al. (2010) introduce an extra valence fea-
ture (TOPIC) for the topic construction. Tse and
Curran (2010) distinguish two types of topics,gap
or non-gap. Both solutions are rather similar to
ours nonetheless.

2.4 Numeral-classifiers & demonstratives
Numeral-classifier structures are analyzed as a
phrase with rule SPEC-HEAD, and they together
serve as a specifier to the head noun. A feature
“CL” in the HEAD type of noun identifies the suit-
able groups of classifiers. Demonstratives are also
treated as specifiers to nouns (similar to the double
specifier account in (Ng, 1997)), though specific
word order constraints are further enforced for the
correct NP structure. Both specifiers of nouns are
optional. The numeral before the classifier can be
optional too, unless the NP is in a subject position
and no demonstrative is available (e.g. *头大象
爱吃苹果).

2.5 DE-Constructions
DE (的) is involved in two major types of phrases:

• Associative DE-phrase where a semantic re-
lation is created to associate the NPs before
and after DE. The relation is similar to (and
more general than) the possessive relation

• Nominalizing DE-phrase where DE combines
with the predicative phrase before it to make
a nominal phrase

While the associative DE-phrase is straightfor-
ward to model, the semantics of the nominalizing
DE-phrase is more intriguing. We further catego-
rize the nominalizing DE-phrase into the following
three types:
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Figure 1: HEAD type hierarchy

• subject gapping relative DE

where the NP after DE will serve as the sub-
ject to the predicative before DE

• complement gapping relative DE

where the NP after DE will serve as the com-
plement to the predicative before DE

• non-gapping DE

where neither of the above two cases applies

Yu et al. (2010) mentioned the treatment of
relative clauses using DE as a relativizer. How-
ever it is not clear whether different sub-types
of the relative clauses (with different argument
composition) are captured with specialized rules.
Guo et al. (2007) differentiated three types of DE-
constructions, ADJ-REL (relative clause), AD-
JUNCT (adjective), and POSS (possessive DE).
We have a more fine-grained inventory for the rel-
ative clauses and treat the adjective case in the sub-
ject gapping relative DE-phrases (since we allow
adjectives to be predicates, as shown in Figure 1).
For example, 大 的苹果 (big apple) will be ana-
lyzed as大 (big) is the (adjectival) predicate of苹
果 (apple).

2.6 Locatives & temporals
Locative phrases serve as both pre-verbal and
post-verbal modifiers, and generally take the form
of zai + NP + Loc, e.g. 在桌子上 (on the table),
在房子东面 (to the east of the house), etc.

Locative phrases can always serve as pre-verbal
modifiers. But only certain verbs can take post-
verbal locatives with the HEAD-ADJ rule. The
treatment of locative phrases as normal preposi-
tional phrases as in (Wang et al., 2009) may lead
to massive over-generation.

The analysis of temporal phrases is similar to
the locative phrases.

2.7 BA-Construction
BA-construction moves the direct object of a verb

to the pre-verbal position. In our analyses, we use
a specialized unary rule BA-FRONTED to change
the last element of the verb’s complement list from


HEAD noun
RC +
INDEX 1


to




HEAD ba
RC -
INDEX 1


.

There are various discussions on BA in the liter-
ature. Bender (2000) considered it as a verb, Gao
(2000) and Wang et al. (2009) treated it as a case-
marker, and Yu et al. (2010) as a preposition. We
categorize BA as a special coverb. This makes it
similar to prepositions. But it will be subcatego-
rized by (instead of modifying) the verb phrase.

2.8 BEI-Construction
BEI-construction is used to compose passive voice
sentences in Chinese. Similar to the analysis of
BA, we use a specialized unary rule to promote the
complement of the verb into the subject list, and

change the original subject

[
HEAD noun
INDEX 1

]
into a

“bei” headed left complement




HEAD bei
RC -
INDEX 1


.

Consistent with their analysis of BA, (Yu et al.,
2010) treat BEI as a preposition. They view the
complement of BEI as an extracted subject and
use filler-head rule to combine the subject and the
predicate. Guo et al. (2007), on the other hand,
assume that the NP and VP following BEI is in
one constituent, and will be case-marked by BEI

jointly.

2.9 Various Markers
Several types of constructions were covered by
the HEAD-MARKER/MARKER-HEAD rule, among
them are the aspect markers (着,了,过), sentence-
final particles (了, 吗), ordinal numeral prefix
(第), etc. Various specific semantic information
is supplemented by the marking construction.
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2.10 Resultative verb compound
The resultative verb compounds refer to the com-
pounding of a verb together with a resultative
coverb (e.g., 来, 去, 开, 到, etc.), taking HEAD

type rv, to signal the “result” of the action or pro-
cess conveyed by the first verb. This is different
to the normal modification in that the valency of
the compound is mainly determined by the resul-
tative coverb. We capture the compounding with a
special RVC rule which will pass upward the head
type from the first verb, and the complements from
the resultative coverb.

2.11 Serial verb constructions
Serial verb construction refers to a group of com-
plex phenomena in Mandarin Chinese where mul-
tiple verb phrases or clauses occurs in a sentence
without any marker indicating the relationship be-
tween them. According to Li and Thompson
(1989), it can be divided into four groups: i) two
or more separate events; ii) one verb phrase or
clause serving as the subject or direct object of an-
other verb; iii) pivotal constructions; iv) descrip-
tive clauses. We have adopted different analyses
for each of them.

Yu et al. (2010) dealt mainly with the first case
of the serial verb constructions. Two or more
verbs were treated as coordinations, which can
share subjects, topics or left-complements. Tse
and Curran (2010) treated both serial verb con-
structions and resultative verb compound (see Sec-
tion 2.10) as verbal compounding. Müller and
Lipenkova (2009) offered more detailed theoret-
ical analyses of certain Chinese serial verb con-
structions, capturing subtle semantic differences
in the descriptive clauses category with additional
constructional semantic relations. We intend to in-
vestigate their solutions in the future.

3 Development & Evaluation

The MCG is currently developed on the LKB plat-
form (Copestake, 2002), which implements the
typed feature structure formalism in TDL (Krieger
and Schäfer, 1994). The first stage of gram-
mar development was done with the help of the
LinGO Grammar Matrix customization system,
which took care of the general design of the fea-
ture geometry in HPSG, as well as the defini-
tion of the universal types for basic rule schemata
and corresponding semantic compositions. Sig-
nificant amount of development time were spent

on the careful revision of the design and the con-
stant debate on the treatment of various Chinese
specific phenomena, while trying to keep in line
with the classical HPSG theory and the conven-
tions from other DELPH-IN grammars. As it cur-
rently stands, in addition to the types provided by
the grammar Matrix, the MCG contains over 200
new type descriptions, and over 3000 lines of code
in TDL. A small hand-crafted lexicon containing
over 500 entries is currently used for development
and testing.

Also developed is a phenomenon-oriented test
suite of over 700 sentences (with both positive and
negative test items). We randomly sampled 129
previously unseen sentences from the test suite
and parsed them with MCG, among them are 110
wellformed sentences and 19 illformed.

Gold standard
Positive Negative

System Positive 82 2
Negative 28 17

Table 1: Test suite parsing performance of MCG

While the test set contains only short sentences,
the phenomena are non-trivial from the linguistic
view point. A sentence is considered to be suc-
cessfully parse when there is a reading that is both
syntactically and semantically correct. We achieve
a high precision (82/84=97.6%) with an accept-
able recall (82/110=74.5%). Among all negative
sentences, the grammar only generated reading for
two of them. One was due to the incorrect clas-
sifier constraints from a noun lexical entry. The
other was due to the over-relaxed head selection
in adjective+head modification. Both errors are
fixed after observing the error. The parser outputs
on average 5.04 readings per sentence, which at-
tributes to the constraints we encoded in the gram-
mar to avoid over-generation. Full coverage over
phenomena such as coordinations is still lacking
in MCG.

4 Summary

An overview of the MCG grammar design is
presented, though the detailed presentation of
our linguistic solutions does not fit in the short-
paper format the workshop organizer chose for
us. Nevertheless, the grammar is in line with
the open-source spirit of DELPH-IN, and freely
available for research purposes (http://mcg.
opendfki.de/).
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Abstract 

This paper describes an error detection mech-

anism which helps in validation of dependency 

treebank annotation. Consistency in treebank 

annotation is a must for making data as error-

free as possible and for assuring the usefulness 

of treebank. This work is aimed at ensuring 

this consistency and to make the task of vali-

dation cost effective by detecting major errors 

induced during completely manual annotation. 

We evaluated our system on the Hindi de-

pendency treebank which is currently under 

development. We could detect 76.63% of er-

rors at dependency level. Results show that 

our system performs well even when the train-

ing data is low. 

1 Introduction 

For effective processing of text, tools at different 

conceptual levels, say from letter/syllable level 

to discourse level are needed. Output of these 

tools can then be used in different NLP based 

applications, beginning with simple spell check-

ers to sophisticated machine translation systems. 

These tools could be completely rule-based, sta-

tistical or hybrid systems. To build such tools, 

manually annotated gold standard corpora are 

required. Annotated corpora are mostly obtained 

by either manual or semi-automated processes. 

Hence, there are chances that errors are intro-

duced either by human annotators or by the pre-

processed output of automated tools. It is crucial 

that the annotated corpora are free of anomalies 

(errors) and inconsistencies. In the process of 

making these corpora error free, experts need to 

validate them. As the data is already annotated 

carefully (which is a time-consuming task), we 

need tools that can supplement the validators‟ 

task with a view of making the overall task fast, 

without compromising on reliability. With the 

help of such a tool, a validator can directly go to 

error instances and correct them. Therefore, we 

need the tool to have high recall. It is easy to see 

that a human validator can reject unintuitive er-

rors (false positives) without much effort; one 

can therefore compromise a little bit on preci-

sion.  

In this paper, we propose an error detection 

mechanism to detect dependency errors in the 

Hindi treebank (Bhatt et al., 2009) annotation. 

We classify the identified errors under specific 

categories for the benefit of the validators, who 

may choose to correct a specific type of error at 

one time. Though we did experiments on Hindi 

treebank, our approach can be applied to any un-

der developing treebank with minimal effort.  

The paper is arranged as follows. Section 2 

gives a brief overview of the Hindi dependency 

treebank. Details of the information annotated, 

annotation procedure and types of possible errors 

in the treebank are discussed in section 3. We 

present the related work in section 4. In section 

5, we describe our approach. Results of our ap-

proach are presented in section 6. Section 7 fo-

cuses on a general discussion about the results 

and approach and proposes a future direction to 

our work. We conclude our paper in section 8. 
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2 Hindi Dependency Treebank  

A multi-layered and multi-representational tree-

bank for Hindi (Bhatt et al., 2009; Xia et al., 

2009) is being developed. The treebank will have 

dependency, verb-argument (PropBank, Palmer 

et al., 2005) and phrase structure (PS) representa-

tion. Automatic conversion from dependency 

structure (DS) to phrase structure (PS) is 

planned. Hence, it is important to have a high 

quality version of the dependency treebank so 

that the process of automated conversion to PS 

does not induce errors in PS. The dependency 

treebank contains information encoded at the 

morpho-syntactic (morphological, part-of-speech 

and chunk information) and syntactico-semantic 

(dependency) levels. 

3 Dependency Representation 

In this section we first describe the information 

encoded in the dependency representation of the 

treebank. We then briefly describe the annotation 

procedure for encoding this information. We also 

describe the possible errors at each level of anno-

tation. 

3.1 Information encoded in dependency 

representation 

During dependency annotation, Part-Of-speech 

(POS), morph, chunk and inter-chunk dependen-

cy relations are annotated. Some special features 

are also annotated for some specific nodes. De-

tails can be seen in this section. 

 

Part-Of-Speech (POS) Information: POS tags 

are annotated for each node following the POS 

and chunk annotation guidelines (Bharati et al., 

2006). 

 

Morph Information: Information pertaining to 

the morphological features of the nodes is also 

encoded using the Shakti standard format (SSF) 

(refer, Bharati et al., 2007). These morphological 

features have eight mandatory feature attributes 

for each node. These features are classified as 

root, category, gender, number, person, case, 

post position (for a noun) or tense aspect modali-

ty (for a verb) and suffix. 

 

Chunk Information: After annotation of POS 

tags, chunk boundaries are marked with appro-

priate assignment of chunk labels (Bharati et al., 

2006). This information is also stored in SSF 

(Bharati et al., 2007). 

Dependency Relations: After POS, morph and 

chunk annotation, inter-chunk dependency anno-

tation 
1
 is done following the set of dependency 

guidelines in Bharati et al. (2009). This infor-

mation is encoded at the syntactico-semantic lev-

el following the Paninian dependency framework 

(Begum et al., 2008; Bharati et al., 1995). After 

inter-chunk annotation, plan is to use a high ac-

curacy intra-chunk expander, which marks the 

intra-chunk dependencies
2

 and expands the 

chunks arriving at sentence level dependency 

tree.  

Other Features: In the dependency treebank, 

apart from POS, morph, chunk and inter-chunk 

dependency annotations, some special features 

for some specific nodes are marked. For exam-

ple, for the main verb of a sentential clause, in-

formation about whether the clause is declara-

tive, interrogative or imperative is marked. Simi-

larly, whether the sentence is in active or passive 

voice is also marked. 

3.2 Annotation Procedure 

At POS, chunk and morphological levels, corre-

sponding state-of-the-art tools are run as a first 

step. An annotator then checks each node and 

corrects the tool‟s output. Another annotator 

(validator) takes the annotated data and validates 

it. At dependency level, due to unavailability of 

high accuracy parser, manual annotation fol-

lowed by validation is done. 

Annotation is being done using a tool called 

Sanchay
3
. Sanchay is an open source platform 

for working on languages, especially South 

Asian languages, using computers and also for 

developing Natural Language Processing (NLP) 

or other text processing applications. Apart from 

syntactic annotation interface (used for Hindi 

dependency annotation), it has several other use-

ful functionalities as well. Font conversion, lan-

guage and encoding detection, n-gram generation 

are a few of them. 

3.3 Types of possible errors at various lev-

els 

In this section we describe the types of annota-

tion errors at each level and provide examples for 

some specific types of errors. 

                                                 
1 Inter-chunk dependencies are the dependency relations 

marked between the chunks, chunk heads to be specific. 
2 Intra-chunk dependencies are the dependency relations 

marked with in the chunk. 
3 http://sanchay.co.in/. 
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POS Errors: In POS errors we try to identify 

whether the Part-Of-Speech (POS) tag is correct 

or not for each lexical item. For example, in the 

example sentence given below „chalaa‟ should 

be the main verb (VM) instead of an auxiliary 

verb (VAUX). 

raama          ghara         chalaa       gayaa. 

NNP             NN          VAUX       VAUX 

‘Ram’         ‘home’        ‘walk’      ‘went’. 

                   “Ram went home”. 

Morph Errors: Errors in the eight attribute val-

ues as mentioned in the previous section are clas-

sified as morph errors.  

Chunk Errors: There can be two types of chunk 

errors. One is chunk type and the other is chunk 

boundary. In chunk type we identify whether the 

chunk label is correct or not. In chunk boundary 

we identify whether the node should belong to 

the same chunk or different chunk. For example, 

consider the following chunk, 

 

 ((    NP 

 meraa „my‟   PRP  

 bhaaii „brother‟ NN 

 )) 

 

In Hindi, „meraa‟ and „bhaaii‟ should be in 

two separate noun chunks (refer Bharati et al., 

2006). So, in the above example, the chunk label 

of „bhaaii‟ is correct, but the boundary is wrong. 

Dependency Errors: In dependency errors we 

try to identify whether a node is attached to its 

correct parent and whether its dependency label 

is correct or not. In addition to dependency rela-

tion errors, we also identify errors in general lin-

guistic constraints and framework specific errors, 

for example, the tree well-formedness assump-

tion in dependency analysis. Framework specific 

example would be that children of a conjunct 

should be of similar type (Bharati et al., 2009). 

For example, a conjunct can have two nouns as 

its children but not a noun and a verb as its chil-

dren.  

Other Feature Errors: Errors in the special fea-

tures discussed above are classified under other 

feature errors. 

Focus of the current paper is to describe the 

methodology employed to detect errors in the 

dependency level (inter-chunk dependencies) of 

the DS representation. Error detection at intra-

chunk dependencies is out of scope of this paper. 

In the rest of the paper, by dependency level, we 

mean inter-chunk dependencies unless explicitly 

stated. In the following section, we first describe 

the related work in the area of detecting errors in 

treebanks, in general. Then, we present the work 

on Hindi in particular. 

4 Related Work: 

Validation and correction tools are an important 

part for making treebanks error-free and con-

sistent. With an increase in demand for high 

quality annotated corpora over the last decade, 

major research works in the field of developing 

lexical resources have focused on detection of 

errors.  

One such approach for treebank error detec-

tion has been employed by Dickinson and 

Meurers (2003a; 2003b; 2005) and Boyd et al. 

(2008). The underlying principle in these works 

is to detect “variation n-grams” in syntactic an-

notation across large corpora. These variations 

could be present for a continuous sequence of 

words (POS and chunks) or for a non-continuous 

sequence of words (dependency structures), more 

the number of variation for a particular contigu-

ous or non-contiguous sequence of tokens (or 

words), greater the chance of the particular varia-

tion being an error. They use these statistical pat-

terns (n-grams) to detect anomalies in POS anno-

tation in corpora such as the Penn treebank 

(Marcus et al., 1993), TIGER corpus (Brants et 

al., 2002) etc. For discontinuous patterns as 

found most commonly in dependency annotation 

(Boyd et al., 2008), they tested their strategy on 

Talbanken05 (Nivre et al., 2006) apart from the 

corpora mentioned above. This we believe was 

the first mainstream work on error detection in 

dependency annotation.  

Some other earlier methods employed for er-

ror detection in syntactic annotation (mainly POS 

and chunk), are by Eskin (2000) and van Hal-

teren (2000). Based on large corpora, van Noord 

(2004) and de Kok et al. (2009) employed error 

mining techniques. The basic underlying strategy 

was to obtain a set of parsed and un-parsed sen-

tences using a wide-coverage parser and compute 

suspicion ratio for detecting errors. Other exam-

ples of detection of annotation errors in tree-

banks include Kaljurand (2004) and Kordoni 

(2003).  

Most of the aforementioned techniques work 

well with large corpora in which the frequency of 

occurrence of words is very high. Hence, none of 

them account for data sparsity except for de Kok 

et al. (2009). Moreover, the techniques employed 
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by van Noord (2004) and de Kok et al. (2009) 

rely on the output of a reliable state-of-the-art 

parser which may not be available for many lan-

guages just as in the case of Hindi, the language 

in question for our work. 

It becomes a challenge to develop error detec-

tion tools for small treebanks like Hindi. There is 

an effort by Ambati et al. (2010) in this direction 

for Hindi treebank validation. They used a com-

bination of a rule-based and hybrid system to 

detect treebank errors. Rule-based system works 

on the development of robust (high precision) 

rules which are formed using the annotation 

guidelines and the framework, whereas the hy-

brid system is a combination of statistical mod-

ule with a rule-based post-processing module. 

The statistical module helps in detecting a wide 

array of potential errors and suspect cases. The 

rule-based post-processing module then prunes 

out the false positives, with the help of robust 

and efficient rules thereby ensuring higher preci-

sion value.  

Note that both “Rule-Based Approach” and 

“Rule-based post-processing” modules have sep-

arate goals. Goal of “Rule-Based Approach” is to 

detect errors using high precision rules. Whereas 

goal for the later, is to prune the false positives 

given by the statistical approach. Former one 

tries to increase the precision of the system, 

whereas the later tries to increase the recall of the 

system. Rules used in “Rule-Based Approach” 

can be used in post-processing module, but vice 

versa is not true. The entire framework is 

sketched in Figure 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Error detection framework by Am-

bati et al. (2010) 

 Ambati et al. (2010) could detect errors in POS 

and chunk annotations with reasonable accura-

cies. But at dependency level recall of overall 

system (combination of rule-based and hybrid 

approaches) is 40.33% only. This is mainly due 

to low performance of the statistical module. In 

statistical module, they extracted frequencies of 

child and parent node bi-grams in the dependen-

cy tree. To handle scarcity issues, they explored 

different similarity measures and merged similar 

patterns. We call this as “Frequency Based Sta-

tistical Module (FBSM)”. Major limitation of 

this approach is that one cannot give richer con-

text due to the problem of scarcity. To find 

whether the dependency label is correct or not, 

apart from node and its parent information, con-

textual features like sibling and child information 

is also helpful. Current state-of-the-art depend-

ency parsers like MSTParser
4
 and MaltParser

5
 

use these features for dependency labeling 

(McDonald et al., 2006; Nivre et al., 2007; 

Kosaraju et al., 2010). Finding similarity be-

tween patterns and merging similar patterns 

would not help when we wish to take a much 

richer context.  

In this paper, we propose a probability based 

statistical module (PBSM) to overcome this 

problem of FBSM. With this approach, we eval-

uate and compare the performance of PBSM and 

FBSM. Now in place of FBSM, we integrate 

PBSM into overall system of Ambati et al. 

(2010) and compare the results. 

5 Our Approach: Probability Based 

Statistical Module (PBSM):  

In this probability based statistical module, we 

first extract the contextual features which help in 

identifying the correct tag. For example, at the 

dependency level, apart from node and its parent 

features, sibling and child features with their re-

spective dependency labels are very useful in 

predicting the correct dependency label. Using 

these contextual features from the training data, 

we create a model using maximum entropy clas-

sification algorithm
6

 (MAXENT). This model 

gives the probabilities of all possible output tags 

(here dependency labels) for a given context. For 

each node in the test data, we first extract the 

context information and the input tag of that 

node. We then extract the list of all possible de-

pendency tags with their probabilities for this 

                                                 
4 http://sourceforge.net/projects/mstparser/ 
5 http://maltparser.org/ 
6 http://maxent.sourceforge.net/  

Dependency 

Treebank 

 

Rule-Based 
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Hybrid Approach 

 
Statistical Approach 

Rule-Based post-
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Errors 
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context using the trained model. From this list 

we extract first best and second best tags and 

their corresponding probabilities.  

If the input tag doesn't match with the first 

best tag, and if the probability of the first best tag 

is greater than a particular threshold, we then 

consider it as a possible error node. These could 

be valid errors or the cases which require much 

richer context to find the correct tag. 

If both the input tag and the first best tag given 

by the model match, we then fix a maximum and 

minimum threshold on the probability values. If 

the probability of the first best tag is greater than 

the maximum threshold, we do not consider it as 

a potential error. The chance of it being an error 

is very low as the system is very confident about 

its decision. If the probability of the first best tag 

is less than the minimum threshold, it is consid-

ered as a possible error. This could either be the 

case of an error pattern or a correct but less fre-

quent pattern. If it is the latter, then the rule-

based post-processing tool will remove this false 

positive.  

If the probability value lies between the maxi-

mum and minimum thresholds, we calculate the 

difference between the probabilities of the first 

and second best tags. If the difference is less than 

a particular value, it means that there is high am-

biguity between these two tags. As there is high 

ambiguity there is a greater chance of making an 

error. Hence, we identify this case as a possible 

error. In this way using the probabilistic ap-

proach, we not only detect the possible errors, 

but also classify them into different categories. 

 

find_errors (input)  
 

    for each sentence in the input:  

       for each node in the sentence:  

1. Get the node's context  

2. Get the input_tag  

3. tags_probs = get_probabilities(context);  

4. 1stBestTag = tags_probs[0][0];  

5. 1stBestProb = tags_probs[0][1];  

6. 2ndBestTag = tags_probs[1][0];  

7. 2ndBestProb = tags_probs[1][1];  

8. if input_tag != 1stBestTag:  

               if 1stBestProb > thres_minX:  

                  mark node as error node (less context); 

9. else:  

               if 1stBestProb < thres_max:  

                   if 1stBestProb < thres_min:  

                       mark node as error node (less frequent);  

                   else if 1stBestProb-2ndBestProb < thres_dif:  

                       mark node as error node (ambiguous);  

 

 

get_probabilities(context) 
 

1. Load the trained maxent model  

2. Predict probabilities of all tags for the context.  

3. Store the tags and their probabilities in an array.  

4. Return the array. 
 

   

Figure 2. Algorithm employed for PBSM 

 

 

Figure 2 shows the algorithm of probability 

based statistical module (PBSM). Use of richer 

contextual information and probabilities to detect 

errors makes this approach more effective from 

the previous approaches employed for error de-

tection (Dickinson and Meurers, 2003a; 2003b; 

2005; Boyd et al., 2008; Ambati et al., 2010). 

Using this approach, not only can one detect 

errors but also classify them under specific cate-

gories like less context, less frequent and ambig-

uous cases, which will help the validation pro-

cess. This helps the validators to correct the er-

rors in a focused way. For example, a validator 

can check and correct all the error in “less fre-
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quent” category first and then start correcting 

“ambiguous cases”. It also helps validator to de-

cide the amount of energy he/she needs to spend. 

For example, correcting “ambiguous cases” 

would require more time compared to other cate-

gories. This could be because the validator might 

look for sentence or sometimes discourse level 

information to resolve the ambiguity. He/she 

could also contact peers or an expert to resolve it. 

Hence, more time might be required to resolve 

“ambiguous cases” compared to others. 

6 Experiments and Results  

We used same data used by Ambati et al. (2010) 

for evaluation. This is a 65k-token manually an-

notated and validated sample of data (2694 sen-

tences) derived from the Hindi dependency tree-

bank. The data is divided into 40k, 10k and 15k 

for training, development and testing respective-

ly. We used training data to train the model and 

development data to tune the parameters like 

threshold values. For our experiments, 

thres_max= 0.8, thres_min = 0.2, thres_minX = 

0.25 and thres_dif = 0.25 gave the best perfor-

mance. 

Table 1 shows the performance of PBSM and 

compares it with FBSM. FBSM of Ambati et al. 

(2010) could identify only 18.74% of the de-

pendency errors. The precision recorded for this 

approach was also quite low. But with our 

PBSM, we could detect 57.06% of the depend-

ency errors with a reasonable precision value. 

Note that, our main aim is to achieve a high re-

call value. The false positives can be easily dis-

carded by the validators. 

 

 
Approach Total  

Errors 

(Total 

instances) 

System 

output 

Correct 

Errors 

Recall 

FBSM of  

Ambati et al. 

(2010)  

843  

(7113) 

2546 158 18.74% 

PBSM: Our  

Approach  

843  

(7113) 

2000 

 

481 57.06% 

 

Table 1. Error detection at dependency level us-

ing FBSM of Ambati et al. (2010) and our PBSM 

 

Overall system recall of Ambati et al. (2010) 

for error detection at dependency level is 

40.33%. This system uses FBSM in hybrid ap-

proach. We replaced FBSM with our PBSM and 

re-evaluated the overall system of Ambati et al. 

(2010). The modified system could achieve a 

recall of 76.63% with reasonable precision of 

29.84%. Results are shown in Table 2. 

 
Approach Total  

Errors 

System 

output 

Correct 

Errors 
Recall 

Ambati et al. 

(2010) overall 

system with FBSM 

843  2728 340 40.33% 

Ambati et al. 

(2010) overall 

system with PBSM  

843  2165 646 76.63% 

 

Table 2. Error Detection at dependency level us-

ing overall system of Ambati et al. (2010) with 

FBSM and PBSM 

 

7 Discussion and Future work  

Proposed PBSM identifies 38% more errors than 

the FBSM at dependency level. As we have less 

data, hypothesis for FBSM, “Low frequency is a 

possible sign of error”, didn't work. Unsurpris-

ingly, several valid patterns had low counts. Ma-

jor advantage of PBSM over FBSM is the use of 

richer context. Richer context helped PBSM to 

predict the errors more accurately. But in FBSM 

we couldn't use it because of sparsity issues. Re-

sults show that our approach works well even 

when the size of the data is low. 

The tool is being constantly improved. We are 

analyzing the errors which are missed out and 

planning to improve. Currently, precision of the 

system is low. Improving the “Rule-based post-

processing” step of hybrid approach can signifi-

cantly increase the precision. We can build an 

interface where a validator while validating the 

data can automatically add new rules to this post-

processing step. We would also like to evaluate 

our system on the time taken for validation. That 

is the reduction in the validation time using this 

system. We are also planning to build a user-

friendly interface which helps validators in cor-

recting the errors.  

This system can also help in improving the 

guidelines which subsequently improves the an-

notation. While correcting the errors if the vali-

dator comes across some ambiguous decisions or 

some common errors or comes up with new deci-

sions, guidelines can be modified accordingly to 

reflect the changes. Data annotated based on new 

guidelines will reduce the occurrence of these 

errors and eventually the quality of annotation of 

individual as well as entire data will improve. 
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Figure 3, shows the complete cycle of this pro-

cess. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Cycle for improving guidelines for an-

notation 

 

Although we worked and presented our results 

only on the Hindi Treebank, our approach can be 

generalized to any language and to any frame-

work. Parameter tuning like the threshold values 

is the only part which depend on the size of data, 

language and the framework.  

8 Conclusions 

We proposed a novel approach to detect errors in 

the treebanks. This approach can significantly 

reduce the validation time. We tested it on Hindi 

dependency treebank data and were able to de-

tect 76.63% of errors at dependency level. This 

tool can be generalized to detect errors in annota-

tion of any language/framework. Results show 

that the proposed approach works well even 

when the size of the data is low. 
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Abstract 

 

This paper attempts to report on developing 

a WordNet for Urdu on the basis of Hindi 

WordNet. The resource currently contains 

about 50000 unique words organized in 

28967 synsets.  The paper also discusses the 

problems encountered along the way of 

transliteration from Hindi WordNet and 

manual cleaning. It concludes with the 

planned future work. 

 

1 Introduction 

WordNet is one of the useful and important 

lexical resources based on the formalisms 

developed in lexical semantics. It defines 

different senses associated with the meaning of a 

word and other well-defined lexical relations 

such as synonyms, antonyms, hypernym, 

hyponyms, meronyms and holonyms. WordNet 

is used for many natural language  processing  

and  computational  linguistic  tasks  such  as  

Word  Sense Disambiguation,  Word  Similarity,  

Information  Retrieval  and  Extraction and  

Machine Translation, etc.  

The motivation for the creation of Urdu 

WordNet is to provide a lexical resource that can 

be used as a tool for enhancing the performance 

of machine translation and information retrieval. 

We have attempted to provide a basic resource 

that can be used in above mentioned NLP 

applications. As the manual construction of Urdu 

WordNet from scratch would be very costly and 

time consuming, we have used the WordNet 

expansion approach. Lexical information is 

extracted from Hindi WordNet due to similarity 

between two languages. 

Hindi and Urdu are grammatically similar 

languages but written in two dissimilar scripts 

Devanagri and Arabic respectively. These 

languages share a large number of words, 

morphology, vocabulary, and cultural heritage. It 

is easier for both speakers to verbally understand 

each other but they face the barrier of different 

script incase of written expression. Hindi and 

Urdu are spoken by more than 60 million people 

in India and Pakistan (Language Summary, 

http://www.ethnologue.com/ethno_docs/distribut

ion.asp?by=size). 

The roadmap for the rest of paper is as 

follows: Section 2 discusses Hindi and Urdu 

Scripts along Hindi WordNet. Methodology for 

development of Urdu WordNet is described in 

Section 3 and statistics of system is given in 

Section 4. The current status and future work is 

discussed in Section 5.  Finally section 6 

concludes the paper. 

2 Literature Overview 

Urdu (اردو) is written in Persio-Arabic script and 

normally in Nastaliqb writing style (Hussain, 

2004). It is a right-to-left script and the shape of 

character differ depending on its position in 

word i.e. shape of character would be different 

in initial, middle, and end of word. Urdu is 

written in bidirectional form i.e. letters are 

written from right-to-left and numbers from left-

to-right format. Urdu is written with consonantal 

letters and aerabs. The vocalic content is 

specified by using the aerab with letters. Aerab 

position can be on the top and bottom of letter. A 

sentence illustrating Urdu is given below: 

ی ہ ے۔
 
اب ھی ج 
ه لک ط می 

 
 اردو عرب ی رسم الخ

(Urdu Arbi Rasm-ul-Khat mein likhi jati hay) 

(Urdu is written in Arabic script) 

 

Hindi (हिन्दी) is written in Devanagri script, 

descended from the Brahmi script. It is the 

simplified version of Sanskrit, written in left-to-
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right direction. In Hindi each consonant letter by 

default inherits vowel which can be altered or 

muted by means of diacritics or matra. Vowels 

can be written as independent letters or by using 

a diacritic marks.  Two or more consonants may 

occur together in clusters called Conjunct.  A 

sentence written in Hindi is given below. 

हिन्दी हििंदसू्तान की कौमी ज़बान िै. 
(Hindi India ki Quomi Zuban hay) 

(Hindi is the national language of India) 

 

Hindi WordNet (HWN) is lexical database 

inspired by the English WordNet (Miller, 

1993).The words in HWN are grouped together 

according to their similarity of meanings. Two 

words that can be interchanged in a context are 

synonymous in that context. Synsets or the 

synonym sets are the basic building blocks of 

HWN.  For each word there is a synonym set, or 

synsets representing one lexical concept.  There 

are 10 relations in HWN; Synonymy, 

Hypernymy / Hyponymy, Antonymy, 

Meronymy / Holonymy, Gradation, Entailment, 

Troponymy and Causative (Dipak , 2002). The 

Hindi WordNet deals only with the open class 

words. Thus, HWN contains the following 

categories of words. The details of Hindi 

WordNet are given in Table 1. 

 

Category Count 

Noun 56623 

Verbs 3894 

Adjectives 13702 

Adverbs 1276 

Synsets 30977 

Table 1: Hindi WordNet 

 

Hindi WordNet is used as a pivot WordNet 

for building WordNet of Ando-Aryan languages 

eg. Marathi WordNet, Sanskrit WordNet 

(Kulkarni, 2010), Nepali WordNet (Chakrabarty, 

2006) , Bengali WordNet. The Expansion 

Approach of WordNet (Vossen, 2002) creation 

is used as method for creation of a new Word 

Nets.  This expansion approach is also being 

used for development of Urdu WordNet by 

Tafseer et.al (Tafseer Ahmed, 2010). 

They developed Urdu WordNet by extracting 

information contained in existing Hindi 

WordNet. To overcome the scriptural barrier 

they used transliteration. The lexical information 

is obtained by using the Hindi WordNet API. 

The gloss with the example sentence and the 

synset description is left out into Urdu WordNet. 

3 Methodology 

Because of the high degree of similarity between 

the Urdu and Hindi, we have picked up the 

Hindi WordNet as the pivot WordNet. The 

HWN offline version of 2.1 is being used that 

provides information of synset and senses. The 

Hindi WordNet database is picked up from 

(http://www.cfilt.iitb.ac.in/wordnet/webhwn/do

wnloaderInfo.php) and transliterated it into 

Urdu. Hindi to Urdu WordNet conversion 

process is shown in Figure 1.    

 

 
Figure 1: Hindi to Urdu WordNet Conversion 

 

For the automatic transliteration we have 

developed the software which transliterates the 

Hindi script into Urdu script. For mapping of 

Hindi consonants, and vowels into Urdu number 

of rules are used depending on the position in the 

word i.e. same Hindi vowel would be mapped to 

different Urdu characters at the start, middle, and 

at the end of word e.g. ə is mapped to Alef ( ا) + 

Zabar   َ  at the start of a word and by Zabar   َ  in 

the middle of a word. These rules are discussed 

in (Abbas Malik, 2008).   

The transliteration system does not resolve 

the problem of multi-equivalences. For example 

the Hindi 'त' can be mapped to 'ت' (Tay) and ' 

 A list of multi-equivalence Hindi  .(Tuay)'ط

character is given in Table 2. 

The multi-equivalence problem from Hindi to 

Urdu transliteration is problematic which needs 
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to be solved. An automated method is applied to 

resolve this by analyzing the Urdu character 

frequency using an Urdu corpus i.e. to resolve 

the above problem the system map 'त' to 'ت' 

(Tay) due to  more frequency of 'ت'(Tay) as 

compared to ' ط'(Tuay) .   

Hindi Urdu 

अ ا، آ (Alif-Mad, Alif) 

त ت، ط(Tuay, Tay) 

स ث،س،ص (Suad, Seen, Say) 

ि ح،ہ(Hay) 

ज़ ز،ذ،ژ،ض،ظ(Zueen, Zuad, Yeh, 

Zaal, Zeh) 

क ق،ک(Kaf) 

Table 2: Multiple Urdu characters for one Hindi 

character 
   

Afterwards, multi-equivalence problem is 

resolved manually by analyzing the text.    

Although Hindi and Urdu are grammatically 

similar languages and share a large number of 

words, morphology, vocabulary and cultural 

heritage. But still there are number of Hindi 

words that are not used in Urdu. Therefore there 

is need to remove the Hindi words like ی رن
 
ت
 
 ان

(Anteeran) (अिंतीरन, fail) from Urdu WordNet. 

There are two steps to do this First find out the 

corresponding Urdu word and Second discard 

original Hindi Word. The deletion of Hindi word 

is shown in Figure 2.  
ID  :: 83 

CAT  :: adjective 

CONCEPT  :: जो परीक्षा में उत्तीर्ण न िुआ िो 
EXAMPLE  :: "रोिन परीक्षा में अनुत्तीर्ण िो गया" 

SYNSET-HINDI :: अनुत्तीर्ण,फेऱ  

 

Hindi WordNet Entry 

ID  :: 83 

CAT  :: adjective 

CONCEPT  ::   وا ہ ي ہ  رن ن  ی 
 
ت
 
ن
ُ
ه ا ا می 

 
کش و پ ری  وج   

(Jo priksha mein Antteeran na huwa ho) 

(Failed in exam) 

EXAMPLE  :: " ا و گی  رن ہ  ی 
 
ت
 
ه ان ا می 

 
کش ن پ ری  "روہ   

(Rohan priksha mein Antteeran ho gaya) 

(Rohan has failed the test) 

SYNSET-URDU :: ی رن
 
ت
 
ل,ان ی 

 
ف   

(Anteeran , Fail) 

(Fail) 

 

Urdu WordNet Entry after Transliteration 

ID  :: 83 

CAT  :: adjective 

CONCEPT  :: اب ا کامی 
 
ه ن حان می 

 
 امت

(Imtihan mein nakamyab) 

(Failed in exam) 

EXAMPLE  :: ا و گی  ل ہ   
ی
 
ه ف حان می 

 
ن امت "روہ  "   

(Rohan Imtihan mein fail ho gaya) 

(Rohan has failed the test) 

SYNSET-URDU :: اکام
 
ل،ن ی 

 
 ف

(Fail, Nakam) 

(Fail) 
 

Final Urdu WordNet Entry 

Figure 2: Hindi Word to Urdu Word 

 

Similarly, numbers of Urdu words are added 

in database, which are not present in Hindi 

WordNet. For example the word ا  is (interest) رن 

added in Urdu WordNet. The entry of  ا  is رن 

shown in Figure 3. 

ا  (Riba) رن 

ID  :: 7350 

CAT  :: noun 

CONCEPT  :: ے
 
ائ د وصول کی  ج 

 
ل پ ر زان

و اص م ج 

 

   وہ رق

(Woh raqam jo asal par zaid wasol ki jayey) 

(The amount charged but more than the actual 

amount) 

EXAMPLE  :: " ا حرام ہ ے ه رن  "اسلام می   

(Islam mein Riba Haram Hai) 

(Interest is forbidden in Islam) 

SYNSET-URDU :: اج ی  ا،سىد،ب   رن 

 (Riba, Sood, Biyaj) 

(Interest) 

Figure 3: Sample New Word Added in Urdu 

WordNet 

4 Urdu WordNet 

The UWN currently has around 28967 synsets 

consisting of nouns, verbs, adverbs and 

adjectives. The detail of WordNet is shown in 

Table 3. 
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Category Count  

Noun  48224  

Verb  3000 

Adverb  705  

Adjective  8000 

Unique Words  50000  

Synset  28967  

Table 3: Urdu WordNet 

 

Since it is currently in development phase so, 

new synset will get introduced in UWN. The 

front-end of the tool has been implemented in 

.NET. The application interface is connected at 

the backend with text files of synsets.  The data 

is divided into 4 files i.e. Urdu-common, Urdu-

core, Urdu-full and English.  The synset entry 

format in file is shown in Figure 4. 

 

ID: The synset identifier. 

CAT: The syntactic category of the sense. 

CONCEPT: It explains the concept represented 

by the synset. 

EXAMPLE: It gives the usage of the words of 

the synsets in the sentence 

SYNSET-URDU: It gives the set of synonyms 

for the sense in the Urdu language 
Figure 4: Synset Entry Format 

 

At present the offline version of Urdu 

WordNet is available which can be made 

available online after proper security 

implementation. 

 

5 Discission & Future Work 

This paper presents experience of building Urdu 

WordNet by Using the Hindi WordNet. The 

current Urdu WordNet does not provide the full-

fledged lexical information of Urdu Words but, 

it can be used to extract the sense and synset 

information. 

Although new Urdu words are added in Urdu 

WordNet which were missing in Hindi 

WordNet. Still there is need to add more Persian 

and Arabic load Urdu words to cover vocabulary 

of Urdu. 

Diacritics are partially handled in Urdu 

WordNet. Currently there is no clear distinction 

between two words which have same written 

expression in case of no diacritic e.g. the ا ی 
 
َن   ن 

(ban-na)(making) and word ا ی 
 
ُن  (knitting)(bun-na) ن 

are written as ا ی 
 
ن  in Urdu WordNet. The (ban-na) ن 

details of these words are given in Figure 4 & 

Figure 5. The Urdu WordNet system needs to be 

mature enough to handle diacritics. This can be 

achieved by adding up the diacritics in Urdu 

WordNet database.   
 

ID  :: 7132 

CAT  :: verb 

CONCEPT  :: ا ی   روة دب 

(Roop Dena)  

(Form in a shape)                         

EXAMPLE  :: ا ہ ے ن گی  دِر ب 
"می  " 

(Mandir Bun gaya hai)      

(The temple has constructed)                     

SYNSET-URDU :: ا
 
ی
 
ن ا,ن 

 
ون اَر ہ  ی 

 
ب   

(Ban-na , Tyar hona) 

Figure 5: WordNet Entry for ا ی 
 
ن  (make) (ban-na) ن 

 

ID  :: 7310 

CAT  :: verb 

CONCEPT  :: ا اوزارو ھ ن 
 
ات ھ کو  هہ  ور کچ 

ُ
وه کو اوپ ر ا

 
ھ سىت سے کچ 

ا
 
ان ی  ی ز ب  ی چ 

 
کِال کر کوب

 

چ ے سے ن ت 
 
ن  

(Haath ya ozaron sey kuch soton ko ooper aur 

kuch ko nechey sy nikal ker koi cheez banana) 

(Made something with the help of hand or tools 

by springs up and down ) 

EXAMPLE  ::  ی ن رہ  ر ب 
 
ی ن ک سىی 

َ
چ ے کے لےِ ا

 
ب ے 
 
ن ن  ا ا

 
ی سن 

"ہ ے "  

(Seeta Apney betey kay liyey saweeter bun rahi 

hai) 

(Sitta is knitting a sweeter for her baby) 

SYNSET-URDU :: ا
 
ی
 
ن ا,ن 

 
ی کرن
 
اب ی  ب    

(bun-na, bunaye karna) 

(Knitting) 

Figure 6: WordNet Entry for  ا ی 
 
ن  (Knitting)(bun-na) ن 

 

The semantic relations such like antonymy, 

hypernymy, hyponymy, me-ronymy, holonymy, 

troponymy, entailment etc. are ignored in Urdu 

WordNet. These relationships can be added to 

provide complete lexical information of Word. 

The extension of Urdu WordNet further involves 

work in the area of compound words especially 

in the implementation of complex predicates e.g. 
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ا ل گی 
ک
 
 In Urdu 20% verb .(went out) (nikle gaya) ن

forms in the running text are compound verbs 

(Compound Verb, 

http://en.wikipedia.org/wiki/Compound_verb). 

So, there is need to add complex predicates 

which are used more frequently than normal 

verb.   

Currently Compound words (Noun, adverbs) 

e.g. ي ست  ي آہ 
ست   are (slowely Slowely) (Ahista Ahista) آہ 

joined using “–“instead of Zero Width noun-

joiner. There is need to add mechanism into 

WordNet tool to handle this issue.  

6 Conclusion  

In this paper, we present a report on 

development of Urdu WordNet by extracting 

information contained in existing Hindi 

WordNet. The scriptural barrier between two 

languages is crossed by using automatic and 

manual transliteration.  Despite the similarity 

between two languages, concept translation is 

employed to remove Hindi words from Urdu 

WordNet.  New Urdu words are also added in 

WordNet which are not present in Hindi 

WordNet. 
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Abstract
Linguistic code switching (LCS) occurs
when speakers mix multiple languages
in the same speech utterance. We find
LCS pervasively in bilingual communi-
ties. LCS poses a serious challenge to
Natural Language and Speech Process-
ing. With the ubiquity of informal gen-
res online, LCS is emerging as a very
widespread phenomenon. This paper
presents a first attempt at collecting and
annotating a large repository of LCS data.
We target Hindi English (Hinglish) LCS.
We investigate the feasibility of leverag-
ing crowd sourcing as a means for anno-
tating the data on the word level. This
paper briefly explains the setup of the
experiment and data collection. It also
presents statistics representing agreements
among annotators over different possible
categories of Hinglish words and analyzes
the confidence with which a code switched
word can be annotated in the correct cate-
gory by humans.

1 Introduction

Linguistic Code switching (LCS) is the term used
to describe a common practice among bilingual
speakers of a given language pair in which the
speakers switch back and forth between their com-
mon languages. This phenomenon is dominantly
observed in inhabitants of countries like India
where Hindi is a common first language (L1) and
English acts as a second language (L2) among na-
tive Hindi speakers. For example, the following
Hindi sentence with code switches to English is
a seamless example of North Indian conversation:
Uske communication ki wajah se hi project suc-
cessful hua hai. (Project has become successful
because of his excellent communication.) LCS oc-
curs both inter-sentential and intra-sentential.

LCS occurs in all genres of communication
for such speakers, including spoken conversation,
email, online chat rooms, blogs and newsgroups.
Thus, it seriously impacts attempts to process
these exchanges computationally, for the purposes
of automatic translation, speech recognition, and
information extraction, inter alia (Solorio and Liu,
2008a; Solorio and Liu, 2008b).

With increasing interest in LCS, there is need
for large annotated LCS corpora which can sup-
port the needs of computational as well as theo-
retical research. This paper presents one experi-
ment where a corpus of code switched sentences
is annotated for identifying code switch points us-
ing crowd sourcing methods. The data collection
serves as the first attempt at creating a reposi-
tory for LCS data. Also the annotations of LCS
points will shed light into the nature of this phe-
nomenon and will be an initial building block for
the development of interesting analytical and pre-
dictive models for automatic LCS processing sys-
tems. It is widely accepted that LCS actually fol-
lows a certain pattern and that it does not occur
randomly. Several studies in sociolinguistics and
theoretical linguistics have investigated this issue
however on a small scale (Poplack, 2001; Myers-
Scotton, 1993).

2 Hindi and Hinglish

Hindi is the national language of India and na-
tive language of many parts of the country. It has
continuously been impacted by varied languages
and dialects of the country, the most influential of
which is English. English expanded its roots into
India from the time Britain occupied the country.
It was initially the language of the elite upper class
but as the education system became widespread,
English spread across the whole country. With the
proliferation of scientific advancements in the En-
glish speaking world and India’s race for technol-
ogy acquisition, we note that English has almost
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become an Indian language. In fact, Indians from
different parts of India who speak mutually unin-
telligible native Indian languages use English as
the bridge language to communicate. The perva-
siveness of English coupled with the Hindi edu-
cation throughout the country led to rapid devel-
opment of Hinglish, a term coined to describe the
use of Hindi and English words in the same utter-
ance, Hinglish LCS.1 Since Hindi is a morpholog-
ically rich language, we even often observe LCS
occurring on the morphological level. Hinglish
has become a widespread phenomenon (as a lan-
guage in and of itself even) used by Indians in dif-
ferent parts of the world. It is obvious that the con-
text switches from Hindi to English are very fre-
quent and some words that are borrowed such as
Thank You, Please, Crazy are almost Hindi words,
as they have become part of the Indian native lex-
icon. One important reason that smooth switch
can occur between Hindi and English is that words
from any of these languages can fill the lexical
gaps in the sentence of the other. It is important to
point out that LCS is beyond nonce and borrow-
ing, the phenomenon in Hinglish is that of signif-
icant amounts of words and chunks are switched
back and forth in the same utterance, it is not a
matter of isolated borrowed words that are highly
frequent in the Hindi lexicon.

Our paper attempts to describe an initial large
scale collection of LCS data and annotate it on the
word/token level. Several linguistic studies have
investigated Hinglish on a theoretical level (Bhatt,
1997; Joshi, 1985) as well as socio-pragmatic
level as in the work of Bhatt and Bolonyai (2008).
The studies suggest that LCS occurs in a sys-
tematic manner. However to our knowledge no
large collection of LCS data for Hinglish exists,
let alone detailed annotations for such a collection.
Our initial attempt is to fill this gap such that it
would be of utility to both the theoretical linguis-
tics as well as the computational processing fields.

3 Corpus Collection

We needed content where the matrix language
was Hindi with frequent code switches to En-
glish. Modern Hindi novels are rich sources for
such content as they use Hinglish frequently. The
content of two sites: www.hindinovels.net and
www.abhivyakti-hindi.org were crawled using perl

1For the purposes of this paper, we are not interested in
the inter sentential LCS.

scripts and broken into sentences to develop the
corpus. Some Hindi sentences with no CS were
mixed with these sentences to prepare an opti-
mal blend of sentences for annotations. The final
corpus consisted of 10500 sentences comprising
193285 tokens.

4 Experiment Setup

Amazon Mechanical Turk (AMT) is a market-
place to host surveys where requesters host some
questions which are answered by workers, aka
turkers. It has been widely accepted that the use
of crowd sourcing techniques for the collection of
data annotations is a worthwhile effort (Snow et
al., 2008). The benefit of using crowd sourcing
lies in a rapid collection cycle, sometimes at
the expense of quality. Hence the challenge
lies in designing and simplifying the task and
presenting it to lay people in generic terms. But
also setting performance metrics for accepting
such annotations. We carried out our experiments
on AMT where we asked the turkers to identify
each word in a sentence as one of the following
categories:2

1. Hindi- aaya(came),gaya(went),hum(we)
2. English- usual English words, for example, eat,
grin, happy
3. Foreign Proper Name- John,Stella, IBM
4. Indian proper Name- Ramesh,Ganesh, Anjali
5. Unknown- Any word which can not be classi-
fied into any of the above categories

The experiment was set up as a survey with
three Hinglish sentences on one page. Each of
such pages is termed a Human Intelligence Task
(HIT) and a collection of HITs is termed a task on
AMT. Our collection of 10500 sentences was di-
vided into 7 tasks, each task containing 500 HITs
with 3 sentences each. Each word in a sentence
had a drop down list containing the above options
associated with it, with the default option being
Hindi. The AMT turkers then marked each word
in the sentence as one of the options above. A
minimum of two turkers were allowed to work on
a single HIT or the same set of 3 sentences in order
to allow overlap for agreements/disagreements on
same set of words. Accordingly all the data was at

2For this pilot annotation, we did not include the more
complex annotation of mixed Hinglish morphology. We de-
cided to postpone that annotation for a later phase.
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least doubly annotated.
A subset of HITs (10% of the corpus size) was

gold annotated by a native bilingual speaker of
Hindi and English. We designed the set up of
the HITs such that for any given turker at least
one sentence in a HIT overlapped with a gold an-
notation. Then the turker whose sampled HIT
annotations agreed with the gold annotation less
than 95% were discarded. Initially, 136 turk-
ers submitted the results, out of which 85 turk-
ers scored above the set 95% threshold. The HITs
that were rejected were resubmitted to AMT for
re-annotation. With resubmission results, 8 more
turkers were added as they scored above the 95%
threshold bringing the total number of turkers to
93. Accordingly, the overall data was annotated
by 93 turkers, 10% of the overall 10500 sentences
is three way annotated with gold annotation and
by two turkers.

5 Experiment Results and Statistics

In this section we present detailed results on the
collected annotations. We calculate inter-turker
agreements based on how many times a turker
agreed on a category within the same HIT with
the other turkers who co-annotated the same HIT.
The results for turkers were then aggregated to
find the total number of agreements for each
category. The resulting confusion matrix is shown
in Table 1. The legend for the table is as follows:

h- Hindi
e- English
f- Foreign Proper Name
i- Indian Proper Name
u- Unknown

Each cell of the confusion matrix corresponds to
agreement counts for any turker aggregately with
respective co-turkers.

The following detailed statistics show the per-
centage classification agreement among the co-
turkers in different categories for the majority an-
notated class on the word level. As mentioned
above, each HIT was annotated by two turkers.
In our detailed statistics, we observe the num-
ber of times two turkers agreed on a category la-
bel per word in the same HIT. We report below
the percentage of aggregate pairwise agreements

h e f i u
h 167195 1875 370 535 426
e 2546 11800 229 47 215
f 578 253 3996 143 45
i 546 45 120 1467 29
u 442 212 40 32 99

Table 1: Confusion Matrix of the aggregate turk-
ers’ annotations for the different categories

among the turkers for those categories. We re-
port the results of the analysis by the majority
class. Hence for those instances that are consid-
ered Hindi across the HITs, 98.1% of the times,
some two turkers agreed on a Hindi label.

All in all, the data had 193285 word instances,
corresponding to 14658 word types, 88.16% word
instances were considered Hindi by the majority
of turkers, 7.67% instances were considered
English by the majority of turkers, 2.59% words
were considered Foreign Proper names, and
1.14% were considered Indian Proper names,
finally 0.42% were considered Unknowns. The
following statistics reflect the confusion on the
majority label by aggregate pairs of turkers.

For majority class Hindi word instances (88.16%
of the word instances):

Hindi- 98.1%
English- 1.1%
Foreign Proper Name- 0.22%
Indian Proper Name- 0.31%
Unknown- 0.25%

Hence, turkers agreed 98.1% of the time that the
label for these 88.16% of the word instances are
Hindi, however, some set of the turker pairs con-
fused 1.1% of this Hindi data set as English, while
0.25% of the time pairs of turkers considered these
Hindi words as Unknown.

For majority class English word instances
(7.67% of the word instances):

Hindi- 17.16%
English- 79.53%
Foreign Proper Name- 1.54%
Indian Proper Name- .32%
Unknown- 1.45%

The turkers agreed 79.53% of the time that
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the label for these 7.67% of the word instances
are English, however, some set of the turker
pairs confused 17.16% of this English data set
as Hindi, 1.54% as Foreign Proper Name, 0.32%
as Indian Proper Name and 1.45% of the time
pairs of turkers considered these English words as
Unknown

For majority class Foreign Proper Name word
instances (2.59% of the word instances):

Hindi- 11.52%
English- 5.04%
Foreign Proper Name- 79.68%
Indian Proper Name- 2.85%
Unknown- .9%

The turkers agreed 79.68% of the time that
the label for these 2.59% of the word instances
are Foreign Proper Name, however, some set of
the turker pairs confused 11.52% of this Foreign
Proper Name data set as Hindi, 5.04% as English,
2.85% as Indian Proper Name and 0.9% of the
time pairs of turkers considered these Foreign
Proper Names as Unknown

For majority class Indian Proper Name word
instances (1.14% of the word instances):

Hindi- 24.74%
English- 2.04%
Foreign Proper Name- 5.44%
Indian Proper Name- 66.47%
Unknown- 1.31%

For majority class Unknown word instances
(0.42% of the word instances):

Hindi- 53.58%
English- 25.7%
Foreign Proper Name- 4.85%
Indian Proper Name- 3.88%
Unknown- 12%

The above statistics are the aggregated results,
we note that the results for each of the 93 turk-
ers taken individually, as compared to their respec-
tive co-turkers follow the same trend as the aggre-
gated results. For example, if we compare an in-
dividual turker with co-turkers, majority of agree-

ments are Hindi-Hindi, English-English and so on.
Similarly, disagreements are also proportionate to
above statistics.

A detailed token level analysis also showed sim-
ilar trends. We analyzed a sample of 1304 to-
kens of which 1005 have a Hindi root and 245
are of English etymology. 27 tokens were For-
eign Proper Names and 26 were Indian Proper
Names. The turkers agreed 98.45% times that the
tokens are Hindi over the total occurrences of sam-
ple Hindi root tokens. They agreed 79.41% times
that the token is English over tokens with English
root, 75.74% times agreed that the token is For-
eign Proper Name for Foreign Proper Name to-
kens. The turkers agreed 74.58% times that the
token is an Indian Proper Name for Indian Proper
Name tokens. The turkers were observed to con-
fuse Hindi tokens and Indian Proper Name tokens
as 22.63% times, i.e. they mutually agreed that the
token is Hindi when it was in fact an Indian Proper
Name.

We further analyze the agreement on a complete
sentence level, where turkers agreed on the anno-
tation for every token in the sentence, we found
only 57 such sentence annotations.

6 Analysis of Results

As depicted by the above statistics, the largest per-
centage of agreement was for the words marked in
the Hindi category. There was about 98% agree-
ment over such words which can be attributed to
two reasons. Firstly, Hindi being the matrix lan-
guage, a dominant part of words in the sentences
were Hindi. Secondly, although there were very
few instances where the turkers completely agreed
on each word of a sentence, they had almost no
confusion in identifying the Hindi words in a sen-
tence.

For a word classified as English by a turker,
the co-turkers agreed 80% times. However, about
17% co-turkers confused such words as Hindi. An
obvious reason for such observation is the fact that
some of the English words have blended so well
with Hindi that even the native Hindi speakers
are not able to recognize them as English words.
For example, English words such as cycle, car,
train, plate, bread have become part of Hindi lex-
icons and the native speakers unintelligibly con-
sider these words as Hindi itself in their conver-
sations. This shows the seamless mingling of En-
glish words in Hindi to such an extent that they are
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indistinguishable as English words.

There was agreement for majority of Foreign
and Indian Proper Names (79.68% and 66.47% re-
spectively). The highest percentage of disagree-
ments were observed when the co-turkers marked
proper names as Hindi words. This may be at-
tributed to the fact that capitalization does not ex-
ist in the Hindi script for proper names, and they
might be misconstrued as other parts of speech.
For example, Pawan could be a name and could
be used as a noun meaning air as well. Similarly,
Anant could be used as a name or an adjective
meaning with out an end.

The Unknown category showed some interest-
ing results. The agreement over Unknown cate-
gory was much less among turkers. Instead, ma-
jority of co-turkers marked such words as Hindi
words (53.58% times). After analysis, it was
found that a major reason for this observation was
because turkers were confused on morphologi-
cally mixed words. For example, plural of com-
pany after morphological adjustment becomes
companiyon in Hinglish. A turker was not able to
classify such words distinctly since it is half Hindi
and half English from his point of view. More-
over, we believe that the fact that we have a default
Hindi tag, could have contributed to the confusion.
In our next iteration of annotation experiments, we
will make sure to avoid a default tag.

If we consider the overall results, more than
90% of agreements were for Hindi words followed
by English, Foreign Proper Name, Indian Proper
Name and Unknown categories, in that order. This
along with results for each of the individual cate-
gories shows that the turkers have high confidence
while marking the Hindi words. English words,
foreign proper names and Indian proper names
also show good confidence with agreement over
majority of them. Majority of disagreements in
different categories were classified as Hindi which
shows the tendency of the turkers to mark the
word, about which they are confused, as Hindi it-
self, or simply leave it as default. Based on anal-
ysis of results above in conjunction with the inter-
turker and gold agreements, it can be affirmed with
high confidence that apart from the Unknown cat-
egory words, the turkers converge on the correct
category significantly above chance indicating the
feasibility of the approach.

7 Conclusion and Future Directions

In this paper we presented an initial attempt at
building a large scale repository of manually anno-
tated LCS data for Hinglish. We believe we have
established that crowd sourcing is a good method
for inducing such annotations. In the near future
we plan on annotating more data. We plan on
adding a new category label of mixed morphology.
Finally, we intend to perform the same annotation
task for other language pairs.
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Abstract 

The Linguist’s Assistant (LA) is a practical 
computational paradigm for describing lan-
guages. In this paper we describe how to use 
LA with naturally occurring texts that exem-
plify interesting target-language linguistic 
phenomena. We will describe how such texts 
can be semantically analyzed using a conven-
ient semi-automatic document authoring in-
terface, in effect adding them to LA’s stan-
dard semantic-based elicitation corpus. We 
then exemplify the language description 
process using a phenomenon that is prevalent 
in our research: alienable vs. inalienable 
nominal possession.  

1 Introduction 

The Linguist’s Assistant (LA) is a practical com-
putational paradigm for efficiently and thor-
oughly describing languages. Previously (Beale, 
submitted) we reported on the first of three main 
modes of LA-based language description: using 
the provided elicitation corpus of semantically 
analyzed sentences as the starting point and or-
ganizing principle from which the user describes 
the linguistic surface forms of a language using 
LA’s visual lexicon and grammatical rule devel-
opment interface. We described the semantic 
representation system that we developed and the 
make-up of the corpus of semantically analyzed 
texts that are meant to provide examples of a 
large subset of the kinds of meaning found in 
written communication. We described the visual 
lexicon and grammatical rule development inter-
face that the linguist uses to record the lexical 
and grammatical knowledge needed to translate 
the semantic corpus into the target language. 

Having read this previous paper, a respected 
linguist offered some valid criticism (valid, that 
is, if LA were restricted to this first mode of op-
eration): “I am, in general, a bit reluctant to use 

ready-made questionnaires, for all sorts of rea-
sons -- some of which you mention yourself.  It 
so happens that my personal interest has always 
been on naturalistic speech… I have always paid 
a lot of attention to what actually shows up in 
everyday spoken speech, as opposed to what 
could exist 'grammatically' but is never heard. 
I've always wondered why so many grammars or 
articles in linguistics work on sentences such as 
‘The man sees the woman.’ which don't appear 
ever in naturalistic speech.” (Alex François, per-
sonal communication). This paper is an attempt 
to counter such criticism by describing the sec-
ond mode of operation in LA-based language 
description: acquiring language data and gram-
matical knowledge using naturally occurring 
texts that exemplify interesting target-language 
linguistic phenomena. We will describe how 
such texts can be semantically analyzed using a 
convenient semi-automatic document authoring 
interface, in effect adding them to the standard 
semantic-based elicitation corpus used in the first 
mode of operation. We exemplify the process 
using a linguistic phenomenon that is prevalent 
in Oceanic languages: alienable vs. inalienable 
nominal possession. Ishizuka (2010) describes a 
similar phenomenon in Japanese and Korean. 

Before moving on, we should mention the 
third mode of LA-based language description: 
acquiring knowledge (lexical and grammatical) 
to cover pre-authored stories (“authored” in our 
context means that a semantic representation has 
been prepared). The semantically motivated 
elicitations from mode one combined with 
knowledge gained from the naturally occurring 
texts of mode two provide a solid foundation for 
lexicon and grammar development, but we have 
found that adding to that the experience and dis-
cipline of acquiring the knowledge necessary to 
generate actual story-length texts is invaluable. 
This is usually the best opportunity for docu-
menting phenomena that is more lexically de-
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pendent since the vocabulary in the semantic-
based elicitation stage is quite limited. It also 
provides a test bed for the knowledge acquired in 
the first two modes of operation. For this reason 
we include several pre-authored community de-
velopment texts/stories with LA. After acquiring 
the necessary lexical and grammatical knowl-
edge for the target language, a draft translation of 
the stories can be produced and checked for natu-
ralness and accuracy. LA has been used in this 
mode to produce a significant amount of high-
quality translations in Jula (a Niger-Congo lan-
guage), Kewa (Papua New Guinea), North Tanna 
(Vanuatu), Korean and English. Work continues 
in Vanuatu, with additional languages planned in 
the near future. We argue that the high quality 
results achieved in these translations demonstrate 
the quality and coverage of the underlying lan-
guage description that LA produces. Beale et al. 
(2005) and Allman and Beale (2004; 2006) give 
more information on using LA in translation and 
for documentation on the evaluations of the 
translations produced.  

 
Figure 1: Semantic representation 
 
   LA is available for academic research and non-
profit applications. Tutorials and related papers 
are also available, although a significant portion 
of our planned work is to produce better tutorials 
and workshop materials. The developers plan to 
offer tutorials at various conferences in the near 
future. We emphasize that LA is a work in pro-
gress. In any practical product with complex 
theoretical underpinnings there is a development 
loop where a “critical mass” of theory is imple-
mented, the surrounding support tools created 
and tested, the product is used and evaluated, and 
then work begins again on improving the theo-

retical base. LA is somewhere in the late stages 
of the "being used and evaluated” step of this 
cycle. We certainly intend to improve the theo-
retical basis of each aspect of the product as time 
goes on, in large part as a result of the feedback, 
suggestions and criticisms of our users.  

2 Introduction to LA 

Consult Beale (submitted) for details on LA, in-
cluding the semantic representation language and 
the visual lexicon and grammar interfaces. In 
order to make this paper self-contained, we 
summarize some of this material here. 

A top-level view of the semantic representa-
tion is shown in Figure 1. Each concept “bundle” 
takes up three lines of text (for example, in the 
middle of the figure, “say”, the line directly be-
low that with “V-1ArUINA”, and the line with 
the question marks). The top line is the English 
gloss of the concept. It must be emphasized that 
the English gloss is only shown for convenience; 
it represents a concept in our ontology. The up-
per yellow box appears upon a mouse-over of the 
concept; it provides details about the definition 
and usage of the concept. The middle line of the 
concept bundle consists of letters and numbers 
that specify the semantic features associated with 
this particular instance of the concept. These fea-
tures can be viewed by placing the cursor over 
the concept. Note that phrases and clauses have 
semantic features defined for them in the same 
way that instances of concepts do. As shown in 
the figure, noun phrases have features such as 
semantic role. Verbs have time, aspect and mood 
features. Nouns have features that specify per-
son, number and various reference-related mean-
ings. The bottom line of the concept bundle is the 
“translation” of the concept into whatever target 
language is currently loaded (in the figure, ques-
tion marks are displayed because no language is 
loaded). This “translation” is only a mapping to a 
target root word; often a concept will require 
more than a direct word-for-concept substitution.  

Each sentence in the elicitation corpus has a 
semantic representation. In the first mode of lan-
guage description described in Beale (submitted), 
the linguist needs to “teach” the computer how to 
realize each of the parts of that input semantic 
representation, including all the individual con-
cepts, each of the semantic features and all the 
relationships (such as the case role relationships, 
discourse relations and adposition relationships). 
Backing up a bit, it is important to think about 
the overall nature of an LA project. The elicita-
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tion corpus contains the wide range of phenom-
ena that we are interested in documenting. The 
linguist creates the lexical knowledge and 
grammatical rules so that LA's built-in text 
generator can accurately translate the underlying 
meaning of the included semantic-based elicita-
tion corpus. After this first stage is complete, the 
second stage of language description that is high-
lighted in this paper begins: using naturally oc-
curring target language texts to describe 
important linguistic phenomena that occur in the 
language. Once the descriptive phases are 
complete, the resulting computational model of 
the language can be used in translation 
applications or output as part of a language 
documentation project.  

 
Figure 2: Lexical features for Spanish 

 
Figure 3: Lexical forms for Spanish 

How does the linguist “teach the computer 
how to realize”? LA provides a rich, visual inter-
face for building target lexicons and grammatical 
rules.  Figure 2 shows the interface for creating 
and displaying lexical features, for example, the 
inflection type (-ar, -er or –ir) of a Spanish verb. 
Figure 3 shows the interface for displaying 
forms. Lexical form generation rules can be writ-
ten to automatically generate each of the forms 
of a word. The white boxes in Figure 3 are ir-
regular forms that were corrected by the user. 

Grammatical rules typically describe how a 
given semantic structure is realized in the lan-
guage. The whole gamut of linguistic phenomena 
is covered, from morphological alternations to 
case frame specifications to phrase structure or-
dering to lexical collocations – and many others. 
Figures 4-8 are examples of various types of 
grammatical rules. Figure 4 shows a morpho-
phonemic rule; Figure 5 a phrase structure order-
ing rule; Figure 6 a feature copying rule (as 
would be used, for example, in Subject-Verb 
agreement in English), Figure 7 a table, and Fig-

ure 8 a theta-grid (or case-frame) realization rule. 
There are also rules similar to Figure 8 for con-
verting the base semantic representation to a 
deep structure that is more appropriate for the 
target language. For example, Kewa1 has a rule 
that converts the basic semantics for “X respects 
Y” into “X lifts-up the name of Y.” 

 
Figure 4: Morphophonemic rule 

 
Figure 5: Phrase structure ordering rule 

 
Figure 6: Feature copying rule 
 

Currently, the linguist is responsible for the 
creation of rules, albeit with a natural, visual in-
terface that often is able to set up the requisite 
input semantic structures automatically. We con-
tinue work on modules that will allow the semi-

                                                
1 Dr. Karl Franklin supplied the Kewa data. 
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automatic generation of rules similar to research 
in the BOAS (McShane et al., 2002), LinGO 
(Bender et al., 2010), PAWS (Black and Black, 
2009) and Avenue (Probst et al., 2003) projects. 
Such modules will, we believe, make LA acces-
sible to a larger pool of linguists. We also pro-
vide a growing list of rule templates that linguists 
can use to describe common phenomena. 

 
Figure 7: Table rule 

 
Figure 8: Theta grid (or case-frame) rule 

3 Possession in Maskelynes  

This paper focuses on using LA to describe a 
particular linguistic phenomenon using naturally 
occurring texts. We use alienable vs. inalienable 
nominal possession in Maskelynes as our case 
study. Ishizuka (2010) describes a similar phe-
nomenon in Japanese and Korean. Maskeleynes 
is an Oceanic language spoken by about 1400 
people in central Vanuatu. The language data and 
analysis presented here was inspired by a draft 
version of David Healey’s doctoral thesis (which 
he has asked me not to directly reference in its 
present form). In addition to the draft nature of 
that document, some of the data presented below 
was extrapolated from the examples without con-
firmation by a native speaker. As such, we do not 

intend this to be a linguistic specification. How-
ever, the phenomenon described is typical of 
Oceanic languages and has been directly ob-
served by the author in other Vanuatu languages. 
For the workshop presentation we will augment 
or replace this example with one more directly 
relevant to Asia; the point here is to describe the 
scope and methodology of LA as a linguistic re-
source. 

Oceanic linguists have historically divided 
nouns into alienable and inalienable classes. 2 
Inalienable nouns always appear with their “pos-
sessor.” For example, body parts (“my arm”) and 
relatives (“John’s father”) must occur with their 
possessor, as just illustrated. Healey also reports 
the more recently understood distinction of direct 
vs. indirect possession (Lichtenberk, 1985), 
which occurs in addition to the alienable vs. inal-
ienable distinction. Directly possessed nouns in 
Maskelynes carry the marker of possession on 
the head noun whereas indirectly possessed 
nouns carry the possessive marker on the posses-
sor noun or pronoun. We summarize the data in 
the rest of this section and in Figure 9. 

In Maskelynes, inalienable nouns (section 1 of 
Figure 9) can either be directly possessed or indi-
rectly possessed, depending on the class of the 
noun. Kinship terms and visible body parts gen-
erally are directly possessed (section 1A). Di-
rectly possessed inalienable nouns take an 
obligatory possession suffix. If the possessor 
must be specified (beyond the pro reference of 
the possession suffix), the possessor noun fol-
lows the head noun with no additional marking.  

Maskelynes also has indirectly possessed inal-
ienable nouns (section 1B). Some inanimate 
nouns that must be referred to with a possessor 
(for example, “his song” and “the home’s 
shadow”) and many internal body parts are indi-
rectly possessed. These all follow the ‘h’ class of 
indirectly possessed nouns described below. 

All alienable nouns (section 2) are indirectly 
possessed. 

All indirectly possessed nouns (sections 1B, 
2A and 2B) are either in the ‘h’ class (section 
2A, typically foods and drinks) or the ‘s’ class 
(section 2B, general nouns). Indirect possession 
can be realized with a possessive pronoun (that 
agrees with the ‘h’ or ‘s’ class, as appropriate), 
or, when the possessor cannot be a pronoun, a 
genitive proclitic (hX- or sX- depending on the 
noun class) attached to the possessor noun, in 

                                                
2 See (Ishizuka 2010) for a treatment of alienable vs. inal-
ienable possession in Japanese and Korean.  
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which case the nominaliser (which generally oc-
curs on nouns) of the possessor is deleted. 

A final noun class relevant to our discussion 
involves the nominaliser: the human vs. non-
human class. Nouns in the human class take the 
'a-‘ nominaliser (section 1Ai) whereas non-
human nouns (section 1Aii) take the ‘nX-‘ nomi-
naliser. The ‘X’ in this nominaliser and in the 
proclitic is phonologically conditioned; we will 
leave it as ‘X’ to simplify the discussion. 

The examples in Figure 9 give an exhaustive 
reckoning of the different realization possibilities 
(other than the fact that different persons and 
numbers can be used for the pronouns and pos-
sessive suffixes).  

4 Describing Possession Using LA 

4.1 Authoring Examples 

The first step in describing a new phenomenon in 
LA is to author examples. This process will pro-

duce semantically analyzed examples that will be 
used in the knowledge acquisition stage (sections 

4.2 through 4.4 below) and in the 
testing stage (section 4.5).  

Upon starting the document 
author, the system will ask for input 
sentences in a controlled English.3 
This is a key benefit and a limitation 
at the same time. LA is not able to 
parse target texts into the semantic 
representation that is needed in the 
subsequent stages (since it does not 
have a complete target grammar at 
this stage). Therefore we allow the 
user to mentally translate the mean-
ing of the target language examples 
into the restricted English. Our built-
in English analyzer will then semi-
automatically produce the semantic 
analysis with only a small amount of 
editing of the results required from 
the user. Of course it would be opti-
mal if the user could enter the exam-
ples in the target language and have 
an automatic semantic analysis per-
formed, but this is impossible in the 
absence of a target language ana-
lyzer. Work has begun, however, on 
tools that will allow computer-
assisted semantic analysis of target 
texts, which would obviate the need 
for the user entering simplified Eng-
lish translations. 

To describe possession in Maske-
lynes, the user first enters the re-
stricted English translations of the 
target sentences from Figure 9, as 

shown in Figure 10. In practice, because the 
authoring stage is relatively simple, the user 
could enter many more examples than shown, 
including an exhaustive accounting of all the 
possible combinations of number and person of 
both the head and possessor nouns. Figure 11 
shows (in admittedly small print) a version of the 
results of the built-in semantic analysis. In the 
case of the first input phrase “My(John’s) 
mother”, the analysis is correct and no further 
editing is required. Notice that the analyzer chose 
the correct number and person (1st singular) for 
“John” and the correct Kinship relationship. For 
“my leg” the analyzer correctly chose the Body-
Part relationship. We continue to work on the 

                                                
3 See Beale et. al (2005) for a description of the controlled 
English and for a description of the authoring process. 

1. Inalienable 
  A. Directly possessed 
     i. Human 
       Pro-suffix possessor:     a-na-gw 
        NOM-mother-POSS.1st.excl.sing 
      “my mother” 
       Possessor must be specified:  a-na-n a-vanuan 
           NOM-mother-POSS.3rd.sing  NOM-man 
            “the man’s mother” 
     ii. Non-human 
       Pro-suffix possessor:     nX-rie-gw 
        NOM-leg-POSS.1st.excl.sing 
      “my leg” 
       Possessor must be specified:  nX-rie-n a-vanuan 
           NOM-leg-POSS.3rd.sing  NOM-man 
            “the man’s leg” 
  B. Indirectly possessed 
    Pronomial possessor:   nX-bwe hagw 
      NOM-song  POSSPRO.1st.excl.sing 
       “my song” 
    Possessor must be specified: nX-bwe hX-vanuan 
      NOM-song    POSS.1st.excl.sing-man    
          “the man’s song” 
2. Alienable (and indirectly possessed) 
  A. h class 
    Pronomial possessor:   nX-buai hagw 
      NOM-pig  POSSPRO.1st.excl.sing 
       “my pig” 
    Possessor must be specified: nX-buai hX-vanuan 
      NOM-pig    POSS.1st.excl.sing-man    
      “the man’s pig” 
  B. s class 
    Pronomial possessor:   nX-kuvkuv sagw 
      NOM-axe  POSSPRO.1st.excl.sing 
       “my axe” 
    Possessor must be specified: nX-kuvkuv sX-vanuan 
      NOM-axe    POSS.1st.excl.sing-man    
       “the man’s axe” 
Figure 9: Possession Examples for Maskelynes 
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accuracy of the built-in English analyzer, but 
minor adjustments are sometimes necessary. 

4.2 Setting Up Target Language Features 

The key to describing possession in LA for 
Maskelynes - and indeed the key to using LA in 
general - is to first identify and create the target 
language features that will make it easy to write 
surface rules. In the case of possession, we need 
to know what class of noun is involved: inalien-
able vs. alienable, direct vs. indirect, and human 
vs. non-human. The user can define these fea-
tures in the LA lexicon and specify the correct 
value for each for each noun root. Figure 12 
shows an example lexicon for Maskelynes’ 
nouns. Note the “class” and “human?” features.  

 Figure 10: Document authoring input text 
 

As you can see in Figure 9, it is also necessary 
to know whether the possessor noun is specified 
or whether there can be a suffix or a full pronoun 
reference to it. A key step in describing posses-
sion is to define such a feature on nouns, “Reali-
zation Type,” which takes the values “noun” or  
“pronoun.” The user can delay consideration of 
how to actually set that feature for later. To con-
serve space we do not show the trivial process of 
defining a new target feature. 

Some words in Figure 9 have a POSS suffix 
(like a-na-gw in 1Ai). Some words have a gen-
tive proclitic (like hX-vanuan in 2A). And other 
words have no possession affixes (like nX-bwe in 
2A). Therefore another target feature that will 
make the final surface production rules easier is 
the “Noun Possession Type” feature for nouns. 
This will take the values “none”, “possessed” 
and “genitive proclitic”. This is the key feature 
used in our discussion in section 4.3 below. 
Again, the assignment of the correct value to this 
feature can be assumed when writing the rule 
that generates the actual surface form (section 
4.3); later (section 4.4) the rule(s) will be written 
to set the correct value.  

Note the difference between lexical features 
that are associated with a given root (and are de-
fined in the lexicon) and the general target fea-
tures that are defined outside the lexicon and 

whose values must be set by some rule. Given 
the two general features (“Realization Type” and 
“Noun Possession Type”) and the two lexical 
features (class and human?), it will be possible to 
construct surface rules that implement the full 
range of possible realizations of possession. 

 
Figure 11: Document author's semantic analysis 

 
Figure 12: Maskelynes noun classes in lexicon 

 
Figure 13: Feature copying rule 

 
The preparation of features needed by the sur-

face rules often has a final source: feature copy-
ing rules. In this case, the surface rules for 
choosing the correct possessor suffix to add to 
the main root for directly possessed nouns (sec-
tion 1 of Figure 9) must have access to the per-
son and number of the possessor. Figure 13 
shows a rule that copies the number of the em-
bedded possessor to the NP level of the main 
phrase. Note that the resulting feature will be 
called “possessor number.” A similar rule copies 
the person. Figure 13 also shows (in the mouse-
over tooltip pointed to by the arrow) an addi-
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tional Noun Phrase target feature not mentioned 
yet: the “Noun Phrase Function.” This feature 
can have various values in Maskelynes, but will 
be set to the value “possessor” for these exam-
ples by a rule that we will not discuss (which is, 
in fact, the main point: we can define these fea-
tures and use them without worrying about the 
rules that will correctly set their values). The fact 
that we did not mention (or even think of!) this 
feature earlier points out what must be obvious: 
the need for target features often only becomes 
evident as you consider how to build an easy sur-
face rule, or even as you think about how to 
write the rules to set other target features (in sec-
tion 4.4 below). In all, there are three sources of 
features to be used in the surface rules: lexical 
features, target features defined by the user and 
set by rules, and features that were copied from 
other constituents using feature copying rules. 

4.3 Writing Surface Rules 

Space prevents us from presenting all of the sur-
face rules; we concentrate on the rule that pro-
duces the possessive suffix for directly possessed 
nouns (section 1 of Figure 9). Figure 14 shows 
the surface table rule that adds possessive suf-
fixes to directly possessed nouns. The three ar-
rows point to mouse-over pop-ups that detail 
which feature values are referenced in the indi-
cated row or column. The top-left corner cell of 
the table is a catch-all cell; the input must match 
this corner cell or the rule will not apply. In this 
case, the requirement is that the “Noun Posses-
sion Type” feature of the noun must be “pos-
sessed.” The “Noun Possession Type” is the tar-
get feature we discussed above. Later, we will 
need to write a rule to set its value to “possessed” 
for directly possessed head nouns. But the main 
point here is that this particular surface rule that 
adds the suffixes is extremely simple if we as-
sume the presence of that feature. The pop-up 
that appears on a mouse-over of the first row 
shows that this row refers to the “possessor per-
son” feature on the Noun Phrase. This feature 
(which is a copy of the person of the possessor 
noun) was created above using the feature copy-
ing rules. Likewise the first column refers to the 
“possessor number” feature on the Noun Phrase, 
also copied using the feature copying rule de-
scribed above. The table rule simply defines the 
correct suffixes for each combination of Person 
and Number. 

A rule of similar complexity will add the geni-
tive proclitic (as for hX-vanuan) for the case 
when the Noun Possession Type feature is “geni-

tive proclitic.” A separate rule will add the 
possession word (for example, hagw or sagw) 
when the Possession Type is “none.” In general, 
we have identified the three major realization 
cases, created a target feature to reflect these 
choices, and then wrote three different surface 
output rules to actually realize each choice. Each 
rule is relatively simple (once a proficiency in 
using LA is attained). At this stage we have not 
even worried about the rules that set the target 
feature that makes these surface output rules 
possible.  

 
Figure 14: Table rule for possessive suffixes 

4.4 Writing Rules that Set Target Features 

The surface rules described above are simple 
because a well thought-out system of target fea-
tures is assumed. The target features can come 
from the lexicon, from user-defined target fea-
tures, or from feature copying rules. Those that 
are user-defined need to have their values set 
with rules. The “Noun Possession Type” feature 
is set by rules (Figures 15-18) that examine the 
class of noun and the realization type (pronoun 
or full noun) of the possessor.4  

 
Figure 15: direct possession 

Figure 15 corresponds to the directly pos-
sessed case in 1A of Figure 9. Note the “Noun 

                                                
4 For the workshop presentation, we will go over the Noun 
Possession Type rules in greater depth and/or use a com-
pletely different example related to Asian linguistics. 
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Possession Type” is attached to the head noun. 
Figures 16 and 17 correspond to the indirectly 
possessed cases in Figure 9 in which possessive 
suffixes are used; note that the output feature is 
attached to the possessor noun. And finally Fig-
ure 18 corresponds to the indirect case where a 
genitive proclitic is used. 

 
Figure 16: Indirect with possessive suffix on 
possessor (1st or 2nd person possessor) 

 
Figure 17: Similar to Figure 17 for 3rd pronoun 

 
Figure 18: Indirect with genitive proclitic 
 

We will not pretend that these rules are easy to 
follow in a paper with such limited space. We 
will be able to describe the rules better at the 

presentation. The main point is that the rules 
themselves are relatively simple to construct 
once a certain level of familiarity with LA is at-
tained. The progression we presented here is 
typical. The surface rules (section 4.3) are easy 
because we assume the presence of well thought-
out target features. The rules that set these target 
features (section 4.4) can be simple as well. Thus 
the entire process is often straightforward once 
the methodology is learned. The workshop pres-
entation will focus on using LA to implement 
this methodology. 

4.5 Testing the Acquired Knowledge 

The final stage of knowledge acquisition is to 
test the system by generating target text from the 
example sentences that were previously authored 
(section 4.1). Figure 19 shows the results of gen-
erating from the authored examples. The top text 
box contains the target translations, which in this 
case match the expectations from Figure 9. The 
yellowish mouse-over pop-up that appears when 
the cursor is placed on a-na-gw shows all of the 
rules that were applied that were related to that 
target word. LA also includes a breakpoint 
mechanism that allows the user to step through 
the application of a rule. These debugging tools 
(Allman, 2010) are invaluable in the knowledge 
acquisition, test, revision loop that is typical. 

Conclusion 

This paper along with Beale (submitted; 2011) 
describe the two main modes of language de-
scription in LA: 1) using the provided semantic 
elicitation corpus to guide knowledge acquisi-
tion, and 2) using naturally occurring texts that 
exemplify interesting target-language linguistic 
phenomena. We demonstrated the latter process 
in this paper using possession in Maskelynes as 
an example. In future publications we intend to 
present other linguistic phenomena, summaries 
of LA’s overall use to document a specific lan-

guage, and 
further tutorials 
and descriptions 
of LA itself.  

Figure 19:  Output translations 

48



References  
Tod Allman. 2010. The Translator‘s assistant: a multi-

lingual natural language generator based on lin-
guistic universals, typologies, and primitives. Ar-
lington, TX: University of Texas dissertation. 

Tod Allman and Stephen Beale. 2006. “A natural lan-
guage generator for minority languages,” in Pro-
ceedings of SALTMIL, Genoa, Italy. 

Tod Allman and Stephen Beale. 2004. “An environ-
ment for quick ramp-up multi-lingual authoring,” 
International Journal of Translation 16(1). 

Stephen Beale. Submitted. “Documenting endangered 
languages with linguist’s assistant.” Language 
Documentation and Conservation Journal. Draft 
available at: http://ilit.umbc.edu/sbeale/LA/papers/DEL-for-
LDC-journal.pdf 

Stephen Beale. 2011. Using Linguist’s Assistant for 
language description and translation. In Proceed-
ings of The 5th International Joint Conference on 
Natural Language Processing (IJCNLP-11) 
Demonstrations, Chiang Mai, Thailand. 

Stephen Beale, S. Nirenburg, M. McShane, and Tod 
Allman. 2005. “Document authoring the Bible for 
minority language translation,” in Proceedings of 
MT-Summit, Phuket, Thailand. 

Emily Bender, S. Drellishak, A. Fokkens, M. Good-
man, D. Mills, L. Poulson, and S. Saleem. 2010. 
“Grammar prototyping and testing with the LinGO 
grammar matrix customization system,” in Pro-
ceedings of the ACL 2010 System Demonstrations. 

Sheryl Black and Andrew Black. 2009. “PAWS: 
parser and writer for syntax: drafting syntactic 
grammars in the third wave,” 
http://www.sil.org/silepubs/PUBS/51432/SILForu
m2009-002.pdf. 

Tomoko Ishizuka. 2010. Alienable-Inalienable asym-
metry in Japanese and Korean possession. 
University of Pennsylvania Working Papers in 
Linguistics. Volume 16: issue 1. 

Frantisek Licthenberk. 1985. “Possessive construc-
tions in Oceanic languages and Proto-Oceanic,” in 
Austronesean linguistics at the 15th Pacific Science 
Congress, Canberra: Pacific Linguistics C-88. 

Marjorie McShane, Sergei Nirenburg, Jim Cowie, and 
Ron Zacharski. 2002. “Embedding knowledge 
elicitation and MT systems within a single archi-
tecture,”  Machine Translation 17(4), pp.271-305. 

Katharina Probst, Lori Levin, Erik Petersen, Alon 
Lavie and Jaime Carbonell. 2003. “MT for minor-
ity languages using elicitation-based learning of 
syntactic transfer rules,” Machine Translation 
17(4), pp.245-270. 

49



Proceedings of the 9th Workshop on Asian Language Resources, pages 50–58,
Chiang Mai, Thailand, November 12 and 13, 2011.

Multi-stage Annotation using Pattern-based and Statistical-based
Techniques for Automatic Thai Annotated Corpus Construction

Nattapong Tongtep and Thanaruk Theeramunkong
School of Information, Computer, and Communication Technology,

Sirindhorn International Institute of Technology, Thammasat University, Thailand
131 Moo 5, Tiwanont Rd., Bangkadi, Muang, Pathum Thani, Thailand 12000

{nattapong,thanaruk}@siit.tu.ac.th

Abstract
An automated or semi-automated annota-
tion is a practical solution towards large-
scale corpus construction. However, spe-
cial characteristics of Thai language, such
as lack of word-boundary and sentence-
boundary markers trigger several issues in
automatic corpus annotation. This paper
presents a multi-stage annotation frame-
work, containing two stages of chunking
and three stages of tagging. Two chunk-
ing stages are named entity extraction by
pattern matching and word segmentation
by dictionary; and three following tagging
stages are dictionary-based, pattern-based
and statistical-based tagging. Applying
heuristics of ambiguity priority, entity ex-
traction is performed first on an origi-
nal text using a set of patterns, ordered
by pattern ambiguity. Later segmenting
a sequence of characters into words, the
chunks are tagged according to the or-
der of ambiguity, using dictionary, pattern
and statistics. Focusing on the reduction
of human intervention in corpus construc-
tion, our experimental results show that
the pattern-based tagging was able to re-
duce the number of tokens marked as un-
known by the dictionary-based tagging by
44.76% and the statistical-based tagging
was able to reduce the number of terms
identified as ambiguous by both above
methods by 72.44%. The proposed multi-
stage framework reduced the number of
tokens requiring human annotation (those
that are tagged unknown or with multiple
tags) to 16.35% of the entire corpus.

1 Introduction

As fundamental tasks, word segmentation, part-
of-speech (PoS) tagging, and named entity (NE)

recognition are essential steps for various natu-
ral language processing applications such as text
summarization, machine translation, and question
answering. For languages like Burmese, Khmer,
Lao, Tamil, Telugu, Bali, and Thai, which have no
distinct boundary marker between words and sen-
tences (similar to space and a full stop in English),
word segmentation is required. PoS tagging is an-
other important task which assigns some syntactic
categories such as verb, noun, and preposition to a
token or a word for resolving innate ambiguities,
while more specific predefined categories, such as
person name, location, and organization are as-
signed in the steps of NE recognition (NER). The
current trend in PoS tagging and NE recognition
is to utilize machine learning techniques, which
are trainable and adjustable. Several supervised
learning techniques were successfully attempted
and have shown reasonable performances. For
PoS tagging, Pandian and Geetha (2009) utilized
conditional random fields (CRFs), a probabilis-
tic model, to segment and label sequence data, to
tag and chunk PoS in Tamil. Huang et al. (2009)
showed that a bigram PoS tagger using latent an-
notations could achieve the accuracy of 94.78%
when testing on a set of the Penn Chinese Tree-
bank 6.0. For NE recognition, Lee et al. (2004)
presented a two-level Korean named entity classi-
fication (NEC) by cascading highly precise lexical
patterns and the decision list. Park and Rim (2008)
classified bio-entities by using predicate-argument
structures as the external context features. Tongtep
and Theeramunkong (2010) investigated a method
to segment Thai word and recognize named en-
tity simultaneously by using the concept of char-
acter clusters together with discriminative prob-
abilistic models. Such machine learning tasks,
however, require high quality tagged corpora or
annotated corpora for training which are costly
and time consuming to construct. Only few re-
search works studied the methods to build the an-
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notated corpus with less human effort. Lee et al.
(2010) proposed rules to judge the tagging relia-
bility for constructing a Korean PoS tagged cor-
pus. Since the quality of the PoS annotation in
a corpus is crucial for the development of PoS
taggers, Loftsson (2009) examined three error de-
tection methods for automatically detecting hand-
correct PoS errors in the corpus. For a corpus
size, Sasano et al. (2010) reported that the per-
formance was not saturated even with a corpus
size of 100 billion Japanese words when analyz-
ing case frame acquisition for predicate-argument
structure. In Thai, Isahara et al. (2000) constructed
a PoS tagged corpus named ORCHID manually.
The ORCHID corpus was annotated on three lev-
els: paragraph, sentence, and word. Charoenporn
et al. (2006) constructed another lexicon by us-
ing existing machine-readable dictionaries, and a
sort of semantic constraint called selectional pref-
erence is added into the lexicon by analyzing Thai
texts on the web. Lately, Theeramunkong et al.
(2010) proposed a framework and annotation tools
for tagging named entity and constructing corpus
in Thai. With their annotation tools, the Thai-
NEST corpus was annotated and verified by col-
laborative experts. However, the process is very
costly and time consuming. Until now, there have
been no research reports on minimizing human in-
tervention in automatic construction of either Thai
PoS or named entity tagged corpus.

In this paper, we propose a multi-stage anno-
tation framework to construct a PoS- and NE-
tagged corpus with word segmentation for Thai
language with less human effort. First, a list of
words and named entities is acquired from online
resources. Later, they are used in the two suc-
ceeding chunking processes to extract named enti-
ties and segment words. Three automatic tagging
processes are applied together with designed lex-
ical and context features. In the dictionary-based
tagging level, ambiguous tokens, unambiguous to-
kens, and unknown tokens are discovered. In the
next step, the number of unknown tokens is re-
duced by the pattern-based tagging. Finally, the
number of ambiguous tokens is decreased in the
statistical-based tagging level. The remaining part
of this paper is organized as follows. In Sect. 2,
the writing system in Thai is discussed. The over-
all system architecture is proposed in Sect. 3. In
Sect. 4, experimental settings and results are re-
ported. The experimental results are discussed

in Sect. 5. Finally, a conclusion is illustrated in
Sect. 6.

2 Thai Writing System

An example of Thai texts is depicted as shown in
Fig. 1. The Thai language consists of 44 conso-
nants, 21 vowel symbols, 4 tone markers for its 5
tonal levels, and a number of punctuation marks.
Thai writing system is left-to-right direction, with-
out spaces between words and no uppercase and
lowercase characters. Vowels can be written be-
fore, after, above, or below consonants, while all
tone marks, and diacritics are written above and
below the main character.

A Thai word is typically formed by the combi-
nation of one or more consonants, one vowel, one
tone mark, and one or more final consonants to
make one syllable. Thai verbs are not inflected
for any of tense, gender, and singular or plural
form. Instead, we put some additional words to
express their inflection. Moreover, Thai has no
distinct boundary maker between words and sen-
tences, like space and a full stop in English.

3 The Framework

In this paper, we propose a multi-stage annota-
tion framework to construct high-quality anno-
tated corpora with less human effort. The frame-
work comprises two stages for chunking and three
stages for tagging (see Fig. 2). Two stages for en-
tity chunking are (1) entity extraction and (2) word
segmentation. Three stages for entity tagging
are (1) dictionary-based tagging level, (2) pattern-
based tagging level, and (3) statistical-based tag-
ging level. Entities are named entities, parts-of-
speech and other entities such as punctuation and
number. A list of entities and a list of words are
reusability resources for developing a tagged cor-
pus. In the step of entity extraction, unsegmented
tokens and segmented tokens are extracted from
the input texts using a set of patterns, ordered by
pattern ambiguity, then unsegmented tokens are
segmented by the longest matching technique in
the step of word segmentation. Segmented tokens
are tagged by three-stage entity tagging. Start with
the dictionary-based tagging level, ambiguous to-
kens, unambiguous tokens, and unknown tokens
are discovered. The number of unknown tokens
is reduced in the pattern-based tagging level. In
the statistical-based tagging level, the number of
ambiguous tokens is decreased. Instead of check-
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Figure 1: An example of Thai texts

ing all tags in the corpus which is costly and time
consuming, our framework can minimize human
interposition by indicating which tokens are am-
biguous or unknown. Each stage for chunking and
tagging is explained in the next section.

3.1 Entity Chunking

For entity chunking, two stages are (1) entity ex-
traction and (2) word segmentation. In this step,
a list of words and a list of entities are gathered
from online resources such as Thai Wikipedia1,
The Royal Institute2, The Government Informa-
tion System3, Company in Thailand4, Longdo
Dict5, and YAiTRON6.

3.1.1 Entity Extraction
In Algorithm 1, we collected the list of entities
as entity seeds from online resources. In this
step, the list of entities are location (LOC), person
name (PER), position (POS), family relationship
(FAM), date (DAT), time expressions (TIME) and
some parts-of-speech which are longer than two
syllables i.e., adverb (ADV), conjunction (CONJ),
question phrase (QUE), and verb (VERB). Entity
seeds are applied to extract segmented and unseg-
mented tokens from the input texts. A segmented
token is a token which appears in the entity seeds
while an unsegmented token is a token which dis-
appears in the entity seeds. Segmented tokens are
used to extract left and right contexts, and con-
struct patterns using inner clues and contexts. An
inner clue is a set of hint texts which is an apart
of named entity. For example, Her Royal High-
ness Princess Maha Chakri Sirindhorn is a per-

1http://th.wikipedia.org
2http://www.royin.go.th
3http://www.oic.go.th/ginfo
4http://www.companyinthailand.com
5http://dict.longdo.com
6http://th.lug.wikia.com/wiki/YAiTRON (English-

Thai dictionary)

son name appears in the person seeds, Her Royal
Highness Princess will be an inner clue. Gener-
ally, one entity may have several entity tags such
as “Washington” (person and location). In this
paper, constructing patterns using inner clues and
contexts will solve the ambiguity in entity tags.

Unsegmented tokens such as named entities
outside the list of entity seeds, will be detected and
segmented by entity patterns. Segmented tokens
or extracted entities from this step will be verified
and added to the existing list of entities by experts.
This work, the entity extraction is performed be-
fore the word segmentation and PoS tagging, since
entities in the Thai language are formed by the
combination of two or more words, and likely to
be transliterated words and unknown words. The
remaining unsegmented tokens will be segmented
in the word segmentation process.

3.1.2 Word Segmentation

Words are basic components in the language pro-
cessing. Detecting words in an inherent-vowel al-
phabetic language that does not have explicit word
boundary is highly difficult. To segment words
with a good performance and minimizing human
interposition for constructing tagged corpus, pat-
tern matching techniques are applied by using a
suitable list of words or dictionaries as a tool. It
is known that the word segmentation performance
will decrease when the processed text contains
words that not existing in the dictionary (e.g., un-
registered words or unknown words or misspelling
words). In order to simply discover unknown
word, the longest matching is utilized. Dictionar-
ies or list of words are gathered from online re-
sources, and applied to segment the remaining un-
segmented tokens from the prior entity extraction
process using the longest matching technique. In
this paper, we exploit the longest matching tech-
nique implemented by Haruechaiyasak (2006) and
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Figure 2: The framework of multi-stage annotation for automatic Thai annotated corpus construction

use our collected list of words. The output from
the entity extraction and the word segmentation,
i.e., segmented tokens, will be used as the input
data in the dictionary-based tagging level which is
one of entity tagging stages.

3.2 Entity Tagging

The entity tagging process consists of 3 tag-
ging levels; (1) dictionary-based tagging level,
(2) pattern-based tagging level, and (3) statistical-
based tagging level. In this work, 25 entity types
i.e., 13 parts-of-speech, 6 named entities, and 6
other entities, are defined for constructing tagged
corpus as shown in Table 1. “UNK” is one of en-
tity types which is used to assign tokens that do
not belong to 24 predefined entity types.

Figure 3 illustrates an example of the transfor-
mation of tags among three tagging levels in the
entity tagging process. Three entity tagging stages
are described in the next section.

3.2.1 Dictionary-based Tagging Level
In this level, unknown tokens, ambiguous tokens
and unambiguous tokens are detected.

An unknown token is a string which does not
belong to 24 predefined entity types. This token
will be assigned by “UNK” entity tag (#Tag =
1, Tag = UNK).

An unambiguous token is a string which be-
longs to one of existing entity types, except
“UNK” (#Tag = 1, Tag ̸= UNK).

An ambiguous token is a string which has

more than one possible parts-of-speech in the dic-
tionary. (#Tag > 1, Tag ̸= UNK). A set of entity
tags assigned to each ambiguous token is called
“multi-entity” tag.

For example, w X;UNK means a token w is
assigned a single entity tag as unknown (UNK)
since the token does not belong to predefined 24
entity types. x X;NOUN means a token x is as-
signed a single entity tag as noun (NOUN) only.
y X;CLAS;NOUN means a token y is possible to
have an entity tag as classifier (CLAS) or noun
(NOUN). A set of entity tags i.e., CLAS;NOUN,
is a “two-entity” tag. z X;CONJ;NOUN;PREP
means a token z is possible to have an entity
tag as conjunction (CONJ), noun (NOUN), or
preposition (PREP). A set of entity tags, i.e.,
CONJ;NOUN;PREP, is a “three-entity” tag. “X;”
is a separator among a token and a set of entity
tags, and “;” is a separator among entity tags.

In this paper, the YAiTRON7 dictionary is ex-
ploited to assign the entity tags. YAiTRON:
Yet Another (Lex)iTRON is a Thai-English and
English-Thai dictionary data, stored in a well-
formed XML format. YAiTRON is a ho-
mogeneous structure dictionary, adapted from
National Electronics and Computer Technol-
ogy Center (NECTEC8)’s LEXiTRON9 dictio-
nary. YAiTRON covers 32,350 unique words

7http://th.lug.wikia.com/wiki/YAiTRON (English-
Thai dictionary)

8http://www.nectec.or.th
9http://lexitron.nectec.or.th
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Figure 3: An example of tag transformation in entity tagging

with 13 parts-of-speech i.e., adjective (ADJ),
adverb (ADV), auxiliary verb (AUX), classifier
(CLAS), conjunction (CONJ), determiner (DET),
end (END), interjection (INT), noun (NOUN),
preposition (PREP), pronoun (PRON), question
phrase (QUE), and verb (VERB).

3.2.2 Pattern-based Tagging Level
There are some tokens that always have only one
PoS when beginning with some specific texts. For
example, every token begins with “Ministry of”
always be a location, or every token begins with
“Minister of” always be a person’s position. We
assemble such texts by observing prefix’s tokens
from the dictionary. So far we have had 125 pat-
terns with 100% correctness; 1 pattern for adverb,
49 patterns for locations, 61 patterns for nouns, 11
patterns for positions and 3 patterns for verbs. An
example of Thai grammatical patterns is shown in
Fig. 4. Furthermore, other tokens such as com-
ment, number, punctuation, space, and English
characters, will be automatically assigned with an
entity tag as COMMENT, NUM, PUNC, SPC and
ENG, respectively. Every unknown token which
does not match with these patterns in this tagging
level will be assigned with an entity tag as UNK.

3.2.3 Statistical-based Tagging Level
In this level, only ambiguous tokens will be trans-
formed to unambiguous tokens. Since an ambigu-
ous token comprises more than one possible parts-
of-speech which specified in the dictionary, we
need a PoS classifier to select the best PoS tag
among them. In machine learning tasks, several
PoS classifiers were trained from the large PoS
tagged corpora which are costly and time con-
suming to construct. In this work, we exploit
naı̈ve Bayes classifier since it only requires a small

Figure 4: An example of Thai grammatical pat-
terns

amount of training data to estimate the parameters
necessary for classification. A naı̈ve Bayes clas-
sifier is a simple probabilistic classifier based on
applying Bayes’ theorem with strong (naive) inde-
pendence assumptions. In spite of their naive de-
sign and apparently over-simplified assumptions,
naı̈ve Bayes classifier has worked quite well in
many complex real-world situations. In this pa-
per, nine context features are defined as shown in
Table 2.

Predicting an entity tag t given a vector of con-
text features F = (f1, f2, ..., f|F |). One simple
way to accomplish this is to assume that once the
entity tag is known, all the features are indepen-
dent. The result is based on a joint probability
model of the form:

p(t|F ) = p(tj)

|F |∏

i=1

p(fi|tj). (1)

The best entity tag tbest among the output tags
T is
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Algorithm 1: Entity extraction
Input : texts
Output: segmented tokens sTB and

unsegmented tokens uTB

Extracting entities (A):
- Collect list of entities e from online
resources, ordered by longest matching
- Label e in the input texts

→ segmented tokens (A) sTA
→ unsegmented tokens (A) uTA

Extracting contexts and constructing entity
patterns:

- Extract contexts surround sTA
→ 20 characters from sTA’s left cL20
→ 20 characters from sTA’s right cR20

- Collect inner clue entities from e
→ list of inner clues iClue

- Construct patterns for e
→ pattern p = {cL20}{uTA ∈ iClue
and uTA ∋ cL20, cR20}{cR20}

Extracting entities (B):
- Label p in uTA

→ segmented tokens (B) sTB
→ unsegmented tokens (B) uTB

Verifying entities:
- Verify sTB
- Add the correct sTB to e

tbest = arg max
tj∈T

p(tj)

|F |∏

i=1

p(fi|tj). (2)

We train our statistical-based entity tagger by
using the traditional naı̈ve Bayes classifier. Since
an ambiguous token will be transformed to an un-
ambiguous token if the best single entity tag ob-
tained from its multi-entity tag, we modify Equa-
tion 2 to support our constraint. The best entity tag
t′best among a multi-entity tag T ′ = (t′1, t

′
2, ..., t

′
n)

is

t′best = arg max
t′j∈T ′

p(t′j)
|F |∏

i=1

p(fi|t′j), (3)

t′best =

{
t′best if t′best ∈ T ′

T ′ otherwise

Type Entity Description

PoS

ADJ Adjective
ADV Adverb
AUX Auxiliary verb
CLAS Classifier
CONJ Conjunction
DET Determiner
END End
INT Interjection
NOUN Noun
PREP Preposition
PRON Pronoun
QUE Question phrase
VERB Verb

NE

DAT Date expr.
FAM Family rlat.
LOC Location
PER Person
POS Position
TIM Time expr.

Other

COMMENT Comment
ENG English
NUM Number
PUNC Punctuation
SPC Space
UNK Unknown

Table 1: The list of possible entity tags

4 Experimental Settings and Results

We collected 764 Thai news documents comprised
1,559,330 characters from the web. In the step of
entity extraction, we acquired 19,528 segmented
tokens as shown in Table 3. In the step of word
segmentation, a list of 155,088 unique words ac-
quired from online resources were applied to seg-
ment unsegmented tokens. Using the longest
matching technique, we obtained 316,653 seg-
mented tokens. By entity chunking i.e., 336,181
tokens were used as the input data for the entity
tagging process.

Table 4 shows the experimental results from the
entity tagging process. Unambiguous tokens, un-
known tokens, and ambiguous tokens were clas-
sified in the dictionary-based tagging level, while
the pattern-based tagging level and the statistical-
based tagging level reduced the number of un-
known tokens and the number of ambiguous to-
kens, respectively. In the dictionary-based tagging
level, 24.14% and 10.94% of all token texts were
tagged as unknown tokens and ambiguous tokens.
The number of unknown tokens reduction in the
pattern-based tagging level is 44.76% (reduced
from 81,170 unknown tokens in the dictionary-
based tagging level to 44,841 unknown tokens in
the pattern-based tagging level). The number of
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Token Type Dictionary-based Pattern-based Statistical-based
#Tag = 1, Tag ̸= UNK 218,237 254,566 281,205
(Unambiguous tokens) (64.92%) (75.72%) (83.65%)

#Tag = 1, Tag = UNK 81,170 44,841 44,841
(Unknown tokens) (24.14%) (13.34%) (13.34%)

#Tag > 1, Tag ̸= UNK 36,774 36,774 10,135
(Ambiguous tokens) (10.94%) (10.94%) (3.01%)

Total tokens
336,181 336,181 336,181

(100.00%) (100.00%) (100.00%)

Table 4: The experimental results of the entity tagging

Feature Definition
tagL2 The second left entity tag
tagL1 The first left entity tag
tagR1 The first right entity tag
tagR2 The second right entity tag
tagL2L1 Two entity tags from left
tagR1R2 Two entity tags from right
tagL2L1R1 Two entity tags from left and

one entity tag from right
tagL1R1R2 One entity tag from left and

two entity tags from right
tagL2L1R1R2 Two entity tags from

left and right

Table 2: Features for the statistical-based tagging
level in the entity tagging process

Entity #Tokens
Adverb 1,342
Conjunction 658
Date 1,386
Family relationship 99
Location 3,781
Person 5,010
Position 467
Question phrase 6
Time 2,571
Verb 4,208
TOTAL 19,528

Table 3: The statistical results of the entity extrac-
tion

unknown tokens in the dictionary-based tagging
level transformed to unambiguous tokens in the
pattern-based tagging level is described in Table 5.

Moreover, in the pattern-based tagging level,
13.34% of all tokens were tagged as unknown to-
kens. The number of ambiguous tokens reduc-
tion in the statistical-based tagging level is 72.44%
(reduced from 36,774 ambiguous tokens in the
pattern-based tagging level to 10,135 ambiguous
tokens in the statistical-based tagging level). In
the statistical-based tagging level, 3.01% of all to-
ken texts were tagged as ambiguous tokens and
13.34% of all token texts were tagged as unknown
tokens. Our entity tagging process can increase the

UnK → UnA #Tokens
UNK → UNK 44,841
UNK → COMMENT 14,331
UNK → NUM 6,867
UNK → PUNC 4,350
UNK → NOUN 3,386
UNK → POS 2,738
UNK → VERB 1,947
UNK → SPC 1,058
UNK → LOC 956
UNK → ADV 447
UNK → ENG 249
TOTAL 81,170

Table 5: The statistical results of the tag trans-
formation from unknown tokens in the dictionary-
based tagging level to unambiguous tokens in the
pattern-based tagging level (UnK → UnA)

number of unambiguous tokens up to 83.65%. In
this experiment, there were 34 multi-entity tags;
20 two-entity tags, 12 three-entity tags; 1 four-
entity tag and, 1 five-entity tag. There are some
tokens or words that can be classified as classi-
fier (CLAS), noun (NOUN), preposition (PREP),
or pronoun (PRON) depending on contexts. The
maximum number of possible tags for a token is
set to 5 that is CLAS;CONJ;NOUN;PREP;VERB.
NOUN;VERB is a two-entity tag which is highly
occurred in the pattern-based tagging level as an
ambiguous token, followed by CLAS;NOUN. All
ambiguous tokens with their two-entity tag i.e.,
INT;NOUN can be transformed to unambiguous
tokens. Among three-entity tags, ADJ;ADV;AUX
is highly occurred in the pattern-based tagging
level, followed by NOUN;PREP;VERB. More
than 80% of tokens with one of the following 11
multi-entity tags can be transformed to unambigu-
ous tokens by using the proposed context features
together with the additional constraint of the joint
probability model in the statistical-based tagging
level.

• Two-entity tag: INT;NOUN, CLAS;VERB,
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PREP;VERB, CONJ;VERB, NOUN;VERB

• Three-entity tag: CLAS;INT;NOUN,

NOUN;PREP;VERB, CLAS;NOUN;VERB,

CLAS;NOUN;PRON, DET;NOUN;VERB

• Five-entity tag: CLAS;CONJ;NOUN;PREP;VERB

5 Discussion

In this section, the experimental results are dis-
cussed. The accuracy of each process was inde-
pendently verified. This applies to each of the
steps including the dictionary-based tagging.

In the entity extraction, we can successfully tag
parts-of-speech for tokens longer than two syl-
lables (i.e., adverb, conjunction, question phrase
and verb) and named entities (i.e., date, fam-
ily relationship, location, position and time) with
100% correctness. For tagging person name, we
achieved up to 91.95% correctness. Due to the
fact that Thai language has no word boundary, ex-
tracting entities may not be straightforward. For
example, a string whose spelling is equivalent to
a short verbal word in a dictionary may not be
such a verbal word but just a part of a longer string
which indicates another word. From this point of
view, it seems better to focus on only a longer verb
phrase. Then one potential constraint is to han-
dle a verb phrase that is longer than two syllables.
This constraint also handles adverb, conjunction
and question phrase that are longer than two sylla-
bles. Furthermore, named entities i.e., date, fam-
ily relationship, location, position and time have
explicit boundary, except person name.

In the word segmentation process, the correct-
ness decrease when the processed text contains
words that do not exist in the dictionary or list of
words. Longest matching algorithm can be con-
sidered as using some heuristics to solve the am-
biguity problem by selecting the longest possible
term. From the experimental results, we obtained
13.34% unknown tokens.

In the dictionary-based tagging level, the perfor-
mance depends on the reliability of the dictionary.
In this work, a token was assigned with possible
parts-of-speech defined in well-known dictionar-
ies. From this assumption, all unambiguous to-
kens, unknown tokens and ambiguous tokens were
correctly classified.

In the pattern-based tagging level, our patterns
can transform 36,329 unknown tokens to be un-
ambiguous tokens with 100% correctness (from

81,170 unknown tokens in the dictionary-based
tagging level to 44,841 unknown tokens in the
pattern-based tagging level). Among 44,841 un-
known tokens from this level could be unknown
words or misspelling words or unregistered word
in the dictionary. To solve these problems, human
effort is required.

In the statistical-based tagging level, 26,639
ambiguous tokens were transformed to be unam-
biguous tokens in this level (from 36,774 ambigu-
ous tokens in the pattern-based tagging level to
10,135 ambiguous tokens in the statistical-based
tagging level). The accuracy of this tagger is rela-
tively high since it selects the best entity tag for
ambiguous tokens from theirs possible tags. If
the best entity tag can not obtain from its possible
tags, ambiguous tokens will not be transformed to
unambiguous tokens.

We conclude that the dictionary-based tag-
ging level and the pattern-based tagging level
achieved 100% correctness. Based on statistics,
the statistical-based tagging level can help to re-
duce unambiguous tokens. The performance of
the entity chunking stage, especially the word
segmentation process, affects the overall perfor-
mance of the entity tagging stage. Anyway, our
multi-stage annotation framework helps to mini-
mize the manual effort in constructing a Thai en-
tity annotated corpus. The expert can focus on
selecting the correct PoS from all possible parts-
of-speech provided by the dictionary for ambigu-
ous tokens and correct unknown tokens, that is
only 16.35% to complete the annotated corpus
construction (3.01% from ambiguous tokens and
13.34% from unknown tokens). However, there
might be errors even in unambiguous tokens since
the correctness of entity extraction, the correct-
ness of word segmentation, and the accuracy of
the statistical-based tagger are not 100%. In or-
der to construct an annotated corpus where all an-
notations are correct, human experts should check
not only unknown and ambiguous tokens but also
unambiguous tokens. Since the accuracies of the
automatically determined word segments and tags
are high enough, the proposed system would al-
leviate human burden even when experts should
check all tokens.

6 Conclusion and Future Work

This paper has presented a multi-stage annotation
framework to minimize the manual effort in con-
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structing a Thai entity annotated corpus. We pro-
pose a new tagging strategy that can automatically
detect and reduce unknown tokens and ambigu-
ous tokens. Even a small decrease in the amount
of manual annotation task can achieve significant
cost savings in constructing a large-scale entity an-
notated corpus. The proposed framework can pro-
vide a new and convenient way to construct an-
notated corpora, control the quality of the corpus,
and reduce the amount of manual annotation. As
future work, we plan to create new rules to de-
tect more new content entities among various do-
mains. The measurement of the tagger’s reliability
and developing an annotation verification system
are also investigated.
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Abstract 

This paper presents the work being done so far 

on the building of online corpus for Philippine 

languages.  As for the status, the Philippine 

Languages Online Corpora (PLOC) now 

boasts a 250,000-word written corpus of the 

eight major languages in the archipelago.  

Some of the issues confronting the corpus 

building and future directions for this project 

are likewise discussed in this paper. 

1 Introduction 

The 171 living Philippine languages have been 

the subject of linguistic investigations and de-

scriptions all over the world (see Liao 2006; 

Quakenbush 2005; Reid 1981; inter alia). As 

there are controversial and interesting features of 

Philippine-type languages that are distinct from 

other Austronesian languages, Philippinists have 

focused on the different features of Philippine 

languages over the years. For instance, Brainard 

(1994) has looked at voice and ergativity; or the 

focus system (see Barlaan 1986); or case system 

(see Ramos 1997); and recently, Dita (2010) on 

pronominal system.  But even with a considera-

ble overlap in syntax and morphology, there is a 

wide range of typological variety found among 

the more than one hundred Philippine languages 

(Reid & Liao 2004). And since the plethora of 

research in Philippine linguistics has been done 

by non-Filipinos and/or non-Philippine residents, 

authors have utilized various means to get hold 

of data on Philippine languages.  The methodo-

logical approaches of previous studies on lan-

guage description can be summed up to three:  1) 

researchers come to the Philippines and stay in 

the place where the language is spoken for a 

time; 2) researchers work with a native speaker 

of the language who currently resides abroad 

(close to the researchers); and 3) researchers use 

printed or published materials about the language 

of interest.  It is against this scenario that build-

ing a corpus of Philippine languages was concep-

tualized.   

In Dita, Roxas, & Inventado (2009), the de-

sign and scope of the first phase of the corpus 

building were described.  As was mentioned, the 

primary consideration of the data collection was 

the comparability of the texts in the languages 

included.    Hence, the first phase of the project 

included a rather limited text type and category, 

that is, only written texts with two categories:  

literary and religious.  Although there was a plan 

then to include journalistic and academic texts, it 

has been observed that not all languages have 

these text types. 

In what follows, we will describe the second 

phase of the Philippine Languages Online Corpo-

ra (henceforth, PLOC), and its current status in 

terms of data collection and analysis, its distin-

guishing features, and the issues encountered in 

the corpus building.  Recommendations and fu-

ture prospects are then outlined towards the end 

of the paper. 

2 Architecture and Parameters 

The initial idea was to pattern PLOC after the 

International Corpus of English where every va-

riety includes a one million-word collection of 

both written and spoken texts.  And as Dita et al. 

(2009) have emphasized, the first phase of the 

project faced serious time constraints.  This led 

to the decision to include the most popular kind 

of text in any Philippine language:  religious and 

literary texts. 

2.1 Size and Scope 

The standing goal of the project is to provide a 

comparable corpus of as many Philippine lan-
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guages as possible.  To be able to do this, the 

first phase of the project consisted of the four top 

languages of the Philippines (Tagalog, Cebuano, 

Ilocano, and Hiligaynon) and the Filipino Sign 

Language (FSL).  The second phase includes the 

next four top languages (Bikol, Kapampangan, 

Pangasinense, and Waray-waray).  Hence, the 

project now consists of the eight major languages 

in the Philippines and the FSL.  

 

Language 

Native 

Speakers 

(Millions) 

Percentage 

of 

Population 

Tagalog 17 24.0 

Cebuano 15 21.0 

Ilocano 8 11.0 

Hiligaynon 

(3 dialects) 

7 10.0 

Bicolano 

(5 dialects) 

3.5 7.0 

Waray-waray 2.4 4.6 

Kapampangan 1.9 3.7 

Pangasinan 1.1 2.3 

Maguindanao 

(2 dialects) 

1 1.7 

Total 56.9 87 

Table 1.  The major Philippine languages 

 

Initially, there was a plan to pattern the PLOC 

after the structure and design of the International 

Corpus of English (ICE) project.  As reported by 

Bautista (2004), the Philippine component of the 

International Corpus of English (ICE-PHI) which 

is composed of over one million words 

(1,106,778 words, to be exact) of spoken and 

written English,  is the first mega-word electron-

ic corpus produced in the Philippines.  The 

PLOC is envisioned to be the first multi-million-

word electronic and online corpora of Philippine 

languages. But as there are more languages in-

cluded in the project, the 1 million size was re-

duced to 250,000 words for each language, and 

the written and spoken was reduced to written 

only.   

To date, PLOC only has the written genre and 

has two types of writing so far:  religious and 

literary.  Hence, for each language included, 

there are 100,000 words of religious texts and 

another 150,000 literary texts.  Although the lim-

itation of the data poses drawbacks, it is the 

comparability of the data that was taken into ac-

count. 
 

2.2 Some Issues 

The collection of texts had its own share of chal-

lenges.  Even with the advancement of technolo-

gy or the availability of OCRs, the kind of texts 

needed for the corpora could hardly be scanned.  

Religious and literary texts are usually the oldest 

existing literature on any given language.  Some 

of these texts had to be manually encoded, proof-

read, verified by a native speaker, tagged for 

corpus use, then uploaded.  In most cases, a par-

ticular language has more literary text than reli-

gious while in some cases, there are more reli-

gious than literary.  It is in this case that texts 

need to be carefully chosen to avoid corpus dis-

proportion.   

One of the inevitable limitations of the corpo-

ra is the issue of representativeness.  As earlier 

mentioned, the scope of texts for PLOC only in-

cludes religious and literary which is very specif-

ic.  Although a corpus, as Leech (1991) puts it, is 

ideally a representative of the language variety it 

is supposed to represent, the PLOC do not claim 

any representativeness of the languages included.  

But even with this limitation, the corpora still 

promise to be reliable bases for any linguistic 

investigation or analysis of Philippine languages. 

2.3 Corpus Tagging 

After the data is encoded, verified, and proof-

read, the next stage is the corpus tagging.  In cas-

es where the data exhibit some formatting styles 

such as texts in boldface, italics, or underline, the 

codes <b></b>, <i></i>, <u></u> are placed 

before and after the texts which are boldfaced, 

italicized, and underlined, respectively.  For spe-

cial characters, the following are used: 

<pd></pd> for non-end of sentence and 

<lbl></lbl> for special labels such as bible vers-

es.   As far as the data is concerned, these tags 

are sufficient to cover the special formatting 

styles and characters found in the documents. 

3 Corpus Processing and Tools  

3.1 Online Repository 

One distinguishing feature of PLOC is its being 

accessible online, unlike most corpora where 

they are distributed separately.  The data reposi-

tory is called Palito, a Tagalog term which liter-

ally means ‘stick’.  The online repository re-

quires a username and password which can be 

requested from the website master(s) upon veri-

fication of identity.  Users can either upload or 

download a document, both subject to the ap-
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proval of the webmaster.  For users who want to 

contribute to the existing corpus, they send in 

their documents, the webmaster verifies accuracy 

and genuineness of the data then uploads them to 

the online repository.  The repository automati-

cally indexes the documents so they can easily be 

tracked.  Palito can be accessed through the fol-

lowing link: ccs.dlsu.edu.ph:8086/Palito 

 

 

 

 
Figure 1.  Screenshot of Palito’s front page 

 

3.2 Features of Palito 

Another feature of the repository is its internal 

browser.  For users who want to search for a par-

ticular document, such as short story or song, 

users are to click the ‘document’ icon then type 

in the specific name of the document.  All files 

under this category or name are then displayed. 

 

 
Figure 2.  Palito’s internal browser 

 

For the word frequency feature, the search key is 

simply typed in the ‘filter words’.  After which, 

the results are displayed which makes it more 

convenient for users who are interested in the 

distribution of a particular lexical item across the 

documents.  As can be seen in figure 3, the re-

sults display the results in descending order, 

from the files with the most number of the key-

word to the least.  

                         

 
Figure 3.  Palito’s word frequency feature 

 

Finally, Palito is equipped with concordance 

which generates a list of the occurrences of a 

specific word under search.  The concordance r 

is an indispensable tool for any corpus as it con-

veniently displays all occurrences of the keyword 

in the entire collection.  Figure 4 shows how 

concordance works for PLOC. 

 

               

 
Figure 5.  A screenshot of Palito’s concordancer 

 

Aside from the data in the Philippine corpus, the 

software tools will also aid language researchers 

everywhere in analyzing the Philippine lan-

guages, such as comparing different usages of 

the same word, analyzing collocates, and finding 

and analyzing phrases and idioms. 

 

4 Conclusion  

This paper has presented the work done so far 

in the building of the PLOC.  As Dita et al. 

(2009) have reported, there were many things to 

consider in conceptualizing the first phase of the 

project.  And since the primary consideration 

was the comparability of texts in different lan-

guages, the scope was rather limited to written 

genre in general, and to literary and religious 

texts, in particular.  The second phase of the pro-

ject has so far completed a 2-million word corpus 

of the eight major Philippine languages (Taga-
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log, Cebuano, Ilocano, Hiligaynon, Bicol, Ka-

pampangan, Pangasinense, and Waray).  In 

summary, the present PLOC now contains a 

250,000-word written texts of the eight major 

languages in the Philippines. 

There are many plans for the expansion of the 

PLOC.  First, we plan to collect a 250,000-word 

counterpart in spoken texts.  The spoken texts 

will consist of dialogues and monologues: face-

to-face conversations for dialogues and speeches 

or radio/tv commentaries for monologues.  Se-

cond, we plan to extend the coverage of written 

texts by including journalistic writing and other 

‘creative’ writings such as advertisements, inter-

net texts and the like.  The plan is to get a one 

million-word of written and spoken corpus, for 

every language.  If this is achieved, the expan-

sion for the PLOC is to include as many Philip-

pine languages as possible.  When all these plans 

are achieved, there will be more chances of com-

paring features cross-linguistically, following the 

classic works of Blake (1906), Tsuchida, Yama-

da, Constantino, & Moriguchi (1989), and Con-

stantino (1965), to name a few. 

The PLOC, as it is envisioned to be, will make 

a significant contribution to Philippine linguis-

tics.  Doing linguistics by then, to quote Bautista 

(2004),  would mean “sitting in one’s armchair 

and introspecting and thinking of sample sen-

tences to exemplify particular structures” (p. 1), 

as opposed to going through the laborious task of 

fieldwork to collect data from different inform-

ants. 
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Abstract 

Content-targeted advertising systems 

are becoming an increasingly important 

part of the funding for free web services. 

These programs automatically find rele-

vant keywords on a web page, and then 

display ads based on those keywords. 

We propose a method for providing 

links to ads for travel products (which 

we call ad links) automatically. We ex-

tract keywords from citing areas of 

travel information links, and provide 

appropriate ad links. To investigate the 

effectiveness of our method, we con-

ducted experiments. We obtained a high 

precision for the extraction of keywords 

and provision of ad links. 

1 Introduction 

Online advertising is a form of promotion that 

uses the World Wide Web for the expressed pur-

pose of delivering marketing messages to attract 

customers. Examples of such online ads are con-

textual advertising and listing advertising. Con-

tent-targeted advertising systems, such as 

Google’s Ad Sense program and Yahoo’s Con-

textual Match product, are becoming an increas-

ingly important part of the funding for free web 

services. These programs automatically find rel-

evant keywords on a web page, and then display 

ads based on those keywords. We propose a 

method for providing ad links for travel products 

to travel blog entries, which are travel journals 

written by bloggers in diary form. By specifying 

the travel domain, we aim to provide more ap-

propriate ad links than existing content-targeted 

advertising systems. 

To provide these ad links, we take account of 

the types of hyperlinks in each travel blog entry. 

Ishino et al. (2011) devised a method for con-

structing a collection of web links for travel in-

formation automatically. They extracted the hy-

perlinks by which bloggers describe useful web 

sites for a tourist spot from travel blog entries, 

and classified types of travel information link 

into the following four categories. 

 

 S (Spot): The information is about tourist 

spots. 

 H (Hotel): The information is about ac-

commodation. 

 R (Restaurant): The information is about 

restaurants. 

 O (Other): Other than types S, H, and R. 

 

By switching strategies for providing ad links 

according to these types, we attempt to provide 

more appropriate ad links for travel. 

The remainder of this paper is organized as 

follows. Section 2 shows the system behavior in 

terms of snapshots. Section 3 discusses related  
work. Section 4 describes our methods. To inves-

tigate the effectiveness of our methods, we con-

ducted some experiments, and Section 5 reports 

on these and the results. We present some con-

clusions in Section 6. 

2 System Behavior 

In this section, we describe our prototype system, 

which provides information about (1) useful web 

sites for tourist spots and (2) ads for travel prod-

ucts. The two steps in the search procedure are: 

(Step 1) Input a keyword, such as “Okonomi-

yaki” (Japanese-style pancake), in the search 

form (shown as ① in Figure 1). 
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(Step 2) Click the “link” button (shown as ②) 

to generate a list of URLs for web sites related to 

the keyword together with automatically identi-

fied link types using Ishino’s method (Ishino et 

al. 2011), the context of citations (“citing areas”), 

by which the authors of the travel blog entries 

describe the sites, and ads for travel products 

related to the citing areas. We classified link 

types into the four categories described above. 

(Step 3) Click the “link”(shown as ③) to  dis-

play detailed information of ads for travel prod-

ucts (shown in Figure 2). 

We propose a method for providing ad links to 

travel products corresponding to the link type. 

 

 
Figure 1. A list of travel information links to-

gether with automatically inserted ad links 

 

 
Figure 2. An example of a web page for a travel 

product 

3 Related Work 

In this section, we describe some related studies. 

Recommendation systems provide a promising 

approach to ranking commercial products or var-

ious documents according to a user’s interests. 

These systems can be classified into two catego-

ries by their underlying method of recommenda-

tion: (1) collaborative filtering (Goldberg et al. 

1992) and (2) content-based filtering (Sarwar et 

al. 2000). We focus on the online advertising 

using the content-based filtering techniques. 

Examples of online advertising are listing ad-

vertising and contextual advertising. Listing ad-

vertising is a method of placing online ads on 

web pages that show results from search engine 

queries. Search advertisements are targeted to 

match the entered keywords. Fujita et al. (2010) 

showed a system that automatically generates 

shop-specific listing ads by reusing textual data 

promoting each shop. They used a restaurant por-

tal site as textual data. We use citing areas of 

travel information links, and provide ad links to 

related travel products.  

In this paper, we focus on contextual advertis-

ing, which is based on keywords automatically 

extracted from the text of the web page. Key-

word extraction is the core task of the contextual 

advertising system. There are a number of classi-

cal approaches to extracting keywords. TF*IDF 

uses a frequency criterion to select keywords. 

Yih et al. (2006) showed a learning-based tech-

nique using TF*IDF for contextual advertising. 

Recently, new methods based on the Wikipedia 

corpus have been proposed. The Wikify! system 

(Mihalcea and Csmomai, 2007) identifies key-

words in a text, and then links these keywords to 

the corresponding Wikipedia pages. They identi-

fied keywords using a criterion called 

keyphraseness. They applied their method to 

English texts. We extract keywords from Japa-

nese citing areas. Therefore, we cannot apply 

their method for Japanese citing areas. 

4 Automatic Organization of Travel In-

formation through Blogs 

The task of organizing travel through blogs is 

divided into two steps: (1) classification of links 

in travel blog entries, and (2) providing ad links 

for travel information links. These steps are ex-

plained in Sections 4.1 and 4.2. 

4.1 Link Classification 

Ishino et al. (2011) devised a method for classi-

fying links in travel blog entries into the four 

categories described in Section 1. The procedure 

is as follows. 

 

①  
② 

Okonomiyaki (Japanese-style pancake) 

Link type (R) 

Citing areas 

URL 

③ 
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1. Input a travel blog entry. 

2. Extract a hyperlink and any surrounding 

sentences that mention the link (a citing 

area). 

3. Classify the link by taking account of the 

information in the citing area.  

In the following, we will explain Steps 2 and 3. 

 

Extraction of citing areas 

Ishino et al. manually created rules for the auto-

matic extraction of citing areas. These rules use 

cue phrases. 

Method of link type classification  

They classified hyperlinks automatically. They 

employed a machine-learning technique using 

the following features. Here, a sequence of nouns 

(a noun phrase) was treated as a noun. 

 

 A word. 

 Whether the word is a cue phrase, de-

tailed as follows, where the numbers in 

brackets shown for each feature represent 

the number of cues (shown in Table 1, 

Table 2, and Table 3). 

 

Cue phrase 
Number of 

cues 

A list of tourist spots, collected 

from Wikipedia 
17,371 

Words frequently used in the 

names of tourist spots, such as 

“動物園 ” (zoo) or “博物館 ” 

(museum) 

138 

Words related to sightseeing, 

such as “見学” (sightseeing) or  

“散策” (stroll) 

172 

Other words 131 

Table 1. Cues for type S 

 

Cue phrase 
Number of 

cues 

Words frequently used in the 

name of hotels, such as “ホテル” 

(hotel) or  “旅館” (Japanese inn) 

9 

Component words for accommo-

dation, such as “フロント” (front 

desk) or “客室” (guest room) 

29 

Words frequently used when 

tourists stay in accommodation, 

such as “泊る” (stay) or “チェッ

クイン” (check in) 

14 

Other words. 21 

Table 2. Cues for type H 

Cue phrase 
Number of 

cues 

Dish names such as “omelet”, 

collected from Wikipedia 
2,779 

Cooking styles such as “Italian 

cuisine”, collected from Wikipe-

dia 

114 

Words frequently used in the 

names of restaurants, such as “レ

ストラン” (restaurant) or “食堂” 

(dining room) 

21 

Words used when taking meals, 

such as “食べる” (eat) or “おい

しい” (delicious). 

52 

General words that indicate food, 

such as “ご飯” (rice) or “料理” 

(cooking) 

31 

Other words 31 

Table 3. Cues for type R 
 

To investigate the effectiveness of their meth-

od, Ishino et al. conducted an experiment. The 

evaluation results are shown in Table 4. We ap-

plied this model to 17,266 travel blog entries, 

and classified 4,155 links. The numbers of auto-

matically classified links are shown in Table 5. 

We call these links travel information links. We 

describe the method for providing ad links to 

travel products in the following section. 

 

Link types Recall (%) Precision (%) 

S 62.5 72.7 

H 64.9 81.3 

R 71.9 76.7 

O 71.6 48.6 

Table 4. Evaluation results for link classifica-

tion (Ishino et al. 2011) 

 

Link types S H R O 

Number of 

links 
1,174 123 921 2,061 

Table 5. The number of links of each type 

4.2 Providing Ad Links for Travel Infor-

mation Links 

The procedure for providing ad links for travel 

information links is as follows. 

1. Input a link type and the citing areas of a 

travel information link. 

2. Extract keywords from the citing areas. 

3. Extract product data containing all key-

words, and calculate the similarity be-
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tween the citing areas of a travel infor-

mation link and the product data. 

4. Provide an ad link to the product data 

having the highest similarity for the travel 

information link. 

In the following, we will explain Steps 2 and 3. 

 

Keyword extraction based on link types 

We extract keywords for travel products corre-

sponding to the link type. We use the cues used 

by Ishino’s method for classifying travel infor-

mation links, and extract keywords from citing 

areas of link types S and R. 

First, we describe the method for extracting 

keywords from citing areas of link type S. The 

cues for type S shown in Table 1, such as tourist 

spots collected from Wikipedia and words fre-

quently used in the names of tourist spots, tend to 

become keywords. Therefore, we register these 

cues as candidate keywords for link type S. If 

citing areas of link type S contain candidate 

keywords, we extract them as keywords. In addi-

tion, if citing areas contain names of places, we 

extract them as keywords. Candidate keywords 

for link type S are shown in Table 6. 

Next, we describe a method for extracting 

keywords from citing areas of link type R. The 

cue for type R shown in Table 3, such as dish 

names and cooking styles, tend to become key-

words. Therefore, we register these cues as can-

didate keywords for link type R. If citing areas of 

link type R contain candidate keywords, we ex-

tract them as keywords. Candidate keywords for 

link type R are shown in Table 7. We used Cab-

oCha software 

(http://chasen.org/~taku/software/cabocha/) to 

identify location names. 

 

Candidate keywords 

Number of 

candidate 

keywords 

A list of tourist spots, collected 

from Wikipedia 

17,812 

Words frequently used in the 

names of tourist spots, such as 

“動物園” (zoo) or “博物館” 

(museum) 

138 

Names of places  

Table 6. Candidate keywords for link type S 

 

 

 

 

 

Candidate keywords 

Number of  

candidate 

keywords 

Dish names such as “omelet”, 

collected from Wikipedia 

2,779 

Cooking styles such as “Italian 

cuisine”, collected from Wikipe-

dia 

114 

Table 7. Candidate keywords for link type R 

 

Product data extraction based on the link types 

We extract product data, which contain all key-

words, and calculate the similarity between cit-

ing areas of a travel information link and the 

product data. 

 

Product data 

We provide ad links to travel products of 

Rakuten Shopping Mall (Rakuten Ichiba) or fa-

cility data of Rakuten Travel released through 

the Rakuten Institute of Technology for travel 

information links.  An example of product data 

of Rakuten Ichiba is shown in Figure 3. The 

product data contain 50 million items. An item 

has a name, a code, a price, descriptive texts, 

URL, picture, shop code, category ID and regis-

tration date. The facility data contain 11,468 fa-

cilities. A facility data entry has a name, ID 

number, and user review. 
 

 Product data 

Name 
[marine diving] Earthly paradise 

OKINAWA 2009 

Code seasir-umi:10001011 

Price 980 

Descriptive text 

*The guidebook contains extend-

ed information about diving in 

Okinawa! *It introduces 140 dive 

spots! 

URL 
http://item.rakuten.co.jp/seasir-

umi/r023/ 

Picture 

@0_mall/seasir-

umi/cabinet/09shohin/rakuenokin

awa_2009.jpg 

Category ID 101922 

Registration 

date 

2010/03/24 15:08:58 

Figure 3. Product data 
 

We provide ad links to product data having as-

sociations with travel information links by using 

the link types of the travel information links. We 

take account of the characteristics of link types, 

and assign each category to link types. Catego-

ries of product data are shown in Table 8. 
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Facility data do not contain descriptive texts 

about the facilities. Therefore, we proposed a 

method for providing ad links for travel infor-

mation links of link types S and R. 

 

Link types Category 

Number of 

product data 

items 

S (Spot) 

Product data 

related to trav-

el. 

51,516 

H (Hotel) Facility data. 11,468 

R (Restaurant) 
Product data 

related to food. 
830,807 

Table 8. Category of product data assigned to each 

link type. 
 

We describe a method for collecting product data 

related to travel. Product data has a category ID. 

A category master, shown in Table 9, was re-

leased through the Rakuten Institute of Technol-

ogy. The category master has a hierarchic struc-

ture. First, we collect subcategories of the cate-

gory “Travel, Study abroad, Outdoor amuse-

ment”. In this way, we collect category IDs relat-

ed to travel, and show the category IDs in Table 

10. Next, we collect product data with category 

ID related to travel as product data related to 

travel. In the same way, we collect product data 

related to food. 

 

Category ID Category name Subcategory ID 

101242 

Travel, 

Study abroad, 

Outdoor 

amusement 

200162 

209835 SANYO 209830 

503221 Panasonic 503218 

Table 9. The category master 

 

Category ID Category name 

208922 Hot spring 

208924 Theme park 

208925 Guidebook 

208930 Travel book, Travel essay 

411387 
Mountain climbing,  

Outdoor amusement, Camp 

Table 10. Category IDs related to travel 

 

Similarity calculation 

We describe the method for calculating the simi-

larity between citing areas and product data. We 

extract product data that contain all keywords K, 

and calculate the similarity Score between citing 

areas of a travel information link and the product 

data. Score is calculated as follows: 
)1()(_*)(_ 　　　




Kk

ii

i

kScoregAdvertisinkScoreLinkScore  

Link_Score(ki) is the number of times the giv-

en keywords ki appears in that citing area. Adver-

tising_Score(ki) is the number of times the given 

keyword ki appears in the descriptive text of the 

product data. We provide an ad link to the prod-

uct having the highest score for the travel infor-

mation link.
 

5 Experiments 

To investigate the effectiveness of our methods, 

we conducted several experiments.  

5.1 Experimental Method 

To generate the test data for providing ad links, 

we randomly selected 50 travel information links 

of type S and 50 of type R and manually classi-

fied them. To investigate the effectiveness of our 

method, we extracted keywords using the follow-

ing two methods for evaluation of keywords in 

Section 5.2 and ad links in Section 5.3. 

 

 Our method: Extract keywords by our 

method, as described in Section 4.2. 

 TF*IDF: TF*IDF is a conventional base-

line used in the scientific literature for 

comparison of keywords extraction algo-

rithms. IDF was calculated using an open 

API 

(http://developer.yahoo.co.jp/webapi/sear

ch/websearch/v2/websearch.html). We 

extract the top-X words as keywords. 

 

In addition, we evaluated our method for ad 

links for the limited categories described in Sec-

tion 4.2 and all categories of product data.  

5.2 Evaluation of Keywords 

We evaluated the method for keywords extrac-

tion. We used precision as the evaluation meas-

ure, calculated as follows: 

 

)2(
keywords extravted ofnumber  the

keywords iveappropriat ofnumber  the
Precision 　　　  

 

The evaluation results are shown in Table 11. 

Our method attained higher precision than base-

line methods. 
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 Link Type S 

(%) 

Link Type R 

(%) 

Our method 81.8 (72/88) 98.0 (49/50) 

TF*IDF(X=1) 46.0 (23/50) 48.0 (24/50) 

TF*IDF(X=2) 38.0 (38/100) 37.4 (37/99) 

TF*IDF(X=3) 36.0 (54/150) 36.5 (54/148) 

TF*IDF(X=4) 34.0 (68/200) 31.5 (62/197) 

TF*IDF(X=5) 34.0 (85/250) 32.5 (80/246) 

Table 11.Precision of extracted keywords 

 

There were two typical errors in keyword ex-

traction: (1) the lack of cues and (2) a problem 

with the method of keywords extraction. We de-

scribe these errors as follows. 

 

(1) The lack of cues: 

For keywords extraction, we used manually se-

lected cues, as described in Section 4.2. To im-

prove the coverage of cues, a statistical approach, 

such as applying n-gram statistics to a larger blog 

corpus, will be required. 

 

(2) The problem with the method of keywords 

extraction: 

In the following example, our method mistak-

enly extracted “天然温泉” (a natural hot spring) 

as a keyword, because the candidate keywords 

for link type S “天然温泉” (a natural hot spring) 

appears in the citing areas. 

 

[original] 

お湯のヌルヌル感と温まり具合は最高で

す。 

高浜の「湯っぷる」 

詳しいことは→  
http://www.seaside-takahama.com/ 

ここは天然温泉じゃないんですが 
[translation] 

The quality and the temperature of spring water 

are great. 

“YUPPLE” in Takahama. 

For details, access the following web page: 

http://www.seaside-takahama.com/ 

YUPPLE is not a natural hot spring. 

5.3 Evaluation of Ad Links 

We evaluated the method for providing ad links 

for travel information links. We used precision 

and coverage as evaluation measures, which 

were calculated as fol-

lows:

)3(

links ad provided links

n informatio  travelofnumber  the

links ad provided linksn informatio

  traveliveappropriat ofnumber  the

Precision 　　

)4(
linksn informatio  travelofnumber  the

links ad provided

linksn informatio  travelofnumber  the

Coverage 　　  

 

The evaluation results are shown in Table 12 

and Table 13. We obtained a higher precision 

than the baseline methods. 

 

 Precision 

(%) 

Coverage 

(%) 

Our method 79.3 (23/29) 58.0 (29/50) 

TF*IDF(X=1) 39.1 (18/46) 92.0 (46/50) 

TF*IDF(X=2) 37.8 (14/37) 74.0 (37/50) 

TF*IDF(X=3) 35.9 (7/20) 40.0 (20/50) 

TF*IDF(X=4) 36.4 (4/11) 22.0 (11/50) 

TF*IDF(X=5) 0.0 (0/2) 4.0 (2/50) 

Table 12. Precision and coverage of providing ad 

links for travel information links of type S 

 

 Precision 

(%) 

Coverage 

(%) 

Our method 91.3 (21/23) 46.0 (23/50) 

TF*IDF(X=1) 22.0 (11/50) 100.0 (50/50) 

TF*IDF(X=2) 29.5 (13/44) 88.0 (44/50) 

TF*IDF(X=3) 25.0 (7/28) 56.0 (28/50) 

TF*IDF(X=4) 6.3 (1/16) 32.0 (16/50) 

TF*IDF(X=5) 25.0 (2/8) 16.5 (8/50) 

Table 13. Precision and coverage of providing ad 

links for travel information links of type R 

 

First, we discuss the results for link type S. As 

shown in Table 12, our method attained higher 

precision than the baseline methods. For cover-

age, TF*IDF (X=1) and TF*IDF (X=2) were 

better than our method, while we obtained more 

appropriate travel information links provided as 

ad links than the baseline method. 

Next, we discuss the results for link type R. As 

shown in Table 13, our method attained higher 

precision than the baseline methods. For cover-

age, TF*IDF (X=1), TF*IDF (X=2) and TF*IDF 

(X=3) were better than our method, while we 

obtained larger numbers of appropriate travel 

information links provided as ad links than the 

baseline methods. Therefore, our experimental 

results confirm the effectiveness of our methods. 

We discuss a typical error in providing links. 

In the following example, we could not provide 

ad links. Our method extracted an appropriative 

keyword “Nihon-heso-kōen” (The Navel Park, 
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NISHIWAKI, JAPAN). Nihon-heso-kōen is a 

park in Hyogo prefecture, Japan. However, there 

are no product data containing this word, and we 

could not provide any ad links for the travel in-

formation link. To solve this problem, we took 

the address of Nihon-heso-kōen from web pages, 

and provided an ad link to a guidebook that de-

scribes tourist spots near Nihon-heso-kōen for 

the travel information link. 

 

[original] 

今回初めてお会いした、Kamon さん奥さん

は、モデルさんのようなとても綺麗な方で

した！ 

このメンバーで、第一目的地”日本へそ公

園”へ 

ここでの目的は、やっぱり”ぶーにゃん”

に会う事・・・ 

が、今回も会えませんでしたつ 

Д｀)・゜・。・゜゜・*:.。 

[translation] 
I met with Mrs. Kamon for the first time. She 

was very beautiful like a model! 

We came to visit “Nihon-heso-kōen” (The Navel 

Park, NISHIWAKI, JAPAN). 

We expected to see “Bu-nyan”, but we missed 

again :-( 

5.4 Evaluation of Limited Category 

We evaluate our method for ad links for the 

limited category shown in Section 4.2 and for all 

categories of product data. We used precision 

and coverage as evaluation measures, as de-

scribed in Section 4.3. The evaluation results are 

shown in Table 14 and Table 15.  

 

 Precision 

(%) 

Coverage 

(%) 

Our method 

(particular cate-

gory) 

79.3 (23/29) 58.0 (29/50) 

Baseline 

(all categories) 
38.2 ( 13/34) 68.0 (34/50) 

Table 14. Precision and coverage of ad links for 

travel information links of type S (evaluation par-

ticular category) 

 

 

 

 

 

 

 

 Precision 

(%) 

Coverage 

(%) 

Our method 

(particular cate-

gory) 

91.3 (21/23) 46.0 (23/50) 

Baseline  

(all categories) 
70.8 (17/24) 48.0 (24/50) 

Table 15. Precision and coverage of ad links for 

travel information links of type R (evaluation of 

particular category) 

 

As shown in the tables, our method attained 

higher precision than the baseline method. For 

coverage, baselines of types S and R were better 

than our method, while we obtained a larger 

number of appropriate travel information links 

provided as ad links than the baseline method. 

Therefore, our experimental results confirm the 

effectiveness of our methods. 

As examples of more appropriate ad links than 

our method could provide, the baseline method 

could provide ad links to product data not direct-

ly related to travel, such as books, CDs and 

DVDs that describe tourist spots. These are not 

categorized as product data related to travel in 

our system. In our future work, we plan to classi-

fy such product data as related to travel automat-

ically so that we can provide more appropriate ad 

links. 

6 Conclusion 

We have proposed a method for providing ad 

links for travel information links automatically. 

For the extraction of keywords, we obtained 

81.8% precision for link type S and 98.0% preci-

sion for link type R. For providing ad links, we 

obtained 79.3% precision for link type S and 

78.3% precision for link type R. Our method also 

provided larger numbers of appropriate travel 

information links as ad links than the baseline 

method.  Our experimental results have con-

firmed the effectiveness of our methods.  

7 Future Work 

For our method, we used manually selected 

cues. To increase the number of cues, a statistical 

approach is required. 

In this paper, we have focused on travel in-

formation links written in Japanese. In our future 

work, we will translate cue phrases from Japa-

nese into other languages, and apply our method 

to travel information links in various languages.  
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Abstract

This paper describes a first approach to a
computational semantic analyzer for Urdu
on the basis of the deep syntactic analy-
sis done by the Urdu grammar ParGram.
Apart from the semantic construction, ex-
ternal lexical resources such as an Urdu
WordNet and a preliminary VerbNet style
resource for Urdu are developed and con-
nected to the semantic analyzer. These re-
sources allow for a deeper level of repre-
sentation by providing real-word knowl-
edge such as hypernyms of lexical enti-
ties and information on thematic roles. We
therefore contribute to the overall goal of
providing more insights into the computa-
tionally efficient analysis of Urdu, in par-
ticular to computational semantic analysis.

1 Introduction

The state of the art in wide-coverage deep syn-
tactic parsing has allowed semantic processing to
come within reach of applications in computa-
tional linguistics (Bos et al., 2004). This new pos-
sibility for wide-coverage computational semantic
analysis however also raises questions about ap-
propriate meaning representations as well as engi-
neering issues. We address some of these here.

In achieving the goal of producing a deep,
broad-coverage semantic analysis for text, much
effort has been put into the development of robust
and broad-coverage syntactic and semantic parsers
as well as lexical resources. However, the focus
has mostly been on European languages.

For Urdu, neither a wide-coverage computa-
tional semantic analyzer nor a wealth of lexi-
cal resources exist to date; however, efforts have
been put into the development of a syntactic
parser within the framework of Lexical-Functional

Grammar (LFG) (Bresnan and Kaplan, 1982; Dal-
rymple, 2001), namely the Urdu ParGram Gram-
mar (Butt and King, 2002; Bögel et al., 2007;
Bögel et al., 2009). As to the development of lexi-
cal resources, Ahmed and Hautli (2010) have gen-
erated a preliminary Urdu WordNet on the basis
of Hindi WordNet (Bhattacharyya, 2010). A lexi-
cal resource for Urdu verbs following the method-
ology of the English VerbNet (Kipper-Schuler,
2005) is currently under construction, some of its
content has already been hooked into the our Urdu
semantic analyzer Urdu (section 2.2.2).

The computationally efficient semantic analy-
sis of Urdu is a completely new area of research
and it is not immediately clear what a cross-
linguistically motivated representation and analy-
sis should look like. Therefore, the aim of this
paper is to present a first approach to a computa-
tional semantic representation of Urdu and to dis-
cuss some of the challenges that have to be dealt
with. In addition we show how external lexical
resources can be linked to the system and dis-
cuss what information these lexical resources con-
tribute to the overall semantic analysis.

The paper is structured as follows: Section 2
elaborates on some of the resources available for
Urdu, followed by a detailed description of the se-
mantic analyzer in Section 3. Section 4 elaborates
on some of the issues involved in building the sys-
tem, followed by the conclusion in Section 5.

2 Concepts

2.1 The Urdu ParGram Grammar

The Urdu LFG grammar (Butt and King, 2002;
Bögel et al., 2007; Bögel et al., 2009) is part of
an international research program called ParGram
(Parallel Grammars) (Butt et al., 2002), aiming at
developing parallel syntactic analyses for differ-
ent languages within theLFG framework (Butt et
al., 1999). The underlying platform that is used to
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develop parallelLFG grammars isXLE (Crouch et
al., 2011), developed at Palo Alto Research Center
(PARC) and consisting of cutting-edge algorithms
for parsing and generatingLFG grammars along
with a user interface for writing and debugging.

LFG postulates two basic levels of syntactic de-
scription for natural language utterances. Phrase
structure configurations (linear order, constituency
and hierarchical relations) are represented in a
constituent structure (c-structure), whereas gram-
matical functions are explicitly represented at the
other level of description, thefunctional structure
(f-structure), an attribute value matrix (AVM ).

Building XLE grammars involves the manual
writing of syntactic rules that are annotated with f-
structure information. It is possible to incorporate
a stochastic disambiguation module into the gram-
mar (Riezler et al., 2002), but this still needs to be
done for the Urdu grammar. The amount of man-
ual work makes grammar development a higher-
level task, whose positive side is the integration
of theoretically well informed analyses that hold
generally across languages.

However, grammar rules are not the only com-
ponent of anXLE grammar. Figure 1 provides an
overview of the complete processing pipeline.

tokenizer & morphology (FST)
↓

transliteration (FST)
↓

syntax (XLE LFG)
↓

semantics (XFR ORDERED REWRITING)

Figure 1: UrduXLE pipeline

At first, sentences are tokenized into words,
these words are transliterated into a Roman ver-
sion of the Arabic script (Malik et al., 2010) and
then morphologically analyzed by a finite-state
morphological analyzer (Bögel et al., 2007). The
transliteration allows us to abstract away from
some of the vagaries of the Urdu script as well as
open up our grammar for the processing and gen-
eration of Hindi (cf. section 2.2.1).

The information gained from the morphologi-
cal analyzer is passed on to theXLE syntax com-
ponent, where the grammar rules generate c- and
f-structure. The semanticXFR system will be pre-
sented in full detail in Section 3. Note that it is
possible to reverse the pipeline and generate back

out from an f-structure analysis (but not as yet
from a semantic representation).

This syntactically deep approach is particularly
well suited for languages with fairly free word or-
der, such as Urdu, as it looks beyond the surface
arrangement of words in a sentence and provides a
deep functional and semantic analysis. As an ex-
ample, see Figure 2 for a c- and f-structure of (1).

(1) AK
Aê» I. �
� á�
Ó I. �
K.
�
@ É�K ÿ 	� �@

us nE t3ul AbEb mEN sEb kHAyA
he Erg Tel Aviv in apple eat.Perf.F.Sg
‘He ate an apple in Tel Aviv.’

The level we are most concerned with is the
f-structure, as it is a first step towards a seman-
tic analysis (f-structures have been shown to be
equivalent to quasi logical forms; (van Genabith
and Crouch, 1996)). In cases where parts of con-
stituents are scattered across the sentence, e.g., as
in discontinuous parts of anNP (Raza and Ahmed,
2011), the f-structure collects these pieces in the
one grammatical function representation they be-
long to. This greatly facilitates the automatic se-
mantic analysis because we can build on a deep
and very detailed syntactic analysis that already
abstracts from the surface sentential order.

Looking at Figure 2, the c-structure is shown
on the left and models the linear order and hier-
archical relationshiop of the constituents. In the
AVM on the right, the f-structure, the main pred-
icate of the sentence iskHA ‘to eat’, the subject
(SUBJ) of the sentence is the pronounus ‘he/she’,
with the object (OBJ) sEb ‘apple’. The location is
analysed as an adjunct, an optional element in the
sentence. Information on tense and aspect is cap-
tured in theTNS-ASP f-structure at the bottom.
There is also some lexical semantic information
contained in the analysis underLEX-SEM, namely
that it is an agentive, ingestive verb.1

In addition to the f-structure, a computational
semantic analysis abstracts even further away
from the syntax and is able to provide information
on the lexical semantics of the words involved by
supplementing the analysis with information from
external lexical resources, see section 3.

2.2 Lexical Resources for Urdu

2.2.1 Urdu WordNet

Due to the resource sparseness in Indo-Aryan lan-
guages, there are only a few lexical resources

1The CHECKfeature collects grammar internal features
for well-formedness checking and can be filtered out.

72



CS 1: ROOT

Sadj

S

KP

NP

PRON

us

K

nE

KP

NP

N

t3ul AbEb

K

mEN

KP

NP

N

sEb

VCmain

V

kHAyA

"us nE t3ul AbEb mEN sEb kHAyA"

'kHA<[1:vuh], [26:sEb]>'PRED

'vuh'PRED

obl_NMORPHCHECK

pronounNSYNNTYPE

CASE erg, NUM sg, PERS 3, PRON-TYPE pers176
134

2
1
5

SUBJ

'sEb'PRED

countCOMMONNSEM

commonNSYN
NTYPE

CASE nom, GEND masc, NUM sg, PERS 3608
353
336

26
OBJ

't3ul AbEb'PRED

obl_NMORPHCHECK

locationPROPER-TYPEPROPERNSEM

properNSYN
NTYPE

LOCATION in, SPECIFIC +SEM-PROP

ADJUNCT-TYPE loc, CASE loc, NUM sg, PERS 3291
233
219

7
25
24

ADJUNCT

infl_MTYPE_VMORPH

_RESTRICTED -, _SUBCAT-FRAME V-SUBJ-OBJ, _VFORM perf
CHECK

AGENTIVE +, VERB-CLASS ingestiveLEX-SEM

ASPECT perf, MOOD indicativeTNS-ASP

CLAUSE-TYPE decl, PASSIVE -, VTYPE main581
907
924
384
380

58

Figure 2: C- and f-structure forus nE t3ul AbEb mEN sEb kHAyA ‘He ate an apple in Tel Aviv.’

already available, one of them Hindi Wordnet
(Bhattacharyya et al., 2008; Bhattacharyya, 2010)
which is inspired in methodology and architecture
by the English WordNet (Fellbaum, 1998). For-
tunately, Urdu and Hindi are structurally almost
identical, although the two writing systems (a ver-
sion of Arabic and Devanagari, respectively) dif-
fer markedly. This difference can be overcome
by employing a transliterator from Arabic to Ro-
man script and vice versa (Malik et al., 2010),
combining it with a transliterator that maps Ro-
man to Devanagari script (also vice versa), using
XFST by (Beesley and Karttunen, 2003). Figure 3
sketches the pipeline of how we arrive at a prelim-
inary Urdu WordNet (Ahmed and Hautli, 2010).

Urdu input
↓

transliteration to Hindi
↓

lookup in Hindi WordNet
↓

extraction of Hindi WordNet information
↓

removing synset description and example
↓

basic lexical resource for Urdu

Figure 3: Hindi/Urdu WordNet pipeline

By using this methodology it is possible to gen-

erate a preliminary Urdu WordNet (Ahmed and
Hautli, 2010) that can be employed in variousNLP

applications, among them the semantic represen-
tation presented in this paper. A sample output for
the nounsEb ‘apple’ is shown in Figure 4.

TOP
↓

Noun
ւ ց

Animate Inanimate
↓ ↓

Flora Object
↓ ↓

Tree Edible
ց ւ

sEb

Figure 4: Sample Urdu WordNet output

First experiments have shown that this approach
is a promising first step towards creating a ba-
sic lexical ontology for Urdu, however a thor-
oughly worked out Urdu WordNet will require
additional work. For one, lexical items that are
Hindi-specific will need to be flagged and words
that are Urdu-specific will need to be introduced.
In particular, the ezafe construction (Butt et al.,
2008), illustrated in (2), will need to be dealt with.
However, this is not trivial, as the ezafee is often
not written in Urdu, as is indeed the case in (2).
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(2) Ñ 	¢«@ QK

	Xð

vazir-e azAm
minister.M.Sg-Ezafe great
‘the prime minister’ (lit. the great minister)

2.2.2 Towards a resource for Urdu verbs

One lexical resource used by the EnglishLFG

grammar is the English VerbNet (Kipper-Schuler,
2005), which categorizes English verbs according
to Levin’s verb classes (Levin, 1993). On the one
hand, verbs are grouped according to their seman-
tic relatedness, e.g. ingestive verbs or verbs of mo-
tion. Moreover, these related verbs are grouped
into further subclasses according to their syntactic
behavior. In addition to this semantic and syntac-
tic classification, VerbNet also encodes informa-
tion on the event structure and the thematic roles
(Fillmore, 1985) of a verb. A similar resource is
being developed for Hindi (Begum et al., 2008),
however instead of Western style thematic roles,
Panini’skaraka relations are used.

For Urdu, we are currently working on creat-
ing a VerbNet style resource, carefully taking into
account the characteristics of Urdu verbs regard-
ing their syntactic behavior and including suffi-
cient lexical semantic information so that the re-
source can be used inNLP tools. At the moment,
most of the classification work is done by hand,
because we also want to capture the very subtle
variations which are likely to be lost in an auto-
matic approach. For the case at hand, we are par-
ticularly interested in getting information on the
thematic roles of a verb.

As an example, we consider therakH ‘put’
class. A subgroup of these verbs allow for a loca-
tive alternation illustrated in (3)–(4). For the auto-
matic semantic analysis it is solely important that
the correct thematic roles are assigned to the argu-
ments of the verb. Therefore we have to include
this information in the verb resource for Urdu.
By combining the information coming from the f-
structure, where, for example, a locative adjunct is
marked as such, with the information coming from
the lexical resource, we can arrive at a semantic
analysis that represents concepts rather than the
actual sentence.

(3) @QêK. ú
	G AK� á�
Ó �CÇ ÿ 	� á�
Ó

mEN=nE gilAs mEN pAnI bHarA
I=Erg glas.M.Sg in water.M.Sg fill.Perf.M.Sg
‘I filled water in the glass.’

〈Agent, Theme, Location 〉

(4) @QêK. �CÇ ÿ�� ú 	G AK� ÿ 	� á�
Ó
mEN=nE pAnI=sE gilAs bHarA
I=Erg water.M.Sg=Instr glass.Nom fill.Perf.M.Sg
I filled the glass with water.

〈Agent, Location, Theme 〉

The group of verbs in this class are:
I� 	KAë �X DHANp ‘to cover’, QêK. bHar ‘to fill’, l .��

saj ‘to get decorated’ and¹ë �X DHak ‘to cover’.

3 Urdu computational semantic analysis

3.1 General methodology

The primary aim of the semantic analyzer is to
provide a more abstract level of linguistic rep-
resentation, building on the information that is
coming from the syntax, particularly from the f-
structure. The Prolog-basedXFR rewrite rules
offer a suitable method forXLE grammars to
arrive at a semantic representation (Crouch and
King, 2006). Although they operate mainly on
f-structures, c-structure information can also be
used, e.g. to investigate scope issues further.

The XFR system is a language-independent
component ofXLE that can be used for various
tasks, e.g. machine translation or the mapping of
f-structures to semantic representations. TheXFR

semantic representation is driven neither by a spe-
cific semantic theory about meaning representa-
tion, nor by a theoretically motivated apparatus of
meaning construction. It is a computational solu-
tion, which is why it is seen as a “semantic con-
version” rathern than a “semantic construction”.

XFR comprises a set of rewrite rules, the facts
on the left hand side of a rule are rewritten to the
facts on the right hand side. In addition, the rewrite
rules are ordered, i.e. the first rule applies to the
original input, the second rule takes as input the
output of the first rule and so on.

For a concrete example of anXFR rewrite rule,
we consider the f-structure in Figure 2. Given the
case that we would want to systematically replace
the subject and the object of the sentence with the
right corresponding thematic roles, we could em-
ploy the rule in Figure 5.

PRED(%1,kHA), SUBJ(%1,%2), OBJ(%1,%3)
==>
context head(%1,kHA),
role(Agent,kHA,%2),
role(Patient,kHA,%3).

Figure 5: Example of anXFR rewrite rule
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The matrix f-structure is represented by the
variable%1, its SUBJ f-structure is stored under
variable%2, the OBJ under variable%3. If the
facts do not match correctly, the rule does not ap-
ply. If the rule applies, the facts on the left hand
side are consumed and rewritten to the facts on
the right hand side of the rule. The representa-
tion that is generated is a flat representation of the
predicate argument structure of the clause, i.e. it
is not distributed across f-structures, . Despite the
oversimplifying nature of the rule in Figure 5, the
methodology remains the same for more complex
rule constructions. In the following we present a
more complexXFR rule.

3.2 The Urdu XFR system

Figure 6 presents a schematic view of the Urdu
semantics pipeline.

syntax (XLE LFG)
↓

semantics (XFR ORDERED REWRITING)
↑

inclusion of lexical resources
(XFR ORDERED REWRITING)

Figure 6: Urdu Semantics pipeline

Input to the semantic representation is the syn-
tacticXLE analysis as shown in Figure 2, which is
stored in a Prolog format and can then be further
processed by theXFR system. The output of the
XFR semantic rules is shown in Figure 7. This rep-
resentation does not yet contain information com-
ing from lexical resources yet; its inclusion will be
discussed in greater detail in Section 3.3.

In the semantic representation at hand, the sen-
tential predicatekHA ‘eat’ is thecontext head
of the semantic representation, a term which is
equivalent to the notion of the main predication
in the formal semantics literature. The subcate-
gorized arguments in the sentence are rewritten to
role facts, the default roles ofsem subj and
sem obj will later be replaced by the thematic
roles coming from the verb lexical resource.

Another main factor of the semantic analy-
sis in that one should be able to see the do-
main of predication, i.e. the contexts in which
the predications of the sentence hold. In the
case at hand, there is only one context where
predications can be true, namely contextt
(in context(t, ...) ) with its headkHA

‘eat’ (context head(t,kHA:87) ).2

Main clauses as well as relative clauses and
other subordinate clauses open up new contexts
in which predications are true or false. These
clauses can be identified due to the syntactic anal-
ysis at f-structure level, where they are analyzed
asCOMPs orXCOMPs (complementizers). Lexical
items such as negation markers also open up new
contexts, e.g. the negationnahIN ‘not’. By check-
ing which predications hold in which contexts, so-
phisticated analyses of facts vs. beliefs and modal
contexts can be achieved.

Another very important component of the syn-
tactic as well as the semantic analysis is the inclu-
sion of named entities in the lexicon. Hautli and
Sulger (2011) have used automatic methods on a
raw Urdu corpus to detect these so-called multi-
words and also to classify them. They are very
important for the system, because the components
have a non-compositional meaning and should be
treated as one unit.

This becomes apparent when looking at the
predicate of theADJUNCT, t3ul AbEb ‘Tel Aviv’.
It is analyzed as one unit and is the bare modifier
of the verb phrase (bare mod(kHA:87,‘t3ul
AbEb’:41) ). Due to the f-structure informa-
tion [PROPER-TYPE location ], it is clear
that the modifier is locative, which is captured
by the fact (proper name‘t3ul AbEb’,
location) .

The skolem info facts store the part-of-
speech information for each lexical item in
the sentence and are the prerequisite for look-
ing up words in lexical resources. The
original fsattr facts provide information
according to which ambiguous information from
the lexical resources can be disambiguated. The
information about the subcategorization frame
(subcat ) is kept for the same reason, in case
where a verb has multiple frames in the lexical re-
source, the system can choose the appropriate one
according the subcategorization information com-
ing from the syntax.

In cases where multiple valid semantic rep-
resentations are generated, all analyses are dis-
played. Disambiguation on that level would re-
quire a more discourse-oriented analysis, which
we do not provide at the moment.

2The numeral after each lexical item is simply a feature of
bookkeeping, so that lexical items occurring twice in a sen-
tence can be distinguished.
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cf(1, context_head(t,kHA:87)),
cf(1, in_context(t,perf(kHA:87))),
cf(1, in_context(t,cardinality(sEb:70,sg))),
cf(1, in_context(t,cardinality(’t3ul AbEb’:41,sg))),
cf(1, in_context(t,cardinality(vuh:0,sg))),
cf(1, in_context(t,proper_name(’t3ul AbEb’:41,locatio n,’t3ul AbEb’)),
cf(1, in_context(t,role(’sem_subj’,kHA:87,vuh:0))),
cf(1, in_context(t,role(’sem_obj’,kHA:87,sEb:70))),
cf(1, in_context(t,role(bare_mod,kHA:87,’t3ul AbEb’:4 1))),
cf(1, name_source(’t3ul AbEb’:41,lex)),
cf(1, name_type(’t3ul AbEb’:41,location)),
cf(1, original_fsattr(’ADJUNCT’,kHA:87,’t3ul AbEb’:41 )),
cf(1, original_fsattr(’OBJ’,kHA:87,sEb:70)),
cf(1, original_fsattr(’SUBJ’,kHA:87,vuh:0)),
cf(1, original_fsattr(gender,’t3ul AbEb’:41,’-’)),
cf(1, original_fsattr(human,’t3ul AbEb’:41,’-’)),
cf(1, original_fsattr(subcat,kHA:87,’V-SUBJ-OBJ’)),
cf(1, skolem_info(kHA:87,kHA,verb,verb,t)),
cf(1, skolem_info(sEb:70,sEb,noun,common,t)),
cf(1, skolem_info(’t3ul AbEb’:41,’t3ul AbEb’,name,loca tion,t)),
cf(1, skolem_info(vuh:0,vuh,noun,pronoun,t)),
cf(1, subcat(kHA:87,’V-SUBJ-OBJ’))

Figure 7: Semantic representation forus nE t3ul AbEb meN sEb kHAyA ‘He ate an apple in Tel Aviv.’

3.3 The inclusion of lexical resources

This section deals more closely with the inclusion
of external lexical semantic information, making
the generalXFR methodology quite a powerful one
because knowledge from various sources can be
combined in one system.

By including knowledge contained in an Urdu
WordNet and the Urdu verb resource, we can in-
clude hypernym relations such as that an apple is
a fruit or the thematic roles of the arguments in
a clause. This abstraction is not on the syntac-
tic level any more, but is now at the level of lex-
ical semantics. The benefit of such a represen-
tation is that we arrive at a meta-level of analy-
sis where concepts are represented rather than lin-
guistic structure.

For Urdu WordNet, we consider all senses that
are produced for one item by the resource (i.e. see
the two different senses forsEb ‘apple’ in Figure
4) and we take the direct hypernym of the lexical
item. For the verb resource, we are mainly con-
cerned with the thematic roles that are assigned to
the arguments of the sentence.

In order to include external resources, they are
reformatted as non-resourced Prolog facts (tem-
plate nameuwn for information from Urdu Word-
Net andverbs for thematic role information in
Figure 8) that can be picked up by theXFR rewrite
rules. For that, the templates are called on the right
side of anXFR rule and compared with the infor-

mation from the semantic representation. If the
information matches, the rule applies and the lex-
ical items are rewritten to include the conceptual
information from the lexical resources.

See Figure 8 for an example of non-resourced
facts that are being called byXFR rules and that
rewrite information coming from the semantic rep-
resentation in Figure 7. If the context head of
the sentence iskHA ‘eat’ in a context with a
variable %Ctx3, and if within the same context
%Ctx there is a semantic subject with variable
%Sand a semantic object with variable%Othat
are also captured in theoriginal fsattr and
theskolem info facts and given that the verb is
found in the non-resourced facts, then rewrite the
arguments to their thematic roles.

The second rewrite rule includes information
from Urdu WordNet and inserts the hypernym of
the verbkHA ‘eat’, namely that it is a verb of con-
sumption.

The resulting semantic representation is pre-
sented in a less formal way in Figure 9. The Agent
of the sentence,vuh ‘he/she’ performs a consump-
tive action,kHA ‘eat’ towards the Patient,sEb ‘ap-
ple’ and this act is performed at the locationt3ul
AbEb ‘Tel Aviv’.

3The ‘+’ in front of the first fact keeps the fact from being
rewritten and can be called in later rule sequences.
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|-uwn(kHA,Consumption);
|-verbs(kHA,Agent,Patient);

+context head(%Ctx,kHA),
in context(%Ctx,role(sem subj,kHA,%S),
in context(%Ctx,role(sem obj,kHA,%O),
original fsattr(SUBJ,%Pred,%S),
original fsattr(OBJ,%Pred,%O),
skolem info(kHA,kHA,verb,verb,%Ctx),
skolem info(%O,%O,noun,common,%Ctx)),
skolem info(%S,%S,noun,pronoun,%Ctx)),
verbs(kHA,%TRole1,%TRole2)
==>
in context(%Ctx,role(%TRole1,kHA,%S),
in context(%Ctx,role(%TRole2,kHA,%O).

context head(%Ctx,%Pred),
uwn(%Pred,%Hyper)
==>
context head(%Ctx,%Hyper).

Figure 8: Including lexical semantic information
via XFR rules

Figure 9: Final representation forus nE t3ul AbEb
meN sEb kHAyA ‘He ate an apple in Tel Aviv.’

4 Discussion

As for every computational grammar or semantic
or analyzer, one wishes to have a thorough quan-
titative and qualitative evaluation justifying its ro-
bustness, coverage and accuracy, however we can-
not provide such a justification in this paper. Al-
though efforts are underway to create an indepen-
dent gold standard for Urdu in the form of depen-
dency triples as has been done for English (King
et al., 2003), no such standard exists for Urdu to
date. On the computational semantics side, this is
also due to the fact that there has not been very
much research in that direction.

The computational semantic analysis presented
in this paper draws heavily on the syntactic anal-
ysis performed by the Urdu ParGram grammar.
The more expressive the generated f-structures,
the more detailed the semantic representations are.
However, one could also use f-structures coming

from other parsers whose output is reformatted ac-
cording to theXLE standard and one could run
theXFR system on these, potentially stochastic, f-
structures as well.

As to adequate meaning representation, the
overall move towards developing parallel seman-
tics on top of parallel grammars within the Par-
Gram community has only just started investigat-
ing appropriate representations of semantic con-
cepts. The expressive power of a system also de-
pends heavily on the external lexical resources that
are available, in comparison to English, Urdu is far
behind. However, with efforts like this computa-
tional semantic analyzer and the implementation
of basic lexical resources we can contribute to the
variety of tools available for Urdu.

5 Summary

In this paper we have presented a first approach
to an automatic semantic analysis for Urdu, build-
ing on a deep and very detailed syntactic analysis
by the Urdu ParGram Grammar. We have given a
brief overview of the methodology ofXFR rewrite
rules, how they operate on top ofLFG f-structures
and what kind of semantic analysis they can pro-
vide. The inclusion of available lexical resources
facilitates the generation of an abstract level of the
representation of concepts rather than surface syn-
tactic structure. We have also discussed some of
the issues involved in building a semantic analyzer
for a language where few other resources exist and
where a lot of work has to go into the theoretical
as well as the computationally efficient analysis of
the language itself.
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Abstract 

To write Punjabi language, Punjabi speakers 
use two different scripts, Perso-Arabic (re-
ferred as Shahmukhi) and Gurmukhi. Shah-
mukhi is used by the people of Western Pun-
jab in Pakistan, whereas Gurmukhi is used by 
most people of Eastern Punjab in India. The 
natural written text in Shahmukhi script has 
missing short vowels and other diacritical 
marks. Additionally, the presence of ambigu-
ous character having multiple mappings in 
Gurmukhi script cause ambiguity at character 
as well as word level while transliterating 
Shahmukhi text into Gurmukhi script. In this 
paper we focus on the word level ambiguity 
problem. The ambiguous Shahmukhi word to-
kens have many interpretations in target Gur-
mukhi script. We have proposed two different 
algorithms for Shahmukhi word disambigua-
tion. The first algorithm formulates this prob-
lem using a state sequence representation as a 
Hidden Markov Model (HMM). The second 
approach proposes n-gram model in which the 
joint occurrence of words within a small win-
dow of size ± 5 is used. After evaluation we 
found that both approaches have more than 
92% word disambiguation accuracy. 

1 Introduction 

1.1 Shahmukhi Script 

Shahmukhi is a derivation of the Perso-Arabic 
script used to record the Punjabi language in 
Pakistan. Shahmukhi script has thirty eight let-
ters, including four long vowel signs Alif ا[ɘ], 
Vao و[v], Choti-ye ى[j] and Badi-ye ے[j]. 
Shahmukhi script in general has thirty seven 
simple consonants and eleven frequently used 
aspirated consonants. There are three nasal 
consonants (ڻ[ɳ], ن[n], م[m]) and one additional 
nasalization sign, called Noon-ghunna ں [ɲ].  

In addition to this, there are three short vowel 
signs called Zer  ِ◌[ɪ], Pesh  ُ◌[ʊ] and Zabar  َ◌[ə] 
and some other diacritical marks or symbols like 
hamza ء[ɪ], Shad  ّ◌, Khari-Zabar  ◌ٰ[ɘ], do-Zabar 
 ً◌[ən] and do-Zer  ٍ◌[ɪn] etc. Arabic orthography 
does not provide full vocalization of the text, and 
the reader is expected to infer short vowels from 
the context of the sentence. Any machine trans-
literation or text to speech synthesis system has 
to automatically guess and insert these missing 
symbols. This is a non-trivial problem and re-
quires an in depth statistical analysis (Durrani 
and Hussain, 2010). 

1.2 Gurmukhi Script 

The Gurmukhi script, standardized by Guru An-
gad Dev in the 16th century, was designed to 
write the Punjabi language (Sekhon, 1996); 
(Singh, 1997). It was modeled on the Landa al-
phabet. The literal meaning of "Gurmukhi" is 
from the mouth of the Guru. The Gurmukhi 
script has syllabic alphabet in which all conso-
nants have an inherent vowel. The Gurmukhi 
alphabet has forty one letters, comprising thirty 
eight consonants and three basic vowel sign 
bearers. The first three letters Ura ੳ[ʊ], Aira ਅ 

[ə] and Iri ੲ[ɪ] of Gurmukhi alphabet are unique 
because they form the basis for vowels and are 
not consonants. The six consonants are created 
by placing a dot at the foot (pair) of the existing 
consonant. There are five nasal consonants 
(ਙ[ɲə], ਞ[ɲə], ਣ[ɳ], ਨ[n], ਮ[m]) and two addi-

tional nasalization signs, bindi ◌ ਂ [ɲ] and tippi ◌ ੰ

[ɲ] in Gurmukhi script. In addition to this, there 
are nine dependent vowel signs (or diacritics) 
(◌ੁ[ʊ], ◌ ੂ [u], ◌ੋ[o], ◌ਾ[ɘ], ਿ◌[ɪ], ◌ੀ[i], ◌[ੇe], ◌ੈ[æ], 

◌ੌ[Ɔ]) used to create ten independent vowels (ਉ 
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[ʊ], ਊ [u], ਓ [o], ਅ [ə], ਆ [ɑ], ਇ [ɪ], ਈ [i], ਏ [e], 

ਐ [æ], ਔ [Ɔ]) with three bearer characters: Ura 

ੳ[ʊ], Aira ਅ [ə] and Iri ੲ[ɪ]. With the exception 

of Aira ਅ [ə] independent vowels are never used 
without additional vowel signs. The diacritics 
which can appear above, below, before or after 
the consonant they belong to, are used to change 
the inherent vowel and when they appear at the 
beginning of a syllable, vowels are written as 
independent vowels. Some Punjabi words re-
quire consonants to be written in a conjunct form 
in which the second consonant is written under 
the first as a subscript. There are three com-
monly used subjoined consonants as shown here 
Haha ਹ[h] (usage ਨ[n] + ◌੍ + ਹ[h] = ਨ�  [nʰ]), Rara 

ਰ[r] (usage ਪ[p] + ◌੍ + ਰ[r] =ਪ� [prʰ]) and Vava 
ਵ[v] (usage ਸ[s] + ◌੍ + ਵ[v] = ਸ� [sv]). 

1.3 Transliteration and Ambiguity 

To understand the problem of word ambiguity in 
the transliterated text let us consider a Shah-
mukhi sentence having total 13 words out of 
them five are ambiguous. During transliteration 
phase our system generates all possible interpre-
tations in target script. Therefore, with this input 
the transliterated text has supplied all the am-
biguous words with maximum two interpreta-
tions in the Gurmukhi script as shown in Figure 
1. 

ƫ ĵŒǍš ྂĳ ƿ⓿Ĵƀ ƻ຋ ǅǌ ƹƙ  Ǎşƫ ƿƫœ Ɨĳ䁂⓯ 㖐 ĳœ 㯶ƿ   
ਇਸ ਦੌਰ ਿਵਚ ਸਭ ਤ� ਤਾਕਤਵਰ ਅਤੇ ਚਲਾਕ ਿਵਅਕਤੀ 

ਕਬੀਲੇ ਦਾ ਮੁਖੀ ਿਰਹਾ 

is daur vic sabh tōṃ tākatvar atē calāk viaktī 
kabīlē dā mukhī rihā 

 
Figure 1. Word level Ambiguity in Transliter-

ated Text 
In a bigram statistical word disambiguation 

approach, the probability of co-occurrence of 
various alternatives such as <bos> ਇਸ |<bos> 

ਉਸ, ਇਸ ਦੌਰ | ਉਸ ਦੌਰ, ਇਸ ਦੂਰ | ਉਸ ਦੂਰ, ਦੌਰ ਿਵਚ | 
ਦੂਰ ਿਵਚ, ਸਭ ਤ� | ਸਭ ਤੰੂ, ਤ� ਤਾਕਤਵਰ | ਤੰੂ ਤਾਕਤਵਰ, 
ਤਾਕਤਵਰ ਅਤ ੇ | ਤਾਕਤਵਰ ਉੱਤ,ੇ ਅਤੇ ਚਲਾਕ | ਉੱਤੇ ਚਲਾਕ, 
ਦਾ ਮੁਖੀ | ਦਾ ਮੱਖੀ, and ਮੁਖੀ ਿਰਹਾ | ਮੱਖੀ ਿਰਹਾ are exam-
ined in the training corpus to estimate the likeli-
hood. If the joint co-occurrence of following 
<bos> ਇਸ, ਇਸ ਦੌਰ, ਦੌਰ ਿਵਚ, ਸਭ ਤ�, ਤ� ਤਾਕਤਵਰ, 
ਤਾਕਤਵਰ ਅਤ,ੇ ਅਤੇ ਚਲਾਕ, ਦਾ ਮੁਖੀ, and ਮੁਖੀ ਿਰਹਾ bi-
gram tokens are found to be more likely then the 
disambiguation will decide ਇਸ, ਦੌਰ, ਤ�, ਅਤ ੇ and 
ਮੁਖੀ respectively as expected. Unfortunately, due 
to limited training data size or data sparseness it 
is quite probable that some of the alternative 
word interpretations are missing in the training 
corpus. In such cases additional information 
about word similarity like POS tagger and the-
saurus may be helpful. 

1.4 Causes of Ambiguity 

The most common reasons for this ambiguity are 
missing short vowels and the presence of am-
biguous character having multiple mappings in 
Gurmukhi script.  

Sr Word 
without 

diacritics 

Possible Gurmukhi 
Transliteration 

1 Ê ਗੱਲ /gall/, ਿਗੱਲ /gill/, ਗੁੱਲ 

/gull/, ਗੁਲ /gul/ 

2 Ķǖư ਤਕ /tak/, ਤੱਕ /takk/, ਤੁਕ /tuk/ 

3 㖐 ਮੱਖੀ/makkhī/, ਮੁਖੀ/mukhī/ 

4 㴑 ਹਨ /han/, ਹੁਣ /huṇ/ 

5 ᇼ ਿਜਥੇ /jithē/, ਜਥ ੇ/jathē/ 

6 ĳᮁœ ਿਦਸਦਾ /disdā/, ਦੱਸਦਾ /dassdā/ 

7 ĵĳ ਅੱਕ /akk/, ਇੱਕ /ikk/ 

8  ّǗƮǌ ţ ਜੱਟ/jaṭṭ/, ਜੁੱਟ /juṭṭ / 

9 Ɨĳ ਉਸ /us/, ਇਸ /is/ 

10 ྂĳ ਅਤੇ /atē/, ਉੱਤੇ /uttē/ 

Table 1. Ambiguous Shahmukhi Words without 
Short Vowels 

In the written Shahmukhi script, it is not man-
datory to put short vowels, called Aerab, below 
or above the Shahmukhi character to clear its 
sound leading to potential ambiguous translitera-
tion to Gurmukhi as shown in Table 1. In our 
findings, Shahmukhi corpus has just 1.66% cov-
erage of short vowels  ُ◌[ʊ] (0.81415%), 
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 ِ◌[ɪ](0.7295%), and  َ◌(0.1234%) whereas the 
equivalent ਿ◌[ɪ] (4.5462%) and ◌ੁ[ʊ] (1.5844%) 
in Gurmukhi corpus has 6.13% usage. Hence, it 
is a big challenge in the process of machine 
transliteration process to recognize the right 
word from the written (without diacritic) text 
because in a situation like this, correct meaning 
of the word needs to be corroborated from its 
neighboring context. 

Secondly, it is observed that there are multiple 
possible mappings in Gurmukhi script corre-
sponding to a single character in the Shahmukhi 
script as shown in Table 2. Moreover, the shown 
characters of Shahmukhi have vowel-vowel, 
vowel-consonant and consonant-consonant map-
ping. 

Sr Char. Multiple 
Gurmukhi Mappings 

 ਵ [v], ◌ੋ [o], ◌ੌ [Ɔ], ◌ ੁ[ʊ], ◌ੂ [u], ਓ [o] [v] و 1

 ਯ [j], ਿ◌ [ɪ], ◌ੇ [e], ◌ੈ[æ], ◌ੀ[i], ਈ [i] [j]ى 2

3  ǔƻ[n] ਨ [n], ◌ੰ [ɲ], ਣ [ɳ], ◌ਂ[ɲ] 
Table 2. Multiple Mapping into Gurmukhi Script 

For example, consider two Shahmukhi words 
᠉ /cīn/ and Ɨƫƿ /rōs/ having the presence of an 
ambiguous character ى[i] and و[o] respectively. 
Our transliteration engine discovers the corre-
sponding word interpretations as ਚੇਨ /cēn/, ਚੀਨ 
/cīn/, or ਚੈਨ /cain/ and ਰੋਸ /rōs/, or ਰੂਸ /rūs/ re-
spectively. Furthermore, both the problems may 
coexist in a particular Shahmukhi word, for ex-
ample, the Shahmukhi word űԺ /baṇdī/ which 
has four different forms ਬਣਦੀ/baṇdī/, 
ਬੁਣਦੀ/buṇdī/, ਬੰਦੀ/bandī/ or ਿਬੰਦੀ/bindī/ in Gur-
mukhi script due to ambiguous character ن[n] 
and missing short vowel. More sample cases are 
shown in Table 3. 

Another variety of word ambiguity mostly 
found in machine translation systems is where 
many words have several meanings or sense. 
The task of word sense disambiguation is to de-
termine which of the sense of an ambiguous 
word is invoked in a particular use of the word. 
This is done by looking at the context of the am-
biguous word and by exploiting contextual word 
similarities based on some predefined co-
occurrence relations. The various types of dis-
ambiguation methods where the source of word 
similarity was either statistical (Schutze, 1992); 
(Dagan et al. 1993, 1995); (Karov and Shimon, 
1996); (Lin, 1997); or using a manually crafted 

thesaurus (Resnik, 1992, 1995); (Jiang and Con-
rath, 1997); is presented in the literature. 

Sr Word with 
Ambiguous Char. 

Possible Gurmukhi 
Transliteration 

1 ŕ⦊  و [v] ਖੂਹ / khūh/, ਖਹੋ /khōh/ 
2 ஔ ى[j] ਿਪਓ /piō/, ਪੀਓ /pīō/ 
 ,/ਚੇਨ /cēn/, ਚੀਨ /cīn [j]ى ᠉ 3

ਚੈਨ /cain/ 
4 ĳ{ᆽ   ǔƻ[n] ਜਾਂਦਾ /jāndā/, ਜਾਣਦਾ 

/jāṇdā/ 
5 ᙮ᶰ  و [v],  ǔƻ[n] ਸੂਚਨਾ /sūcnā/, ਸੋਚਣਾ 

/sōcaṇā/ 
6 䃦œ  ى[j],  ǔƻ[n] ਦੇਣ /dēṇ/, ਦੀਨ /dīn/ 

Table 3. Shahmukhi Words with Multiple Gur-
mukhi Mappings 

In this paper we have proposed two different 
algorithms for Shahmukhi word disambiguation. 
The first algorithm formulates this problem us-
ing a state sequence representation as a Hidden 
Markov Model (HMM). The second approach 
uses n-gram model in which the joint occurrence 
of words within a small window of size ± 5 is 
used. 

2 The Level of Ambiguity in Shah-
mukhi Text 

We have performed experiments to evaluate how 
much word level ambiguity is present in the 
Shahmukhi text. In order to measure the extent 
of such ambiguous words in a Shahmukhi corpus 
we have analyzed the top, most frequent 10,000 
words obtained from the Shahmukhi word list 
that was generated during corpus analysis. The 
result of this analysis is shown in Table 4. 
Sr. Most Frequent 

Words 
Percentage of 
Ambiguous 

words 
1 Top 100 20% 
2 Top 500 15.8% 
3 Top 1,000 11.9% 
4 Top 5,000 4.72% 
5 Top 10,000 3.6% 
Table 4. Extent of Ambiguity in Top 10K words 

of Shahmukhi Corpus 

Observations: 
• Most frequent words in Shahmukhi corpus 

have higher chances of being ambiguous.  

• In this test case the maximum amount of 
ambiguity is 20% which is very high.  
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• The percentage of ambiguity decreases 
continuously while moving from most 
frequent to less frequent words within the 
list. 

• The ambiguous words in Top 10,000 data-
set have maximum four interpretations in 
Gurmukhi script with 2% coverage 
whereas the amount of three and two 
Gurmukhi interpretations is 12% and 86% 
respectively as shown in Figure 2. 

 
Figure 2. Number of Gurmukhi Interpretations 

of Ambiguous words in Top 10K Dataset 

Additionally, a similar experiment was per-
formed on a Shahmukhi book having a total of 
37,620 words. After manual evaluation, we dis-
covered that the extent of ambiguous words in 
this book was 17.12%. Hence, both the test cases 
figure out that there is significant percentage of 
ambiguous words in Shahmukhi text and must 
be addressed to achieve higher rate of translitera-
tion accuracy. 

3 The Approach 

At the outset, all we have is the raw corpora for 
each (Shahmukhi and Gurmukhi) script of Pun-
jabi language. The properties of these corpora 
are presented in Table 5. The majority of Shah-
mukhi soft data was found in the form of InPage 
software files. This soft data was converted to 
Unicode format using the InPage to Unicode 
Converter. A corpus based statistical analysis of 
both the corpora is performed. We have started 
from scratch and created the required resources 
in Unicode for both Shahmukhi and Gurmukhi 
scripts. The size of Gurmukhi training data used 
for word disambiguation task is shown in Table 
6.  

N-gram models are used extensively in lan-
guage modeling and the same is proposed for 
Shahmukhi word disambiguation using the target 
script corpus. The N-grams have practical ad-
vantages to provide useful likelihood estimations 
for alternative reading of language corpora. 
Word similarities that are obtained from N-gram 
analysis are a combination of syntactical, seman-
tic and contextual similarities those are very 
suitable in this task of word disambiguation. 

Punjabi 
Script 

Corpus 
Size 

Unique 
words 

Text  
Source 

Gurmukhi 7.8 m 1,59,272 
Shahmukhi 8.5 m 1,79,537 

Daily and re-
gional news 
papers, reports, 
periodicals, 
magazines, 
short stories and 
Punjabi litera-
ture books etc. 

Table 5. Properties of Shahmukhi and Gurmukhi 
Corpora 

We have proposed two different algorithms for 
Shahmukhi word disambiguation. The first algo-
rithm formulates this problem using a state se-
quence representation as a Hidden Markov 
Model. The second approach uses n-gram model 
(including the right side context) in which the 
joint occurrence of words within a small window 
of size ± 5 is used. 

Training Data Size 
(Records) 

Gurmukhi Word Frequency List 87,962
Gurmukhi Bigram List  265,372
Gurmukhi Trigram List  247,010

Table 6. Training Data Resources 

3.1 Word Disambiguation using HMM 

Second order HMM is equivalent to n-gram lan-
guage model with n=3 called trigram language 
model. One major problem with fixed n models 
is data sparseness. Therefore, one good idea to 
smooth n-gram estimates is to use linear interpo-
lation (Jelinek and Mercer, 1980) of n-gram es-
timates for various n, for example: 

=−− )|( 21 nnn wwwP  

)()|()|( 331222111 nnnnnn wPwwPwwwP λλλ ++ −−−

where 1=∑i iλ  and 10 ≤≤ iλ   (2) 

The variable n means that we are using tri-
gram, bigram and unigram probabilities together 
as a linear interpolation.  This way we would get 
some probability of how likely a particular word 
was, even if our coverage of trigram is sparse. 

86%

Two Gurmukhi  
Interpretations 

Four Gurmukhi  
Interpretations 

2%

Three Gurmukhi  
Interpretations 

12% 
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Now the next question is how to set the parame-
ters iλ . Thede and Harper, (1999) modeled a 
second order HMM for part of speech tagging. 
Rather than using fixed smoothing technique, 
they have discussed their new method of calcu-
lating contextual probabilities using the linear 
interpolation. This method attaches more weight 
to triples that occur more often. The formula to 
estimate contextual probability is: 

),|( 21 ipjpkp wwwP === −− τττ = 

0

1
23

1

2
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2
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The equation 2 depends on the following 
numbers: 

3N : Frequency of trigram kji www  in Gurmukhi 
corpus 

2N : Frequency of bigram kj ww  in Gurmukhi 
corpus 

1N : Frequency of unigram kw  in Gurmukhi cor-
pus 

2C : Number of times bigram jiww  occurs in 
Gurmukhi corpus 

1C : Number of times unigram jw  occurs in 
Gurmukhi corpus 

0C : Total number of words that appears in 
Gurmukhi corpus  

The formulas for 3k and 2k  are chosen so that 
the weighting for each element in the equation 2 
for P changes based on how often that element 
occurs in the Gurmukhi corpus.  After compar-
ing the two equations 1 and 2, we can easily un-
derstand that: 

31 k=λ ; 232 )1( kk−=λ ; )1)(1( 233 kk −−=λ   

and satisfy the condition  1=∑i iλ  ; 10 ≤≤ iλ  

We build an HMM with four states for each 
word pair, one for the basic word pair, and three 
representing each choice of n-gram model for 
calculating the next transition. Therefore, as ex-
pressed in equation 2 and 3 of second order 
HMM, there are three ways for cw ={ਦਸ or ਦੱਸ 
or ਿਦਸ} to follow ba ww (ਹੁਣ ਤੰੂ) and the total 

probability of seeing cw next is then the sum of 

each of the n-gram probabilities that adorn the 
arcs multiplied by the corresponding parame-
ter 10 ≤≤ iλ . Correspondingly, the fragment of 
HMM for ambiguous Gurmukhi word sequence 
ਹੁਣ ਤੰੂ ਦੱਸ is shown in Figure 3 where the first two 
consecutive words have two forms {ਹਨ or ਹੁਣ} 

and {ਤ� or ਤੰੂ} where as the third consecutive 
Gurmukhi word has three forms like {ਦਸ or ਦੱਸ 
or ਿਦਸ}. 

 
Figure 3. A Fragment of Second Order HMM for 

ਹੁਣ ਤੰੂ ਦੱਸ 

To calculate the best state sequence we have 
modeled Viterbi Algorithm, which efficiently 
computes the most likely state sequence. 

3.2 Word Disambiguation using ±5 Win-
dow Context 

This n-gram based algorithm performs word dis-
ambiguation using the small window context of 
size ±5. This context is used to exploit the con-
textual, semantic and syntactical similarities 
based on the information captured by an n-gram 
language model. The structure of our small win-
dow context is shown in Figure 4. 

 
Figure 4. Structure of ±5 Window Context 

The disambiguation task starts from the first 
word of the input sentence and attempts to inves-
tigate co-occurrence probabilities of the words 
present in the left and right of the ambiguous 
word within the window size. Unlike HMM ap-
proach which is based on linear interpolation of 
n-gram estimates (Jelinek and Mercer, 1980), 
this algorithm works in a back off fashion as 
proposed by Katz (1987) in which it first relies 

1 2 ? 4 5 

Ambiguous 
Word 

Left Context Right Context 

i-2 i-1 i i+1 i+2 
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on highest order trigram model to estimate the 
joint co-occurrence possibility of alternative 
word interpretations to select the most probable 
interpretation. For example, consider the follow-
ing Shahmukhi sentence with three ambiguous 
words as:  

 
The initial ambiguity is {ਹਨ /han/ | ਹੁਣ /huṇ/}, 

{ਤ� /tōṃ/ | ਤੰੂ /tūṃ/} and {ਦਸ /das/ | ਦੱਸ /dass/ | 
ਿਦਸ /dis/}. The left and right context probabili-
ties of the first ambiguous word are shown in 
Table 7. 

 Right Context Left Context 
 Bigram Trigram Bigram Trigram 

ਹਨ P(ਹਨ, ਤ� 
|ਤੂੰ ) 

P(ਹਨ, ਤ� 
|ਤੂੰ , ਦਸ | 

ਦੱਸ |ਿਦਸ) 

P( _ , ਹਨ) P( _ , _ , 
ਹਨ) 

P= 0.000519 0.0 0.001613 0.001673 
ਹੁਣ P(ਹੁਣ, ਤ� 

|ਤੂੰ ) 
P(ਹੁਣ, ਤ� | 
ਤੂੰ , ਦਸ | 

ਦੱਸ |ਿਦਸ) 

P( _ , ਹੁਣ) P( _ , _ , 
ਹੁਣ) 

P= 0.015945 0.037383 0.063967 0.064930 
Table 7. Context Window Probabilities for ਹਨ 

and ਹੁਣ Words 

Clearly, word ਹੁਣ is selected because it has 
higher trigram co-occurrence probability. Now 
the sentence ambiguity is reduced to ਹੁਣ {ਤ� |ਤੰੂ} 
{ਦਸ | ਦੱਸ |ਿਦਸ}. The estimation of co-occurrence 
probability for next ambiguous word is shown in 
Table 8. 

 Right Context Left Context 
 Bigram Bigram Trigram 

ਤ� P(ਤ�, ਦਸ |ਦੱਸ 

|ਿਦਸ)  

P(ਹੁਣ, ਤ� ) P( _ , ਹੁਣ, ਤ�) 

 P=0.000492 P=0.006519 P=0.003341 

ਤੰੂ P(ਤੰੂ, ਦਸ |ਦੱਸ 

|ਿਦਸ) 

P(ਹੁਣ, ਤੰੂ ) P( _ , ਹੁਣ, ਤੰੂ) 

 P=0.005019 P=0.009426 P=0.012454 

Table 8. Context Window Probabilities for ਤ� and 
ਤੰੂ Words 

As expected, word ਤੰੂ is selected by the system 
using left trigram context and the sentence am-

biguity is now reduced to ਹੁਣ ਤੰੂ {ਦਸ ਦੱਸ ਿਦਸ}. 

The next ambiguity is lying in the last word of 
the sentence so it has only left context as shown 
in Table 9. After evaluating the left context co-
occurrence for all the three word forms the sys-
tem found that the valid co-occurrence is P(ਹੁਣ, 
ਤੰੂ, ਦੱਸ) and on this basis word ਦੱਸ is selected. 
Finally, the output of the system is ਹੁਣ ਤੰੂ ਦੱਸ as 
expected. 

 Right  Left Context 
 Context Bigram Trigram 

ਦਸ N.A. P(ਤੰੂ, ਦਸ ) P(ਹੁਣ, ਤੰੂ, ਦਸ) 

 - P=0020768 P=0 

ਦੱਸ N.A. P(ਤੰੂ, ਦੱਸ) P(ਹੁਣ, ਤੰੂ, ਦੱਸ) 

 - P=0.003980 P=0.037383 

ਿਦਸ N.A. P(ਤੰੂ, ਿਦਸ) P(ਹੁਣ, ਤੰੂ, ਿਦਸ) 

 - P=0.000028 P=0 

Table 9. Context Window Probabilities for ਦਸ, 

ਦੱਸ and ਿਦਸ Words 

Unlike the above example, there is a situation 
when the higher order joint co-occurrence is 
found to be zero in the training corpus. In this 
situation the proposed algorithm will back off to 
next lower n-1 gram model.  

4 Example 

Following is the N-gram and HMM outputs of 
word disambiguation task for the sample text 
downloaded from the article available on the 
web site http://www.likhari.org 

Input Text 

 ᣆ ĳԺ ĳᮁĳ ƻ㭚 �ա ƻ㆘ ভĳ ắĳ � ƻ㯶 ƽœ⚮ ƻĴǖư  ّÊ ắĳ
⣃ĳ Ĵǎ ưǗœĴƙ � ƻ㯶 ƿƫ ǔƿ� ヤ  ǔƻǘƫĳƫœ ⯦ ƽᮁĳ ŉĴǔư t॰ 㵃 ƾǔ Ƹǋū Ĵƙ ƻ

 䁩ƫ ǅǌ ƹƙ 䄽ĳ ⩪ ⚮  ّǍƮǍţ ਴ ắĳ ྂ 㶊 㵃ƿ ¸ fi㦱ĳ 㭛 㵃  Ǎşƫ
 㙤 㣣Ĵƙ ヤ t॰ ƻィƫ ƻ㗙 ƻĳƫƫœ  ǔƻ⚷ĴǍ ư ྂĳ  ǖƭƿֶ ƻ㯶 㶊ƿ
 űƿĴƙ 㯵 Ɨĳ Ĵǎ ư�ĳƫ ǅǌ ŧĸ ጶ  Ǎşƫ Ԍ 㯮œ ࡩ 㶊 㯶ƿ ᆽ Ĵǖƶǎƹĺ ⟋ ྂ

ŉĴǔư Ɨĳ Ĵǖưœ ⣂ƿ ⩪ ŒǏ ŗ ƻ㭚 ƻ㮅œ 㴑 ⩪¨ Ợƿ ƽœ ƻ㗙 ƻĳƫƫœ 
 㶊 ű㵗ᒎ �ƿ  Ǎşƫ 㴑ǔœ শĳ  ّÊ ĵĳ ƻ㭚 Ŀƿƫ űƬǎ Ƹǌ ŧǎƷǈ| �

�  ǔƻĴǌ ư ǔƿ 㶊 ű ǗŔǔưƫ 㟨 ǔƿ 㯵 ƻĳᡳᮃ � 
Romanized: 

asīṃ gall tāṃ karadē hāṃ ki asīṃ āpṇī māṃ bōlī 
nūṃ usdā baṇdā hakk divāuṇ laī purzōr hāṃ par 

{ਦਸ ਦੱਸ ਿਦਸ}{ਤ� ਤੰੂ}{ਹਨ ਹਣੁ} 

㴑    ƻ຋      Ɨœ  
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sāḍīā akkhāṃ sāmhṇē hī pañjābī nāḷ usdē ghar 
vic hī nā iṃsāfī hō rahī hai tē asīṃ phir cupp kar 
kē ih sabh vēkh rahē hāṃ bhārat atē pākistān 
dōvāṃ mulkāṃ vallōṃ pañjābī laī sāñjhē mañc 
tē kamm kītā jā rihā hai pichlē dinīṃ bambī vic 
jō kujjh vāpriā us nē sārī dunīāṃ nūṃ hilā kē 
rakkh dittā is nāḷ dōvāṃ mulkāṃ dē rishtē taṛkē 
han par buddhījīvī varag nūṃ ikk gall āpaṇē zi-
han vic rakkhṇī cāhīdī hai ki sarhaddāṃ nē 
zamīn vaṇḍī hai zabān nahīṃ 

N-gram Output:  

ਅਸ� ਗੱਲ ਤਾਂ ਕਰਦੇ ਹਾਂ ਿਕ ਅਸ� ਆਪਣੀ ਮਾਂ ਬੋਲੀ ਨੰੂ ਉਸਦਾ 
ਬਣਦਾ ਹੱਕ ਿਦਵਾਉਣ ਲਈ ਪਰੁਜ਼ੋਰ ਹਾਂ ਪਰ ਸਾਿਡਆ ਅੱਖਾਂ 
ਸਾਮ�ਣੇ ਹੀ ਪੰਜਾਬੀ ਨਾਲ਼ ਉਸਦੇ ਘਰ ਿਵਚ ਹੀ ਨਾ ਇੰਸਾਫ਼ੀ ਹੋ 
ਰਹੀ ਹ ੈ ਤੇ ਅਸ� ਿਫਰ ਚੁੱਪ ਕਰ ਕ ੇਇਹ ਸਭ ਵਖੇ ਰਹੇ ਹਾਂ 
ਭਾਰਤ ਅਤੇ ਪਾਿਕਸਤਾਨ ਦੋਵਾਂ ਮੁਲਕਾਂ ਵੱਲ� ਪੰਜਾਬੀ ਲਈ ਸਾਂਝ ੇ
ਮੰਚ ਤੇ ਕੰਮ ਕੀਤਾ ਜਾ ਿਰਹਾ ਹੈ ਿਪਛਲੇ ਿਦਨ� ਬੰਬਈ ਿਵਚ ਜ ੋ
ਕੁੱਝ ਵਾਪਿਰਆ ਉਸ ਨĂ  ਸਾਰੀ ਦੁਨੀਆਂ ਨੰੂ ਿਹਲਾ ਕੇ ਰੱਖ ਿਦੱਤਾ 
ਇਸ ਨਾਲ਼ ਦੋਵਾਂ ਮੁਲਕਾਂ ਦੇ ਿਰਸ਼ਤ ੇਤੜਕੇ ਹਨ ਪਰ ਬੁੱਧੀਜੀਵੀ 
ਵਰਗ ਨੰੂ ਇਕ ਗੱਲ ਆਪਣੇ ਿਜ਼ਹਨ ਿਵਚ ਰੱਖਣੀ ਚਾਹੀਦੀ ਹ ੈਿਕ 
ਸਰਹੱਦਾਂ ਨĂ  ਜ਼ਮੀਨ ਵੰਡੀ ਹੈ ਜ਼ਬਾਨ ਨਹ� 

Ambiguous words (Total =15 i.e. 14.285%) 

{ਗੱਲ ਿਗੱਲ ਗੁੱਲ ਗੁਲ}{ਨੰੂ ਨ� }{ਬਣਦਾ ਬੰਦਾ}{ਪਰ ਪ� 
ਪੁਰ}{ਸਾਿਡਆ ਸਾਡੀਆ}{ਅਤੇ ਉੱਤੇ}{ਉਸ ਇਸ}{ਨੰੂ ਨ� }{ਰੱਖ 
ਰੁੱਖ}{ਇਸ ਉਸ ਐਸ}{ਹਨ ਹਣੁ}{ਪਰ ਪ� ਪੁਰ}{ਨੰੂ ਨ� }{ਇਕ 
ਅੱਕ ਇੱਕ}{ਗੱਲ ਿਗੱਲ ਗੁੱਲ ਗੁਲ} 

2nd Order HMM Output: 

ਅਸ� ਗੱਲ ਤਾਂ ਕਰਦੇ ਹਾਂ ਿਕ ਅਸ� ਆਪਣੀ ਮਾਂ ਬੋਲੀ ਨੰੂ ਉਸਦਾ 
ਬਣਦਾ ਹੱਕ ਿਦਵਾਉਣ ਲਈ ਪੁਰਜ਼ੋਰ ਹਾਂ ਪਰ ਸਾਡੀਆ ਅੱਖਾਂ 
ਸਾਮ�ਣੇ ਹੀ ਪੰਜਾਬੀ ਨਾਲ਼ ਉਸਦੇ ਘਰ ਿਵਚ ਹੀ ਨਾ ਇੰਸਾਫ਼ੀ ਹੋ 
ਰਹੀ ਹ ੈ ਤੇ ਅਸ� ਿਫਰ ਚੁੱਪ ਕਰ ਕ ੇਇਹ ਸਭ ਵਖੇ ਰਹੇ ਹਾਂ 
ਭਾਰਤ ਅਤੇ ਪਾਿਕਸਤਾਨ ਦੋਵਾਂ ਮੁਲਕਾਂ ਵੱਲ� ਪੰਜਾਬੀ ਲਈ ਸਾਂਝ ੇ
ਮੰਚ ਤੇ ਕੰਮ ਕੀਤਾ ਜਾ ਿਰਹਾ ਹੈ ਿਪਛਲੇ ਿਦਨ� ਬੰਬਈ ਿਵਚ ਜ ੋ
ਕੁੱਝ ਵਾਪਿਰਆ ਉਸ ਨĂ  ਸਾਰੀ ਦੁਨੀਆਂ ਨੰੂ ਿਹਲਾ ਕੇ ਰੱਖ ਿਦੱਤਾ 
ਇਸ ਨਾਲ਼ ਦੋਵਾਂ ਮੁਲਕਾਂ ਦੇ ਿਰਸ਼ਤ ੇਤੜਕੇ ਹਨ ਪਰ ਬੁੱਧੀਜੀਵੀ 
ਵਰਗ ਨੰੂ ਇੱਕ ਗੱਲ ਆਪਣ ੇਿਜ਼ਹਨ ਿਵਚ ਰੱਖਣੀ ਚਾਹੀਦੀ ਹ ੈਿਕ 
ਸਰਹੱਦਾਂ ਨĂ  ਜ਼ਮੀਨ ਵੰਡੀ ਹੈ ਜ਼ਬਾਨ ਨਹ� 

This sample input text has 105 words in total 
and around 14.28% ambiguity at word level. 
While processing, the disambiguation task iden-
tified that there are fifteen (bold face) words that 
are ambiguous, i.e. having two, three, and four 

interpretations in Gurmukhi script. The disam-
biguation results of this sample input show that 
out of fifteen ambiguous words fourteen have 
been correctly disambiguated by both the N-
gram and HMM algorithms whereas only one 
wrong word ਸਾਿਡਆ /sāḍiā/  is mistakenly chosen 
by N-gram approach that has correctly recog-
nized as ਸਾਡੀਆ /sāḍīā/ by the HMM algorithm. 

5 Experiments and Results 

The natural sources of Shahmukhi text are very 
limited. With this limitation we have identified 
the available online and offline sources and three 
different test sets are taken from different do-
mains as shown in Table 10. After manual 
evaluation, the word disambiguation results on 
the three datasets are given in Table 11. The 
overall 13.85% word ambiguity corresponding to 
all datasets has a significant value. The upper 
bound contribution is from Set-1(book) having a 
highest percentage 17.12% of word ambiguity 
and the corresponding performance of two dif-
ferent disambiguation tasks is also highest. 

Test Data Word 
Size 

Source 

Set-1 37,620 Book 
Set-2 39,714 www.likhari.org 
Set-3 46678 www.wichaar.com
Total 1,24,012   

Table 10. Description of the Test Data 

We have evaluated both HMM and N-gram 
algorithms on these datasets and the results of 
this experiment have shown that the accuracy of 
N-grams and HMM based algorithms is 92.81% 
and 93.77% respectively. Hence, the HMM 
based approach has outperformed marginally. 

Test Data Word 
Ambiguity 

N-gram 
size ± 5 

2nd order 
HMM 

Set-1  
(book) 17.121% 95.358% 95.870% 

Set-2  
(likhari.org) 12.587% 91.189% 91.629% 

Set-3 
(wichaar.com) 11.85% 91.892% 93.822% 

Total 13.85% 92.813% 93.773% 
Table 11. Word Disambiguation Result 

The accuracy of both algorithms is more that 
92%, indicating there is still room for improve-
ment. A comparative analysis of both outputs is 
performed. We found that there are cases when 
both HMM and N-gram based methods indi-
vidually outperform as shown in Table 12 row 1 
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& 2 and row 3 & 4 respectively. However, there 
are various cases in which both approaches fail 
to disambiguate either partially or fully as shown 
in row 5 & 6 of Table 12.  It is observed that due 
to lack of training data both the proposed ap-
proaches have failed to distinguish correctly like 
ਅਤੇ /atē/ or ਉੱਤੇ /uttē/ as shown in 5th row of Table 

12.  Similarly, in some other cases system fails 
to predict name entity abbreviations as shown in 
6th row of Table 12. 

We can produce better results in the future by 
increasing the size of the training corpus and by 
exploiting contextual word similarities based on 
some predefined co-occurrence relations. 

Sr. N-gram Output Word Ambiguity 
Correct =  

2nd order HMM Output 

1 ਕਈ ਵਾਰ ਲੋਕਾਂ ਿਵਚ� ਕੁੱਝ ਲੋਕ ਵੀ ਇਕ 

ਕੇ ਜ਼ਲੁਮ ਦਾ ਟਾਕਰਾ ਕਰਨ ਲਈ 
ਹਿਥਆਰ ਚੱਕ ਲ�ਦੇ ਹਨ ਪਰ ਸੇਧ ਅਤੇ 
ਅਨੁਸ਼ਾਸਨ ਦੀ ਘਾਟ ਕਾਰਨ ਅਪਣਾ ਹੀ 
ਨੁਕਸਾਨ ਕਰਵਾ ਬੈਠਦੇ ਹਨ 

kaī vār lōkāṃ vicōṃ kujjh lōk 
vī ik kē zulam dā ṭākrā karan 
laī hathiār cakk laindē han par 
sēdh atē anushāsan dī ghāṭ 
kāran apṇā hī nuksān karavā 
baiṭhdē han 

{ਇਕ ਅੱਕ  ਇੱਕ}{ਹਨ 
ਹੁਣ}{ਪਰ ਪ� ਪਰੁ}{ਅਤੇ ਉੱਤੇ}{ 

ਹਨ ਹਣੁ} 

{ik akk ikk}{han huṇ}{par 
pr pur}{atē uttē}{han huṇ} 

 

ਕਈ ਵਾਰ ਲੋਕਾਂ ਿਵਚ� ਕੁੱਝ ਲੋਕ ਵੀ ਅੱਕ 

ਕੇ ਜ਼ਲੁਮ ਦਾ ਟਾਕਰਾ ਕਰਨ ਲਈ 
ਹਿਥਆਰ ਚੱਕ ਲ�ਦੇ ਹਨ ਪਰ ਸੇਧ ਅਤੇ 
ਅਨੁਸ਼ਾਸਨ ਦੀ ਘਾਟ ਕਾਰਨ ਅਪਣਾ ਹੀ 
ਨੁਕਸਾਨ ਕਰਵਾ ਬੈਠਦੇ ਹਨ 

kaī vār lōkāṃ vicōṃ kujjh lōk 
vī akk kē zulam dā ṭākrā karan 
laī hathiār cakk laindē han par 
sēdh atē anushāsan dī ghāṭ 
kāran apṇā hī nuksān karavā 
baiṭhdē han 

2 ਆਪਣੇ ਘਰਿਦਆ ਂਤੂੰ  ਿਵਆਹ ਦੀ ਆਸ 
ਲਾਹ ਛੱਡ 

āpaṇē ghardiāṃ tūṃ viāh dī ās 
lāh chaḍḍ 

{ਤੰੂ ਤ� } 

{tūṃ tōṃ} 

ਆਪਣੇ ਘਰਿਦਆ ਂਤ� ਿਵਆਹ ਦੀ ਆਸ 
ਲਾਹ ਛੱਡ 

āpaṇē ghardiāṃ tōṃ viāh dī ās 
lāh chaḍḍ 

3 ਬਚਪਨ ਿਵਚ ਅਸ� ਉਨ� ਾਂ ਕੋਲ਼ ਜਾਂਦ ੇਹੁੰ ਦੇ 
ਸੀ 
bacpan vic asīṃ unhāṃ kōḷ 
jāndē hundē sī 

{ਜਾਂਦੇ ਜਾਣਦ}ੇ 

{jāndē jāṇdē} 

ਬਚਪਨ ਿਵਚ ਅਸ� ਉਨ� ਾਂ ਕੋਲ਼ ਜਾਣਦ ੇ

ਹੁੰ ਦੇ ਸੀ 
bacpan vic asīṃ unhāṃ kōḷ 
jāṇdē hundē sī 

4 ਸਾਨੰੂ ਪੁੱਤਾਂ ਤ� ਸਪਤ ਬਣਨ ਲਈ ਜੀਵਨ 
ਸੇਧ ਗੁਰੂ ਗ�ੰ ਥ ਸਾਿਹਬ ਦੇ ਿਵਚ ਦਰਜ 
ਬਾਣੀ ਤ� ਹੀ ਿਮਲ ਸਕਦੀ ਹ ੈ

sānūṃ puttāṃ tōṃ sapat baṇan 
laī jīvan sēdh gurū granth sāhib 
dē vic daraj bāṇī tōṃ hī mil 
sakadī hai 

{ਤ� ਤੰੂ}{ਤ� ਤੰੂ}{ਿਮਲ ਮੱਲ 
ਿਮੱਲ ਮੁੱਲ} 

{tōṃ tūṃ}{tōṃ tūṃ}{mil 
mall mill mull} 

ਸਾਨੰੂ ਪੁੱਤਾਂ ਤ� ਸਪਤ ਬਣਨ ਲਈ ਜੀਵਨ 
ਸੇਧ ਗੁਰੂ ਗ�ੰ ਥ ਸਾਿਹਬ ਦੇ ਿਵਚ ਦਰਜ 
ਬਾਣੀ ਤੂੰ  ਹੀ ਿਮਲ ਸਕਦੀ ਹ ੈ

sānūṃ puttāṃ tōṃ sapat baṇan 
laī jīvan sēdh gurū granth sāhib 
dē vic daraj bāṇī tūṃ hī mil 
sakadī hai 

5 ਮੇਰ ੇਉੱਤ ੇ ਅਨੁਪ�ੀਤ ਦੇ ਹੈਿਮਲਟਨ ਰਿਹਣ 
ਕਰ ਕੇ ਜਸਜੀਤ ਵੀ ਸਾਡੇ ਪਾਸ ਆ ਗਈ 

mērē uttē  anuprīt dē haimilṭan 
rahiṇ kar kē jasjīt vī sāḍē pās ā 
gaī 

{ ਅਤੇ  ਉੱਤੇ} 

{atē uttē} 

ਮੇਰ ੇਉੱਤ ੇਅਨੁਪ�ੀਤ ਦੇ ਹੈਿਮਲਟਨ ਰਿਹਣ 
ਕਰ ਕੇ ਜਸਜੀਤ ਵੀ ਸਾਡੇ ਪਾਸ ਆ ਗਈ 

mērē uttē anuprīt dē haimilṭan 
rahiṇ kar kē jasjīt vī sāḍē pās ā 
gaī 

6 ਪ�ੋਫ਼ੈਸਰ ਏਸ ਐਨ ਿਮਸ਼ਰਾ 
prōfaisar ēs ain mishrā 

{ਏਸ ਇਸ ਐਸ } {ਐਨ ਇਨ} 

{ēs is ais} {ain in} 

ਪ�ੋਫ਼ੈਸਰ ਇਸ ਐਨ ਿਮਸ਼ਰਾ 
prōfaisar is ain mishrā 

Table 12. Sample Failure Cases 

86



References  
Dekang Lin. 1997. Using syntactic dependency as 

local context to resolve word sense ambiguity. In 
Proceedings of 35th Annual Meeting of the ACL 
and 8th Conference of the European Chapter of 
the Association for Computational Linguistics. 
Madrid, Spain, 64-71. 

Frederick Jelinek and Robert L. Mercer. 1980. Inter-
polated estimation of Markov source parameters 
from sparse data. In Proceedings of the Workshop 
on Pattern Recognition in Practice. Amsterdam, 
The Netherlands: North-Holland. 

Harbhajan Singh. 1997. Medieval Indian Literature: 
An Anthology. Paniker K. Ayyappa, (Ed.) Sahitya 
Akademi Publication, volume 2, 417-452. 

Hinrich Schütze. 1992. Dimensions of meaning. In 
Proceedings of Supercomputing ‘92. Minneapolis, 
MN, 787-796. 

Ido Dagan, Shaul Marcus and Shaul Markovitch. 
1993. Contextual word similarity and estimation 
from sparse data. In Proceedings of the 31st an-
nual meeting on Association for Computational 
Linguistics (ACL '93). Association for Computa-
tional Linguistics, Stroudsburg, PA, USA, 164-
171. doi=10.3115/981574.981596 

Ido Dagan, Shaul Marcus and Shaul Markovitch. 
1995. Contextual word similarity and estimation 
from sparse data. Computer Speech and Language, 
9:123-152. 

Jay J. Jiang. David W. Conrath. 1997. Semantic simi-
larity based on corpus statistics and lexical taxon-
omy. In Proceedings of International Conference 
Research on Computational Linguistics (RO-
CLING). Taiwan, 1-15. 

Lawrence R. Rabiner. 1989. A Tutorial on Hidden 
Markov Models and Selected Applications in 
Speech Recognition. Proceedings of the IEEE, 
77(2):257-285. 

Nadir Durrani and Sarmad Hussain. 2010. Urdu word 
segmentation. Human Language Technologies: 
The 2010 Annual Conference of the North Ameri-
can Chapter of the Association for Computational 
Linguistics, Los Angeles, California, 528-536. 

Philip Resnik. 1992. WordNet and distributional 
analysis: A class-based approach to lexical discov-
ery. In Proceedings of AAAI Workshop on Statisti-
cally-based Natural Language Processing Tech-
niques. Menlo Park, California, 56-64. 

Philip Resnik. 1995. Disambiguating noun groupings 
with respect to WordNet senses. In Proceedings of 
the Third Workshop on Very Large Corpora. 
Cambridge, 54-68 

Ralph Grishman and John Sterling. 1993. Smoothing 
of automatically generated selectional constraints. 
In Proceedings of DARPA Conference on Human 
Language Technology. San Francisco, California, 
254-259. 

Ralph Grishman, Lynette Hirschman and Ngo Thanh 
Nhan. 1986. Discovery procedures for sublanguage 
selectional patterns: initial experiments. Computa-
tional Linguistics, 12(3):205-215. 

Sant S. Sekhon. 1996. A History of Panjabi Litera-
ture, Publication Bureau, Punjabi University, Pa-
tiala, volume 1 & 2, Punjab, India. 

Scott M. Thede and Mary P. Harper. 1999. A second-
order Hidden Markov Model for part-of-speech 
tagging. In Proceedings of the 37th annual meeting 
of the Association for Computational Linguistics 
on Computational Linguistics (ACL '99). Associa-
tion for Computational Linguistics, Stroudsburg, 
PA, USA, 175-182. doi=10.3115/1034678.1034712 

Slava M. Katz. 1987. Estimation of probabilities from 
sparse data for the language model component of a 
speech recognizer. IEEE Transactions on Acous-
tics, Speech and Signal Processing, ASSP, 
35(3):400-401. 

Ute Essen and Volker Steinbiss. 1992. Cooccurrence 
smoothing for stochastic language modeling. In 
Proceedings of the 1992 IEEE international con-
ference on Acoustics, speech and signal processing 
- Volume 1 (ICASSP'92), IEEE Computer Society, 
Washington, DC, USA, 161-164. 

Yael Karov and Shimon Edelman. 1996. Learning 
similarity-based word sense disambiguation from 
sparse data. In Proceedings of the Fourth Work-
shop on Very Large Corpora. Copenhagen, Den-
mark, 42-55. 

87





Author Index

Adeeba, Farah, 31
Agarwal, Rahul, 23
Allman, Tod, 41
Ambati, Bharat Ram, 23

Beale, Stephen, 41
Borra, Allan, 2
Butt, Miriam, 71

Chen, Yu, 18

Diab, Mona, 36
Dita, Shirley, 59

Guevara, Rowena Cristina, 10
Gupta, Mridul, 23

Hautli, Annette, 71
Husain, Samar, 23
Hussain, Sarmad, 31

Ilao, Joel, 10
Ishino, Aya, 63

Kamboj, Ankit, 36

Lehal, Gurpreet Singh, 79
Llenaresas, Virgilio, 10

Nanba, Hidetsugu, 63
Narvaez, Eilene Antoinette, 10

Oco, Nathaniel, 2

Peregrino, Jovy, 10

Roxas, Rachel Edita, 59

Saini, Tejinder Singh, 79
Sharma, Dipti Misra, 23
Sornlertlamvanich, Virach, 1

Takezawa, Toshiyuki, 63
Theeramunkong, Thanaruk, 50
Tongtep, Nattapong, 50

Wang, Rui, 18

Zhang, Yi, 18

89


	Program
	Participation in Language Resource Development and Sharing
	A Grammar Checker for Tagalog using LanguageTool
	Bantay-Wika: towards a better understanding of the dynamics of Filipino culture and linguistic change
	Engineering a Deep HPSG for Mandarin Chinese
	Error Detection for Treebank Validation
	Experiences in Building Urdu WordNet
	Feasibility of Leveraging Crowd Sourcing for the Creation of a Large Scale Annotated Resource for Hindi English Code Switched Data: A Pilot Annotation
	Linguist's Assistant: A Resource For Linguists
	Multi-stage Annotation using Pattern-based and Statistical-based Techniques for Automatic Thai Annotated Corpus Construction
	Philippine Languages Online Corpora: Status, issues, and prospects
	Providing Ad Links to Travel Blog Entries Based on Link Types
	Towards a Computational Semantic Analyzer for Urdu
	Word Disambiguation in Shahmukhi to Gurmukhi Transliteration

