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Foreword

Recent years have marked the beginning and expansion of the Social Web, in which people freely
express and respond to opinion on a whole variety of topics. While the growing volume of subjective
information available allows for better and more informed decisions of the users, the quantity of data to
be analyzed imposed the development of specialized Natural Language Processing (NLP) systems that
automatically detect subjectivity and sentiment in text and subsequently extract, classify and summarize
the opinions available on different topics. Although the subjectivity and sentiment analysis research
fields have been highly dynamic in the past years, dealing with subjectivity and sentiment in text has
proven to be a complex, interdisciplinary problem that remains far from being solved. Its challenges
include the need to address the issue from different perspectives and at different levels, depending on
the characteristics of the textual genre, the language(s) treated and the final application for which the
analysis is done.

Inspired by the objectives we aimed at in the first edition of the Workshop on Computational
Approaches to Subjectivity Analysis (WASSA 2010) and the final outcome, the purpose of the
second edition of the Workshop on Computational Approaches to Subjectivity and Sentiment Analysis
(WASSA 2.011) was to create a framework for presenting and discussing the challenges related
to subjectivity and sentiment analysis in NLP, from an interdisciplinary theoretical and practical
perspective.

WASSA 2.011 was organized in conjunction to the 49th Annual Meeting of the Association for
Computational Linguistics: Human Language Technologies, on June 24, 2011, in Portland, Oregon,
U.S.A. We received a total of 51 submissions, from a wide range of countries, of which 9 were accepted
as full papers (17%) and another 15 as short papers (29%). Each paper has been reviewed by 2 members
of the Program Committee. The accepted papers were all highly assessed by the reviewing committee,
the best paper receiving an average punctuation of 4.5 out of 5.

The main topics of the accepted papers are the creation, annotation and evaluation of resources for
subjectivity and sentiment analysis in a monolingual, cross-lingual and multilingual setting, subjectivity
and sentiment analysis in different text types and at different levels of granularity. Additionally, WASSA
2.011 authors have contemplated interdisciplinary analyses, concerning the gender-specificity analysis
in subjective texts, the relation between sentiment and subjectivity analysis with social network mining,
opinion question answering and emotion detection.

The invited talks reflected the interdisciplinary nature of the research in affect-related phenomena as
well. Prof. Jonathan Gratch, from the University of Southern California presented a talk on “Emotion
theories, models and their relevance to sentiment analysis”, from a more general Artificial Intelligence
perspective. Prof. Claire Cardie gave a talk on the challenges related to the implementation of sentiment
analysis systems in real-world applications.

Given the demonstrated and increasingly growing interest in the topics addressed, we hope that WASSA
will continue to be organized in the next years and become an established forum for researchers to
discuss and debate the best practices in subjectivity and sentiment analysis.

We would like to thank the ACL-HLT 2011 Organizers for the help and support at the different stages of
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the workshop organization process. We are also especially grateful to the Program Committee members
and the external reviewers for the time and effort spent assessing the papers. We would like to extend
our thanks to our invited speakers – Prof. Jonathan Gratch and Prof. Claire Cardie, for accepting to
deliver the keynote talks.

Secondly, we would like to express our gratitude for the official endorsement we received from
SIGANN (ACL Special Interest Group for Annotation) and SIGNLL (ACL Special Interest Group
on Natural Language Learning).

Further on, we would like to thank the Editors of the Decision Support Systems Journal, published by
Elsevier, for accepting to organize a Special Issue of this journal containing the extended versions of
the WASSA 2.011 full papers.

We would like to express our gratitude to the team at the Department of Software and Computing
Systems at the University of Alicante - Javier Fernández, who created the WASSA logo and to Miguel
Ángel Varo and Miguel Ángel Baeza - for the technical support they provided.

Last, but not least, we are grateful for the financial support given by Academic Institute for Research
in Computer Science of the University of Alicante (Instituto Universitario para la Investigación en
Informática, Universidad de Alicante), the Spanish Ministry of Science and Education of the Spanish
Government (Ministerio de Ciencia e Innovación - Gobierno de España) through the TIN2009-13391-
C04-01 grant, and to the Education Council of the Valencian Community (Conselleria d’Educació -
Generalitat Valenciana), through the PROMETEO/2009/119 and ACOMP/2010/286 grants.

Alexandra Balahur, Ester Boldrini, Andrés Montoyo, Patricio Martı́nez-Barco
WASSA 2.011 Chairs
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Alexandra Balahur, Jesús M. Hermida and Andrés Montoyo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

A Link to the Past: Constructing Historical Social Networks
Matje van de Camp and Antal van den Bosch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Tracking Sentiment in Mail: How Genders Differ on Emotional Axes
Saif Mohammad and Tony Yang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Developing Japanese WordNet Affect for Analyzing Emotions
Yoshimitsu Torii, Dipankar Das, Sivaji Bandyopadhyay and Manabu Okumura . . . . . . . . . . . . . . 80

Improving a Method for Quantifying Readers’ Impressions of News Articles with a Regression Equation
Tadahiko Kumamoto, Yukiko Kawai and Katsumi Tanaka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Feature Selection for Sentiment Analysis Based on Content and Syntax Models
Adnan Duric and Fei Song . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Automatic Emotion Classification for Interpersonal Communication
Frederik Vaassen and Walter Daelemans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Automatic Sentiment Classification of Product Reviews Using Maximal Phrases Based Analysis
Maria Tchalakova, Dale Gerdemann and Detmar Meurers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Mining Subjective Knowledge from Customer Reviews: A Specific Case of Irony Detection
Antonio Reyes and Paolo Rosso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

vii



Automatic Expansion of Feature-Level Opinion Lexicons
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Cats Rule and Dogs Drool!: Classifying Stance in Online Debate

Pranav Anand, Marilyn Walker, Rob Abbott, Jean E. Fox Tree,
Robeson Bowmani, and Michael Minor

University of California Santa Cruz

Abstract

A growing body of work has highlighted the
challenges of identifying the stance a speaker
holds towards a particular topic, a task that in-
volves identifying a holistic subjective dispo-
sition. We examine stance classification on
a corpus of 4873 posts across 14 topics on
ConvinceMe.net, ranging from the playful to
the ideological. We show that ideological de-
bates feature a greater share of rebuttal posts,
and that rebuttal posts are significantly harder
to classify for stance, for both humans and
trained classifiers. We also demonstrate that
the number of subjective expressions varies
across debates, a fact correlated with the per-
formance of systems sensitive to sentiment-
bearing terms. We present results for iden-
tifing rebuttals with 63% accuracy, and for
identifying stance on a per topic basis that
range from 54% to 69%, as compared to un-
igram baselines that vary between 49% and
60%. Our results suggest that methods that
take into account the dialogic context of such
posts might be fruitful.

1 Introduction

Recent work has highlighted the challenges of iden-
tifying the STANCE that a speaker holds towards a
particular political, social or technical topic. Clas-
sifying stance involves identifying a holistic subjec-
tive disposition, beyond the word or sentence (Lin
et al., 2006; Malouf and Mullen, 2008; Greene and
Resnik, 2009; Somasundaran and Wiebe, 2009; So-
masundaran and Wiebe, 2010). Our work is inspired
by the large variety of such conversations now freely
available online, and our observation that the contex-
tual affordances of different debate and discussion

websites vary a great deal. One important contex-
tual variable, discussed at length below, is the per-
centage of posts that are rebuttals to previous posts,
which varies in our data from 34% to 80%. The abil-
ity to explicitly rebut a previous post gives these de-
bates both monologic and dialogic properties (Biber,
1991; Crystal, 2001; Fox Tree, 2010); Compare Fig-
ure 1 to Figure 2. We believe that discussions con-
taining many rebuttal links require a different type of
analysis than other types of debates or discussions.

Dialogic Capital Punishment
Studies have shown that using the death penalty saves 4 to 13 lives
per execution. That alone makes killing murderers worthwhile.
What studies? I have never seen ANY evidence that capital pun-
ishment acts as a deterrant to crime. I have not seen any evidence
that it is “just” either.
When Texas and Florida were executing people one after the other
in the late 90’s, the murder rates in both states plunged, like Rosie
O’donnel off a diet.. .
That’s your evidence? What happened to those studies? In the
late 90s a LOT of things were different than the periods preceding
and following the one you mention. We have no way to determine
what of those contributed to a lower murder rate, if indeed there
was one. You have to prove a cause and effect relationship and
you have failed.

Figure 1: Capital Punishment discussions with posts
linked via rebuttal links.

This paper utilizes 1113 two-sided debates (4873
posts) from Convinceme.net for 14 different debate
topics. See Table 1. On Convinceme, a person starts
a debate by posting a topic or a question and provid-
ing sides such as for vs. against. Debate participants
can then post arguments for one side or the other, es-
sentially self-labelling their post for stance. These
debates may be heated and emotional, discussing
weighty issues such as euthanasia and capital pun-
ishment, such as the example in Figure 1. But they
also appear to be a form of entertainment via playful
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debate. Popular topics on Convinceme.net over the
past 4 years include discussions of the merits of Cats
vs. Dogs, or Pirates vs. Ninjas (almost 1000 posts).
See Figure 3.

Monologic Capital Punishment
I value human life so much that if someone takes one than his
should be taken. Also if someone is thinking about taking a life
they are less likely to do so knowing that they might lose theirs
Death Penalty is only a costlier version of a lifetime prison sen-
tence, bearing the exception that it offers euthanasia to criminals
longing for an easy escape, as opposed to a real punishment.
There is no proof that the death penalty acts as a deterrent, plus
due to the finalty of the sentence it would be impossible to amend
a mistaken conviction which happens with regualrity especially
now due to DNA and improved forensic science.
Actually most hardened criminals are more afraid to live-then die.
I’d like to see life sentences without parole in lieu of capital pun-
ishment with hard labor and no amenities for hard core repeat
offenders, the hell with PC and prisoner’s rights-they lose priv-
eledges for their behaviour.

Figure 2: Posts on the topic Capital punishment without
explicit link structure. The discussion topic was “Death
Penalty”, and the argument was framed as yes we should
keep it vs. no we should not.

Our long term goal is to understand the dis-
course and dialogic structure of such conversations.
This could be useful for: (1) creating automatic
summaries of each position on an issue (Sparck-
Jones, 1999); (2) gaining a deeper understanding
of what makes an argument persuasive (Marwell
and Schmitt, 1967); and (3) identifying the lin-
guistic reflexes of perlocutionary acts such as per-
suasion and disagreement (Walker, 1996; Greene
and Resnik, 2009; Somasundaran and Wiebe, 2010;
Marcu, 2000). As a first step, in this paper we aim
to automatically identify rebuttals, and identify the
speaker’s stance towards a particular topic.

Dialogic Cats vs. Dogs
Since we’re talking much of $hit, then Dogs rule! Cat poo is ex-
tremely foul to one’s nostrils you’ll regret ever handling a cat.
Stick with dogs, they’re better for your security, and poo’s not too
bad. Hah!
Dog owners seem infatuated with handling sh*t. Cat owners don’t
seem to share this infatuation.
Not if they’re dog owners who live in the country. If your dog
sh*ts in a field you aren’t going to walk out and pick it up.
Cat owners HAVE to handle sh*t, they MUST clean out a litter
box...so suck on that!

Figure 3: Cats vs. Dogs discussions with posts linked by
rebuttal links.

The most similar work to our own is that of So-
masundaran & Wiebe (2009, 2010) who also focus
on automatically determining the stance of a debate

participant with respect to a particular issue. Their
data does not provide explicit indicators of dialogue
structure such as are provided by the rebuttal links
in Convinceme. Thus, this work treats each post as
a monologic text to be classified in terms of stance,
for a particular topic. They show that discourse re-
lations such as concessions and the identification of
argumentation triggers improves performance over
sentiment features alone (Somasundaran and Wiebe,
2009; Somasundaran and Wiebe, 2010). This work,
along with others, indicates that for such tasks it is
difficult to beat a unigram baseline (Pang and Lee,
2008).

Other similar related work analyzes Usenet forum
quote/response structures (Wang and Rosé, 2010).
We believe quote/response pairs have a similar dis-
course structure to the rebuttal post pairs in Con-
vinceme, but perhaps with the linguistic reflexes
of stance expressed even more locally. However
agreement vs. disagreement is not labelled across
quote/response pairs and Wang & Rose (2010) do
not attempt to distinguish these different discourse
relations. Rather they show that they can use a vari-
ant of LSA to identify a parent post, given a response
post, with approximately 70% accuracy. A recent
paper by (Abbott et al., 2011) examines agreement
and disagreement in quote/response pairs in idealog-
ical and nonidealogical online forum discussions,
and shows that you can distinguish the agreement
relation with 68% accuracy. Their results indicate
that contextual features do improve performance for
identifying the agreement relation between quotes
and responses.

Other work has utilized the social network struc-
ture of online forums, either with or without tex-
tual features of particular posts (Malouf and Mullen,
2008; Mishne and Glance, 2006; Murakami and
Raymond, 2010; Agrawal et al., 2003). However
this work does not examine the way that the dia-
logic structure varies by topic, as we do, and the
threading structure of their debates does not dis-
tinguish between agreement and disagreement re-
sponses. (Mishne and Glance, 2006) show that most
replies to blog posts are disagreements, while Agar-
wal’s work assumed that adjacent posts always dis-
agree, and did not use any of the information in the
text. Murakami & Raymond (2010) show that sim-
ple rules for identifying disagreement, defined on
the textual content of the post, can improve over
Agarwal’s results and (Malouf and Mullen, 2008)
show that a combination of textual and social net-
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work features provides the best performance. We
leave the incorporation of social network informa-
tion for stance classification to future work.

Section 3 discusses our corpus in more detail, and
presents the results of a human debate-side classi-
fication task conducted on Mechanical Turk. Sec-
tion 3 describes two different machine learning ex-
periments: one for identifying rebuttals and the other
for automatically determining stance. Section 4
presents our results. We show that we can iden-
tify rebuttals with 63% accuracy, and that using sen-
timent, subjectivity and dialogic features, we can
achieve debate-side classification accuracies, on a
per topic basis, that range from 54% to 69%, as com-
pared to unigram baselines that vary between 49%
and 60%.

2 Corpus Description and Analysis

Table 1 provides an overview of our corpus. Our
corpus consists of 1113 two-sided debates (4873
posts) from Convinceme.net for 12 topics ranging
from playful debates such as Cats vs. Dogs to more
heated political topics such as Capital Punishment.
In Table 1, the topics above the line are either tech-
nical or playful, while the topics below the line are
ideological. In total the corpus consists of 2,722,340
words; the topic labeled debates which we use in our
experiments contain 507,827 words.

Convinceme provides three possible sources of
dialogic structure: (1) the SIDE that a post is placed
on indicates the poster’s stance with respect to the
original debate topic, and thus can be considered as a
response to that post; (2) REBUTTAL LINKS between
posts which are explicitly indicated by the poster us-
ing the affordances of the site; and (3) the TEMPO-
RAL CONTEXT of the debate, i.e. the state of the
debate at a particular point in time, which a debate
participant orients to in framing their post.

Topics vary a great deal in terms of their dialogic
structure and linguistic expression. In Table 1, the
columns providing counts for different variables are
selected to illustrate ways in which topics differ in
the form and style of the argument and in its sub-
jective content. One important variable is the per-
centage of the topic posts that are linked into a re-
buttal dialogic structure (Rebuttals). Some of these
differences can be observed by comparing the dia-
logic and monologic posts for the Capital Punish-
ment topic in Figures 1 and 2 to those for the Cats
vs. Dogs topic in Figures 3 and 4. Ideological

Monologic Cats vs. Dogs
First of all, cats are about a thousand times easier to care for.
You don’t have to walk them or bathe them because they’re smart
enough to figure out all that stuff on their own. Plus, they have the
common courtesy to do their business in the litter box, instead of
all over your house and yard. Just one of the many reasons cats
rule and dogs, quite literally drool!
Say, you had a bad day at work, or a bad breakup, you just wanna
go home and cry. A cat would just look at you like ”oh ok, you’re
home” and then walk away. A dog? Let’s see, the dog would most
likely wiggle its tail, with tongue sticking out and head tilted - the
”you’re home! i missed you so much, let’s go snuggle in front of
the TV and eat ice-cream” look. What more do I need to say?

Figure 4: Posts on the topic Cats vs. Dogs without ex-
plicit rebuttal links.

topics display more author investment; people feel
more strongly about these issues. This is shown by
the fact that there are more rebuttals per topic and
more posts per author (P/A) in the topics below the
line in Table 1. It follows that these topics have a
much higher degree of context-dependence in each
post, since posts respond directly to the parent post.
Rebuttals exhibit more markers of dialogic interac-
tion: greater pronominalization (especially you as
well as propositional anaphora such as that and it),
ellipsis, and dialogic cue words; Figure 5 shows the
difference in counts of ‘you’ between rebuttals and
non-rebuttals (Rebuttals x̄ = 9.6 and Non-Rebuttals
x̄ = 8.5, t(27) = 24.94, p < .001). Another indi-
cation of author investment is the percentage of au-
thors with more than one post (A > 1P). Post Length
(PL), on the other hand, is not significantly corre-
lated with degree of investment in the topic.

Figure 5: Kernel density estimates for ‘you’ counts across
rebuttals (green) and non-rebuttals (red).

Other factors we examined were words per sen-
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Post and Threading Variables Normalized LIWC Variables
Topic Posts Rebuttals P/A A > 1p PL Pro WPS 6LTR PosE NegE
Cats v. Dogs 148 40% 1.68 26% 242 3.30 -1.95 -2. 43 1.70 .30
Firefox vs. IE 218 40% 1.28 16% 167 -0.11 -0.84 0.53 1.23 -0.81
Mac vs. PC 126 47% 1.85 24% 347 0.52 0.28 -0.85 -0.11 -1.05
Superman/Batman 140 34% 1.41 21% 302 -0.57 -1.78 -0.43 1.21 .99
2nd Amendment 134 59% 2.09 45% 385 -1.38 1.74 0.58 -1.04 0.38
Abortion 594 70% 2.82 43% 339 0.63 -0.27 -0.41 -0.95 0.68
Climate Change 202 69% 2.97 40% 353 -0.74 1.23 0.57 -1.25 -0.63
Communism vs. Capitalism 212 70% 3.03 47% 348 -0.76 -0.15 1.09 0.39 -0.55
Death Penalty 324 62% 2.44 45% 389 -0.15 -0.40 0.49 -1.13 2.90
Evolution 798 76% 3.91 55% 430 -0.80 -1.03 1.34 -0.57 -0.94
Exist God 844 77% 4.24 52% 336 0.43 -0.10 0.34 -0.24 -0.32
Gay Marriage 505 65% 2.12 29% 401 -0.13 .86 .85 -0.42 -0.01
Healthcare 110 80% 3.24 56% 280 0.28 1.54 .99 0.14 -0.42
Marijuana Legalization 214 52% 1.55 26% 423 0.14 0.37 0.53 -0.86 0.50

Table 1: Characteristics of Different Topics. Topics below the line are considered “ideological”. Normalized LIWC
variable z-scores are significant when more than 1.94 standard deviations away from the mean (two-tailed).
KEY: Number of posts on the topic (Posts). Percent of Posts linked by Rebuttal links (Rebuttals). Posts per author
(P/A). Authors with more than one post (A > 1P). Post Length in Characters (PL). Pro = percent of the words as
pronominals. WPS = Words per sentence. 6LTR = percent of words that are longer than 6 letters. PosE positive
emotion words. NegE negative emotion words.

tence (WPS), the length of words used (6LTR)
which typically indicates scientific or low frequency
words, the use of pronominal forms (Pro), and
the use of positive and negative emotion words
(PosE,NegE) (Pennebaker et al., 2001). For exam-
ple, Table 1 shows that discussions about Cats vs.
Dogs consist of short simple words in short sen-
tences with relatively high usage of positive emo-
tion words and pronouns, whereas 2nd amendment
debates use relatively longer sentences, and death
penalty debates (unsurprisingly) use a lot of nega-
tive emotion words.

Human Topline. The best performance for sid-
ing ideological debates in previous work is approx-
imately 64% accuracy over all topics, for a collec-
tion of 2nd Amendment, Abortion, Evolution, and
Gay Rights debate posts (Somasundaran and Wiebe,
2010). Their best performance is 70% for the 2nd
amendment topic. The website that these posts were
collected from apparently did not support dialogic
threading, and thus there are no explicitly linked re-
buttals in this data set. Given the dialogic nature
of our data, as indicated by the high percentage of
rebuttals in the ideological debates, we first aim to
determine how difficult it is for humans to side an
individual post from a debate without context. To
our knowledge, none of the previous work on de-
bate side classification has attempted to establish a
human topline.

We set up a Mechanical Turk task by randomly se-
lected a subset of our data excluding the first post on

each side of a debate and debates with fewer than 6
posts on either side. Each of our 12 topics consists of
more than one debate: each debate was mapped by
hand to the topic and topic-siding (as in (Somasun-
daran and Wiebe, 2010)). We selected equal num-
bers of posts for each topic for each side, and cre-
ated 132 tasks (Mechanical Turk HITs). Each HIT
consisted of choosing the correct side for 10 posts
divided evenly, and selected randomly without re-
placement, from two debates. For each debate we
presented a title, side labels, and the initial post on
each side. For each post we presented the first 155
characters with a SEE MORE button which expanded
the post to its full length. Each HIT was judged by 9
annotators using Mechanical Turk with each anno-
tator restricted to at most 30 HITS (300 judgments).
Since many topics were US specific and we wanted
annotators with a good grasp of English, we required
Turkers to have a US IP address.

Figure 6 plots the number of annotators over all
topics who selected the “true siding” as the side that
the post was on. We defined “true siding” for this
purpose as the side that the original poster placed
their post. Figure 6 illustrates that humans often
placed the post on the wrong side. The majority of
posters agreed with the true siding 78.26% of the
time. The Fleiss’ kappa statistic was 0.2656.

Importantly and interestingly, annotator accuracy
varied across topics in line with rebuttal percentage.
Annotators correctly labeled 94 of 100 posts for Cats
vs. Dogs but only managed 66 of 100 for the Cli-
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Figure 6: Accuracies of Human Mechanical Turk judges
at selecting the True Siding of a post without context.

mate Change topic. This suggests that posts may
be difficult to side without context, which is what
one might expect given their dialogic nature. Rebut-
tals were clearly harder to side: annotators correctly
sided non-rebuttals 87% of the time, but only man-
aged 73% accuracy for rebuttals. Since all of the less
serious topics consisted of ≤50% rebuttals while all
of the more serious ideological debates had >50%
rebuttals, 76% of ideological posts were sided cor-
rectly, while 85% of non-ideological posts were cor-
rectly sided. See Table 2.

Class Correct Total Accuracy
Rebuttal 606 827 0.73
Non-Rebuttal 427 493 0.87

Table 2: Human Agreement on Rebuttal Classification

Looking at the data by hand revealed that when
nearly all annotators agreed with each other but dis-
agreed with the self-labeled side, the user posted on
the wrong side (either due to user error, or because
the user was rebutting an argument the parent post
raised, not the actual conclusion).

The difficult-to-classify posts (where only 4-6 an-
notators were correct) were more complex. Our
analysis suggests that in 28% of these cases, the an-
notators were simply wrong, perhaps only skimming
a post when the stance indicator was buried deep in-
side it. Our decision to show only the first 155 char-
acters of each post by default (with a SHOW MORE
button) may have contributed to this error. An ad-
ditional 39% were short comments or ad hominem
responses, that showed disagreement, but no indi-
cation of side and 17% were ambiguous out of con-
text. A remaining 10% were meta-debate comments,

either about whether there were only two sides, or
whether the argument was meaningful. Given the
differences in siding difficulty depending on rebut-
tal status, in Section 4 we present results for both
rebuttal and stance classification.

3 Features and Learning Methods

Our experiments were conducted with the Weka
toolkit. All results are from 10 fold cross-validation
on a balanced test set. In the hand examination of
annotators siding performance, 101 posts were de-
termined to have incorrect self-labeling for side. We
eliminated these posts and their descendants from
the experiments detailed below. This resulted in a
dataset of 4772 posts. We used two classifiers with
different properties: NaiveBayes and JRip. JRip is
a rule based classifier which produces a compact
model suitable for human consumption and quick
application. Table 3 provides a summary of the fea-
tures we extract for each post. We describe and mo-
tivate these feature sets below.

Set Description/Examples
Post Info IsRebuttal, Poster
Unigrams Word frequencies
Bigrams Word pair frequencies
Cue Words Initial unigram, bigram, and trigram
Repeated
Punctuation

Collapsed into one of the following: ??, !!, ?!

LIWC LIWC measures and frequencies
Dependencies Dependencies derived from the Stanford Parser.
Generalized
Dependen-
cies

Dependency features generalized with respect to
POS of the head word and opinion polarity of
both words.

Opinion De-
pendencies

Subset of Generalized Dependencies with opin-
ion words from MPQA.

Context Fea-
tures

Matching Features used for the post from the par-
ent post.

Table 3: Feature Sets, Descriptions, and Examples

Counts, Unigrams, Bigrams. Previous work
suggests that the unigram baseline can be difficult to
beat for certain types of debates (Somasundaran and
Wiebe, 2010). Thus we derived both unigrams and
bigrams as features. We also include basic counts
such as post length.

Cue Words. We represent each posts initial un-
igram, bigram and trigram sequences to capture the
useage of cue words to mark responses of particular
type, such as oh really, so, and well; these features
were based on both previous work and our exami-
nation of the corpus (Fox Tree and Schrock, 1999;
Fox Tree and Schrock, 2002; Groen et al., 2010).
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Repeated Punctuation. Our informal analyses
suggested that repeated sequential use of particular
types of punctuation such as !! and ?? did not mean
the same thing as simple counts or frequencies of
punctuation across a whole post. Thus we developed
distinct features for a subset of these repetitions.

LIWC. We also derived features using the Lin-
guistics Inquiry Word Count tool (LIWC-2001)
(Pennebaker et al., 2001). LIWC provides meta-
level conceptual categories for words to use in word
counts. Some LIWC features that we expect to be
important are words per sentence (WPS), pronomi-
nal forms (Pro), and positive and negative emotion
words (PosE) and (NegE). See Table 1.

Syntactic Dependency. Previous research in
this area suggests the utility of dependency struc-
ture to determine the TARGET of an opinion word
(Joshi and Penstein-Rosé, 2009; Somasundaran and
Wiebe, 2009; Somasundaran and Wiebe, 2010). The
dependency parse for a given sentence is a set of
triples, composed of a grammatical relation and the
pair of words for which the grammatical relation
holds (reli, wj , wk), where reli is the dependency
relation among words wj and wk. The word wj is
the HEAD of the dependency relation. We use the
Stanford parser to parse the utterances in the posts
and extract dependency features (De Marneffe et al.,
2006; Klein and Manning, 2003).

Generalized Dependency. To create generalized
dependencies, we “back off” the head word in each
of the above features to its part-of-speech tag (Joshi
and Penstein-Rosé, 2009). Joshi & Rose’s results
suggested that this approach would work better than
either fully lexicalized or fully generalized depen-
dency features. We call these POS generalized de-
pendencies in the results below.

Opinion Dependencies. Somasundaran & Wiebe
(2009) introduced features that identify the TAR-
GET of opinion words. Inspired by this approach,
we used the MPQA dictionary of opinion words
to select the subset of dependency and generalized
dependency features in which those opinion words
appear. For these features we replace the opinion
words with their positive or negative polarity equiv-
alents (Lin et al., 2006).

Context Features. Given the difficulty annota-
tors had in reliably siding rebuttals as well as their
prevalence in the corpus, we hypothesize that fea-
tures representing the parent post could be helpful
for classification. Here, we use a naive represen-
tation of context, where for all the feature types in

Table 3, we construct both parent features and post
features. For top-level parentless posts, the parent
features were null.

Figure 7: Model for distinguishing rebuttals vs. nonre-
buttals across all topics.

4 Results

The primary aim of our experiments was to deter-
mine the potential contribution, to debate side clas-
sification performance, of contextual dialogue fea-
tures, such as linguistic reflexes indicating a poster’s
orientation to a previous post or information from a
parent post. Because we believed that identification
of whether a post is a rebuttal or not might be help-
ful in the long term for debate-side classification, we
also establish a baseline for rebuttal classification.

4.1 Rebuttal Classification Results
The differences in human performance for siding de-
pended on rebuttal status. Our experiments on re-
buttal classification using the rule-based JRip clas-
sifer on a 10-fold cross-validation of our dataset pro-
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duced 63% accuracy. Figure 7 illustrates a sample
model learned for distinguishing rebuttals from non-
rebuttals across all topics. The Figure shows that,
although we used the full complement of lexical and
syntactic features detailed above, the learned rules
were almost entirely based on LIWC and unigram
lexical features, such as 2nd person pronouns (7/8
rules), quotation marks (4/8 rules), question marks
(3/8), and negation (4/8), all of which correlated
with rebuttals. Other features that are used at several
places in the tree are LIWC Social Processes, LIWC
references to people, and LIWC Inclusive and Ex-
clusive. One tree node reflects the particular concern
with bodily functions that characterizes the Cats vs.
Dogs debate as illustrated in Figure 3.

4.2 Automatic Debate-Side Classification
Results

We first compared accuracies using Naive Bayes to
JRip for all topics for all feature sets. A paired t-test
showed that Naive Bayes over all topics and feature
sets was consistently better than JRip (p < .0001).
Thus the rest of our analysis and the results in Ta-
ble 4 focus on the Naive Bayes results.

Table 4 presents results for automatic debate
side classification using different feature sets and the
Naive Bayes learner which performs best over all
topics. In addition to classifying using only post-
internal features, we ran a parallel set of experiments
adding contextual features representing the parent
post, as described in Section 3. The results in Table
4 are divided under the headers Without Context and
With Context depending on whether features from
the parent post were used if it existed (e.g. in the
case of rebuttals).

We conducted paired t-tests over all topics simul-
taneously to examine the utility of different feature
sets. We compared unigrams to LIWC, opinion gen-
eralized dependencies, POS generalized dependen-
cies, and all features. We also compared experi-
ments using context features to experiments using
no contextual features. In general, our results in-
dicate that if the data are aggregated over all top-
ics, that indeed it is very difficult to beat the uni-
gram baseline. Across all topics there are generally
no significant differences between experiments con-
ducted with unigrams and other features. The mean
accuracies across all topics for unigrams vs. LIWC
features was 54.35% for unigrams vs. 52.83% for
LIWC. The mean accuracies for unigram vs POS
generalized dependencies was 54.35% vs. 52.64%,

and for unigrams vs. all features was Unigram
54.35% vs 54.62%. The opinion generalized de-
pendencies features actually performed significantly
worse than unigrams with an accuracy of 49% vs.
54.35% (p < .0001).

It is interesting to note that in general the unigram
accuracies are significantly below what Somasun-
daran and Wiebe achieve (who report overall uni-
gram of 62.5%). This suggests a difference between
the debate posts in their corpus and the Convinceme
data we used which may be related to the proportion
of rebuttals.

The overal lack of impact for either the POS gen-
eralized dependency features (GDepP) or the Opin-
ion generalized dependency features (GDep0) is
surprising given that they improve accuracy for other
similar tasks (Joshi and Penstein-Rosé, 2009; Soma-
sundaran and Wiebe, 2010). While our method of
extracting the GDepP features is identical to (Joshi
and Penstein-Rosé, 2009), our method for extracting
GDepO is an approximation of the method of (So-
masundaran and Wiebe, 2010), that does not rely on
selecting particular patterns indicating the topics of
arguing by using a development set.

The LIWC feature set, which is based on a lexi-
cal hierarchy that includes social features, negative
and positive emotion, and psychological processes,
is the only feature set that appears to have the po-
tential to systematically show improvement over a
good range of topics. We believe that further analy-
sis is needed; we do not want to handpick topics for
which particular feature sets perform well.

Our results also showed that context did not seem
to help uniformly over all topics. The mean per-
formance over all topics for contextual features us-
ing the combination of all features and the Naive
Bayes learner was 53.0% for context and 54.62%
for no context (p = .15%, not significant). Interest-
ing, the use of contextual features provided surpris-
ingly greater performance for particular topics. For
example for 2nd Amendment, unigrams with con-
text yield a performance of 69.23% as opposed to
the best performing without context features using
LIWC of 64.10%. The best performance of (So-
masundaran and Wiebe, 2010) is also 70% for the
2nd amendment topic. For the Healthcare topic,
LIWC with context features corresponds to an accu-
racy of 60.64% as opposed to GDepP without con-
text performance of 54.26%. For Communism vs.
Capitism, LIWC with context features gives an ac-
curacy of 56.55% as opposed to accuracies actually
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Without Context With Context
Turk Uni LIWC GdepO GdepP All Uni LIWC GdepO GdepP All

Cats v. Dogs 94 59.23 55.38 56.15 61.54 62.31 50.77 56.15 55.38 60.77 50.00
Firefox vs. IE 74 51.25 53.75 43.75 48.75 50.00 51.25 53.75 52.50 52.50 51.25
Mac vs. PC 76 53.33 56.67 55.00 50.83 56.67 53.33 55.83 56.67 49.17 54.17
Superman Batman 89 54.84 45.97 42.74 45.97 54.03 50.00 57.26 43.55 50.81 53.23
2nd Amendment 69 56.41 64.10 51.28 58.97 57.69 69.23 61.54 44.87 52.56 67.95
Abortion 75 50.97 51.56 50.58 52.14 51.17 51.36 53.70 51.75 53.70 50.78
Climate Change 66 53.65 58.33 38.02 46.35 50.52 48.96 56.25 38.02 38.54 48.96
Comm vs. Capitalism 68 48.81 47.02 46.43 47.02 48.81 45.83 56.55 47.02 51.19 48.81
Death Penalty 79 51.80 53.96 46.76 49.28 52.52 51.80 56.12 56.12 57.55 53.24
Evolution 72 57.24 48.36 54.93 56.41 57.24 54.11 46.22 50.82 52.14 52.96
Existence of God 73 52.71 51.14 49.72 52.42 51.99 52.28 52.28 50.14 53.42 51.42
Gay Marriage 88 60.28 56.11 56.11 58.61 59.44 56.94 52.22 54.44 53.61 54.72
Healthcare 86 52.13 51.06 51.06 54.26 52.13 45.74 60.64 59.57 57.45 53.19
MJ Legalization 81 57.55 46.23 43.40 53.77 59.43 52.83 46.23 49.06 49.06 50.94

Table 4: Accuracies achieved using different feature sets and 10-fold cross validation as compared to the human
topline from MTurk. Best accuracies are shown in bold for each topic in each row. KEY: Human topline results
(Turk). Unigram features (Uni). Linguistics Inquiry Word Count features (LIWC). Generalized dependency features
containing MPQA terms (GdepO) & POS tags (GdepP). NaiveBayes was used, no attribute selection was applied.

below the majority class baseline for all of the fea-
tures without context.

Should we conclude anything from the fact that
6 of the topics are idealogical, out of the 7 topics
where contextual features provide the best perfor-
mance? We believe that the significantly greater per-
centage of rebuttals for these topics should give a
greater weight to contextual features, so it would be
useful to examine stance classification performance
on the subset of the posts that are rebuttals. We be-
lieve that context is important; our conclusion is that
our current contextual features are naive – they are
not capturing the relationship between a post and a
parent post. Sequential models or at least better con-
textual features are needed.

The fact that we should be able to do much better
is indicated clearly by the human topline, shown in
the column labelled Turk in Table 4. Even without
context, and with the difficulties siding rebuttals, the
human annotators achieve accuracies ranging from
66% to 94%.

5 Discussion

This paper examines two problems in online-
debates: rebuttal classification and debate-side or
stance classification. Our results show that we can
identify rebuttals with 63% accuracy, and that using
lexical and contextual features such as those from
LIWC, we can achieve debate-side classification ac-
curacies on a per topic basis that range from 54% to
69%, as compared to a unigram baselines that vary
between 49% and 60%. These are the first results
that we are aware of that establish a human topline

for debate side classification. These are also the first
results that we know of for identifying rebuttals in
such debates.

Our results for stance classification are mixed.
While we show that for many topics we can beat
a unigram baseline given more intelligent features,
we do not beat the unigram baseline when we com-
bine our data across all topics. In addition, we are
not able to show across all topics that our contex-
tual features make a difference, though clearly use of
context should make a difference in understanding
these debates, and for particular topics, classifica-
tion results using context are far better than the best
feature set without any contextual features. In fu-
ture work, we hope to develop more intelligent fea-
tures for representing context and improve on these
results. We also plan to make our corpus available
to other researchers in the hopes that it will stimu-
late further work analyzing the dialogic structure of
such debates.
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Abstract 

This paper presents a lexicon model for subjec-

tivity description of Dutch verbs that offers a 

framework for the development of sentiment 

analysis and opinion mining applications based 

on a deep syntactic-semantic approach. The 

model aims to describe the detailed subjectivity 

relations that exist between the participants of 

the verbs, expressing multiple attitudes for each 

verb sense.  Validation is provided by an anno-

tation study that shows that these subtle subjec-

tivity relations are reliably identifiable by 

human annotators.  

 

1 Introduction 

This paper presents a lexicon model for the de-

scription of verbs to be used in applications like 

sentiment analysis and opinion mining. Verbs are 

considered as the core of the sentence as they name 

events or states with participants expressed by the 

other elements in the sentence. We consider the 

detailed and subtle subjectivity relations that exist 

between the different participants as part of the 

meaning of a verb that can be modelled  in a lex-

icon. 

Consider the following example: 

 

Ex. (1) … Damilola’s killers were boasting about      

his murder... 

 

This sentence expresses a positive sentiment of the 

killers towards the fact they murdered Damilola 

and it expresses the negative attitude on behalf of 

the speaker/writer who has negative opinion of the 

the murderers of Damilola. Both attitudes are part 

of the semantic profile of the verb and should be 

modelled in a subjectivity lexicon.   

  As opinion mining and sentiment analysis appli-

cations tend to utilize more and more the composi-

tion of sentences (Moilanen (2007), Choi and 

Cardie (2008), Jia et al. (2009)) and to use the val-

ue and properties of the verbs expressed by its 

dependency trees, there is a need for specialized 

lexicons where this information can be found. For 

the analysis of more complex opinionated text like 

news, political documents, and (online) debates the 

identification of the attitude holder and topic are of 

crucial importance. Applications that exploit the 

relations between the verb meaning and its argu-

ments can better determine sentiment at sentence-

level and trace emotions and opninions to their 

holders.   

  Our model seeks to combine the insights from a 

rather complex model like Framenet (Ruppenhofer 

et al. (2010)) with operational models like Senti-

wordnet where simple polarity values (positive, 

negative, neutral) are applied to the entire lexicon.  

Subjectivity relations that exist between the differ-

ent participants are labeled with information con-

cerning both the identity of the attitude holder and 

the orientation (positive vs. negative) of the atti-

tude. The model accounts for the fact that verbs 

may express multiple attitudes. It includes a cate-

gorisation into semantic categories relevant to opi-

nion mining and sentiment analysis and provides 

means for the identification of the attitude holder 

and the polarity of the attitude and for the descrip-

tion of the emotions and sentiments of the different 
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participants involved in the event. Attention is paid 

to the role of the speaker/writer of the event whose 

perspective is expressed and whose views on what 

is happening are conveyed in the text. 

  As we wish to provide a model for a lexicon that 

is operational and can be exploited by tools for 

deeper sentiment analysis and rich opinion mining, 

the model is validated by an annotation study of 

580 verb lexical units (cf. section 4). 

 

2 Related Work 

   Polarity and subjectivity lexicons are valuable 

resources for sentiment analysis and opinion min-

ing. For English, a couple of smaller and larger 

lexicons are available. 

      Widely used in sentiment analysis are auto-

matically derived or manually built polarity lexi-

cons. These lexicons are lists of words (for 

example, Hatzivassiloglou and McKeown (1997), 

Kamps et al. (2004), Kim and Hovy (2004) or 

word senses (for example, Esuli and Sebastiani 

(2006), Wiebe and Mihalcea (2006), Su and Mar-

kert, (2008)) annotated for negative or positive 

polarity. As they attribute single polarity values 

(positive, negative, neutral) to words they are not 

able to account for more complex cases like boast 

(cf. example 1) which carry both negative and 

positive polarity dependening on who is the atti-

tude holder.  

  Strapparava and Valitutti (2004) developed 

Wordnet-Affect, an affective extension of Word-

net. It describes ‘direct’ affective words, i.e. words 

which denote emotions. Synsets are classified into 

categories like emotion, cognitive state, trait, be-

haviour, attitude and feeling. The resource is fur-

ther developed (Valittutti and Strapparava, 2010) 

by adding the descriptions of ‘indirect’ affective 

words according to a specific appraisal model of 

emotions (OCC). An indirect affective word indi-

rectly refers to emotion categories and can refer to 

different possible emotions according to the sub-

jects (actor, actee and observer) semantically con-

nected to it. For example, the word victory, if 

localized in the past, can be used for expressing 

pride (related to the actor or “winner”), and disap-

pointment (related to the actee or “loser”). If victo-

ry is a future event the expressed emotion is hope.  

Their model is similar to ours, as we both relate 

attitude to the participants of the event. However, 

their model focuses on a rich description of differ-

ent aspects and implications of emotions for each 

participant whereas we infer a single positive or 

negative attitude. Their model seems to focus on 

the cognitive aspects of emotion whereas we aim 

to also model the linguistic aspects by including 

specifically the attitude of the Speaker/Writer in 

our model. Moreover, our description is not at the 

level of the synset but at lexical unit level which 

enables us to differentiate gradations of the 

strength of emotions within the synsets. This 

enables us to relate the attitudes directly to the 

syntactic-semantic patterns of the lexical unit.   

  Also Framenet (Ruppenhofer et al. (2010)) is 

used as a resource in opinion mining and sentiment 

analysis (Kim and Hovy (2006)). Framenet (FN) is 

an online lexical resource for English that contains 

more than 11,600 lexical units. The aim is to clas-

sify words into categories (frames) which give for 

each lexical unit the range of semantic and syntac-

tic combinatory possibilities. The semantic roles 

range from general ones like Agent, Patient and 

Theme to specific ones such as Speaker, Message 

and Addressee for Verbs of Communication. FN 

includes frames such as Communication, Judg-

ment, Opinion, Emotion_Directed and semantic 

roles such as Judge, Experiencer, Communicator 

which are highly relevant for opinion mining and 

sentiment analysis. However, subjectivity is not 

systematically and not (yet) exhaustively encoded 

in Framenet. For example, the verb gobble (eat 

hurriedly and noisily) belongs to the frame Inges-

tion (consumption of food, drink or smoke) and 

neither the frame nor the frame elements account 

for the negative connotation of gobble. Yet, we 

think that a resource like FN with rich and corpus 

based valency patterns is an ideal base/ starting 

point for subjectivity description. 

  None of these theories, models or resources is 

specifically tailored for the subjectivity description 

of verbs. Studies which focus on verbs for senti-

ment analysis, usually refer to smaller subclasssess 

like, for example, emotion verbs (Mathieu, 2005, 

Mathieu and Fellbaum, 2010) or quotation verbs 

(Chen 2005, 2007). 

 

3 Model  

The proposed model is built as an extension of an 

already existing lexical database for Dutch, i.e. 
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Cornetto (Vossen et al. 2008). Cornetto combines 

two resources with different semantic organisa-

tions: the Dutch Wordnet (DWN) which has, like 

the Princeton Wordnet, a synset organization and 

the Dutch Reference Lexicon (RBN) which is or-

ganised in form-meaning composites or lexical 

units. The description of the lexical units includes 

definitions, usage constraints, selectional restric-

tions, syntactic behaviors, illustrative contexts, etc. 

DWN and RBN are linked to each other as each 

synonym in a synset is linked to a corresponding 

lexical unit. The subjectivity information is mod-

elled as an extra layer related to the lexical units of 

Reference Lexicon thus providing a basis for the 

description of the verbs at word sense level.  

 

3.1 Semantic Classes 

For the identification of relevant semantic classes 

we adopt – and broaden – the definition of subjec-

tive language by Wiebe et al. (2006). Subjective 

expressions are defined as words and phrases that 

are used to express private states like opinions, 

emotions, evaluations, speculations.  

Three main types are distinguished: 

 

Type I: 

Direct reference to private states (e.g. his alarm  

grew, he was boiling with anger). We include in 

this category emotion verbs (like feel, love and 

hate) and cognitive verbs (like defend, dare,realize 

etc.) ; 

 

Type II: 

Reference to speech or writing events that express 

private states (e.g. he condemns the president, they 

attack the speaker). According to our schema, this 

category  includes all speech and writing events 

and the annotation  schema points out if they are 

neutral (say, ask) or bear polarity (condemn, 

praise); 

 

Type III: 

Expressive subjective elements are expressions 

that indirectly express private states (e.g. superb, 

that doctor is a quack).  According to our annota-

tion  schema this category is not a separate one , 

but verbs senses which fall in this category are 

always also member of one of the other categories. 

For example, boast (cf. ex. 1) is both a Type II (i.e. 

speech act verb) verb and a Type III verb as it indi-

rectly expresses the negative attitude of the speak-

er/writer towards the speech event. By considering 

this category as combinational, it enables to make 

a clear distinction between Speaker/Writer subjec-

tivity and participant subjectivity. 

 

Moreover, we add a fourth category which in-

cludes verbs which implicitly refer to private 

states. If we consider the following examples: 

 

Ex. (2) the teacher used to beat the  students  

Ex. (3) C.A is arrested for public intoxication  by 

the police 

 

Neither beat nor arrest are included in one of the 

three mentioned categories as neither of them ex-

plicitly expresses a private state. However, in 

many contexts these verbs implicitly and indirectly 

refer to the private state of one of the participants. 

In ex. (2) the teacher and the students will have 

bad feelings towards each other and also in ex. (3) 

C.A. will have negative feelings about the situa-

tion. To be able to describe also these aspects of 

subjectivity we define the following additional 

category:  

 

Type IV: 

Indirect reference to a private state that is the 

source or the consequence of an event (action, state 

or process). The event is explicitly mentioned.   

 

Verb senses which are categorized as Type I, II or 

III are considered as subjective; verb senses cate-

gorized as Type IV are only subjective if one of the 

annotation categories (see below for more details) 

has a non-zero value; otherwise they are consi-

dered as objective. 

We assigned well-known semantic categories to 

each of the above mentioned Types (I, II and IV).  

Table 1 presents the resulting categories with ex-

amples for each category. The first column lists the 

potential subjectivity classes that can apply. 
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Table 1 Semantic Categories

Type %ame Description Examples 

I (+III) EXPERIENCER Verbs that denote emotions. Included are both experiencer 

subject and experiencer object verbs. 

hate, love, enjoy, enter-

tain, frighten, upset, fru-

strate 

I(+III) ATTITUDE A cognitive action performed by one of the participants, in 

general the structural subject of the verb. The category is rele-

vant as these cognitive actions may imply attitudes between 

participants.  

defend, think, dare, ig-

nore, avoid, feign, pre-

tend, patronize, devote, 

dedicate 

II(+III) JUDGMENT A judgment (mostly positive or negative) that someone may 

have towards something or somebody. The verbs directly refer 

to the thinking or speech act of judgment. 

praise, admire, rebuke, 

criticize, scold, reproach, 

value, rate, estimate 

II(+III) COMM-S A speech act that denotes the transfer of a spoken or written 

message from the perspective of the sender or speaker (S) of 

the message. The sender or speaker is the structural subject of 

the verb. 

speak, say, write, grum-

ble, stammer, talk, email, 

cable, chitchat, nag, in-

form 

II(+III) COMM-R A speech act that denotes the transfer of a spoken or written 

message from the perspective of the receiver(R) of the mes-

sage. The receiver is the structural subject of the verb 

 read, hear, observe, 

record, watch, compre-

hend 

IV(+III) ACTION A physical action performed by one of the participants, in 

general the structural subject of the verb. The category is rele-

vant as in some cases participants express an attitude by per-

forming this action.    

run, ride, disappear, hit, 

strike, stagger, stumble 

IV(+III) PROCESS_STATE This is a broad and underspecified category of state and process 

verbs (non-action verbs) and may be considered as a rest cate-

gory as it includes all verbs which are not included in other 

categories.  

grow, disturb, drizzle, 

mizzle  
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3.2 Attitude and roles 

 
In our model, verb subjectivity is defined in terms 
of verb arguments carrying attitude towards each 
other, i.e. as experiencers holding attitudes towards 
targets or communicators expressing a judgment 
about an evaluee. The various participants or atti-
tude holders which are involved in the events ex-
pressed by the verbs all may have different 
attitudes towards the event and/or towards each 
other. We developed an annotation schema (see 
Table 2 below) which enables us to relate the atti-
tude holders, the orientation of the attitude (posi-
tive, negative or neutral) and the syntactic 
valencies of the verb to each other.  
  To be able to attribute the attitudes to the relevant 
participants we identify for each form-meaning 
unit the semantic-syntactic distribution of the ar-
guments, the associated Semantic Roles and some 
coarse grained selection restrictions. 
We make a distinction between participants 

which are part of the described situation, the so-
called event internal participants, and participants  
that are outside the described situation, the external 
participants.  
 

• Event internal attitude holders 
 
The event internal attitude holders are partici-

pants which are lexicalized by the structural sub-
ject (A1), direct object (A2 or A3) or 
indirect/prepositional object (A2 or A3). A2 and 
A3 both can be syntactically realized as an NP, a 
PP, that-clause or infinitive clause. Each partici-
pant is associated with coarse-grained selection 
restrictions: SMB (somebody +human), SMT 
(something -human) or SMB/SMT (some-
body/something + – human).  
Attitude (positive, negative and neutral) is attri-

buted to the relations between participants A1 vs. 
A2 (A1A2) and A1 vs. A3 (A1A3) and/or the rela-
tion between the participants (A1, A2 and A3) and 
the event itself (A1EV, A2EV and A3EV, respec-
tively) as illustrated by the following examples.  
 
verdedigen  (defend: argue or speak in defense of) 

A1A2:  positive 

A1A3:  negative 

SMB (A1) SMB/SMT 

(A2) 

tegen SMB/SMT 

(A3) 

He(A1) defends his decision(A2) against 

 critique(A3) 

 

verliezen (lose: miss from one's possessions) 

A1EV: negative 

SMB(A1) SMB/SMT(A2) 

He (A1) loses his sunglasses (A2) like crazy  

 
• Event external attitude holders 
 
Event external attitude holders are participants who 
are not part of the event itself but who are outside 
observers. We distinguish two kind of perspec-
tives, i.e. that of the Speaker or Writer (SW) and a 
more general perspective (ALL) shared by a vast 
majority of people.  
 
• Speaker /Writer (SW) 
 
The Speaker/Writer (SW) expresses his attitude 
towards the described state of affairs by choosing 
words with overt affective connotation (cf. ex. 4) 
or by conveying his subjective interpretation of 
what happens (cf. ex. 5).  
 

Ex. 4: He gobbles down three hamburgers a day 
 
In (ex. 4) the SW not only describes the eating 
behavior of the ‘he’ but he also expresses his nega-
tive attitude towards this behavior by choosing the 
negative connotation word gobble.  
 

(Ex. 5) B. S. misleads district A voters 
 
In (ex. 5), the SW expresses his negative attitude 
towards the behavior of the subject of the sentence, 
by conceptualizing it in a negative way.  
 
• ALL 
 
Some concepts are considered as negative by a vast 
majority of people and therefore express a more 
general attitude shared by most people. For exam-
ple, to drown, will be considered negative by eve-
rybody, i.e. observers, participants to the event and 
listener to the speech event. These concepts are 
labeled with a positive or negative attitude label for 
ALL. The annotation model is illustrated in table 2. 
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FORM SUMMARY SEMTYPE COMPLEME%TATIO% A1A2 A1A3 A1EV A2EV A3EV SW ALL 

vreten 

(devour, gobble) 

 eat immoderately 

and hurriedly 
ACTION SMT (A2) 2 0 0 0 0 -4 0 

afpakken 

(take away) 

take without the 

owner’s consent 
ACTION SMT(A2) van SMB (A3) 0 0 0 0 -3 0 0 

verliezen (lose) 
lose: fail to keep 

or to maintain 
PROCESS SMT (A2) 0 0 -3 0 0 0 0 

dwingen (force) 

 

urge a person to 

an action 
ATTITUDE SMB (A2) tot SMT (A3) -3 2 0 0 0 0 0 

opscheppen (boast) 

to speak with 

exaggeration and 

excessive pride 

COMM-S over SMB/SMT (A2) 3 0 0 0 0 -4 0 

helpen (help) 

give help or assis-

tance ; be of 

service 

ACTION SMB(A2) met SMT (A3) 2 1 0 0 0 0 0 

bekritiseren(criticize) 
express criticism 

of 
COMM-S SMB (A2)  -3 0 0 0 0 0 0 

zwartmaken (slander) 

charge falsely or 

with malicious 

intent 

COMM-S SMB (A2)  -3 0 0 0 0 -4 0 

verwaarlozen (neglect) fail to attend to ATTITUDE SMB (A2) -3 0 0 0 0 -4 0 

afleggen 

(lay out) 

prepare a dead 

body 
ACTION SMB (A2) 0 0 0 0 0 0 -1 

Explanation: 

A1A2   A1 has a positive (+) or negative(-) attitude towards A2 

A1A3  A1 has a positive (+) or negative(-) attitude towards A3 

A1EV  A1 has a positive or negative attitude towards the event 

A2EV  A2 has a positive or negative attitude towards the event 

A3EV  A3 has a positive or negative attitude towards the event 

SW  SW has a positive or negative attitude towards event or towards the structural subject of the event 

ALL   there is a general positive or negative attitude towards the event 

 

 

Table 2: Annotation Schema 

 

4 Intercoder Agreement Study 

 
To explore our hypothesis that different attitudes  
associated with the different attitude holders can be 
modelled in an operational lexicon and to explore 
how far we can stretch the description of subtle 
subjectivity relations, we performed an inter-
annotator agreement study to assess the reliability 
of the annotation schema.  
We are aware of the fact that it is a rather complex 
annotation schema and that high agreement rates 
are not likely to be achieved. The main goal of the 

annotation task is to determine what extent this 
kind of subjectivity information can be reliably 
identified, which parts of the annotation schema 
are more difficult than others and perhaps need to 
be redefined. This information is especially valua-
ble when – in future- lexical acquisition tasks will 
be carried out to acquire automatically parts of the 
information specified by the annotation schema. .  
Annotation is performed by 2 linguists (i.e. both 
authors of this paper). We did a first annotation 
task for training and discussed the problems before 
the gold standard annotation task was carried out. 
The annotation is based upon the full description of 
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the lexical units including glosses and illustrative 
examples. 

4.1 Agreement results 

All attitude holder categories were annotated as 
combined categories and will be evaluated together 
and as separate categories.   
• Semantic category polarity  
   Overall percent agreement for all 7 attitude hold-
er categories is 66% with a Cohen kappa (κ) of 
0.62 (cf. table 3, first row). Table 3 shows that not 
all semantic classes are of equal difficulty.  
 

 Number 

of items 

Kappa 

Agreement 

Percent 

Agreement 

All  581 0.62 0.66 

Comm-s 57 0.75 0.77 

Comm-r 16 0.55 0.81 

Attitude 74 0.55 0.60 

Action 304 0.60 0.66 

StateProcess 83 0.47 0.55 

Judgment 25 0.82 0.84 

Experiencer 23 0.74 0.83 

Table 3: Agreement for semantic categories  

 

• Attitude Holder Polarity 

Table 4 shows that agreement rates for each sepa-

rate attitude holder differ. Although some catego-

ries are not reliable identifiable (cf. A1EV, A2EV, 

A3EV, ALL), the larger categories with many 

sentiment-laden items (cf. the third column which 

gives the coverage in percentage with regard to 

positive or negative annotations) are the ones with 

high agreement rates.  

 

 

 Kappa Percent 

agreement 

PosOrNeg 

A1-A2 0.73 0.89 25% 

A1-A3 0.73 0.98 2% 

A1EV 0.41 0.93 6% 

A2EV 0.56 0.94 7% 

A3EV 0.54 0.98 2% 

SW 0.76 0.91 23% 

ALL 0.37 0.87 10% 

  Table 4: Agreement rates for attitude holder categories  

 

• Attitude Holder Polarity 

Table 5 gives agreement figures for the most im-

portant attitude holder categories (A1A2 and SW) 

with respect to the different semantic categories. 

Low scores are found especially in categories (like 

State_Process) less relevant for Sentiment Analysis 

and opinion mining.  
 

 A1A2(
κ)  

SW(κ) 

Comm-s 0.83 0.93 

Comm-r 1.00 1.00  

Experiencer 0.82 0.84 

Action 0.61 0.78 

Judgment 0.92 0.63 

State-process 0.33 0.64 

Attitude 0.72 0.68 

Table 5: Kappa agreement  for SW and A1A2  

 

• Single Polarity  

One single polarity value for each item is derived 

by collapsing all attitude holder polarity values 

into one single value. If an item is tagged with 

different polarity values we apply them in the fol-

lowing order: SW, A1A2, A1A3, A1EV, A2EV, 

A3EV, ALL. As can be seen from table 6, ob-

served agreement is 84% and kappa=0.75. Separate 

polarity computation (positive, negative and neu-

tral) – with one polarity value of interest and the 

other values combined into one non-relevant cate-

gory - shows that all polarity values are reliable 

identifiable.  
 

 Kappa Percent 

Agreement 

Single polarity 0.75 0.84 

Positive 0.70 0.91 

Negative 0.82 0.92 

Neutral 0.72 0.86 

Table 6: agreement rates for polarity categories 

 

4.2 Disagreement Analysis 

 

Overall agreement is 66% (K=0.62) which is a 

reasonable score, in particular for such a compli-

cated annotation schema. Moreover, scores are 

high for semantic categories such as Communica-

tion (0.75), Judgment (0.80), Experiencer (0.74) 

which are relevant for subjectivity analysis. 

   Table 4 shows that low performance is largely 

due to the attitude holder categories A1EV, A2EV, 

A3EV and ALL which have scores ranging from 

0.37 to 0.56 whereas the categories A1A2, A1A3 

and SW are reliably identifiable. As the last 3 cate-

gories are the largest ones with respect to senti-

16



ment bearing items, overall scores do not degrade 

much.    

   The low scores of A1EV, A2EV, A3EV and 

ALL are probably due to the fact that they are easi-

ly confused with each other.  For example, jagen 

(hunt), vallen (fall), klemmen (stick, jam) and 

flauwvallen (faint) all have negative polarity but 

the annotators do not agree about who is the atti-

tude holder:  ALL (i.e. ALL have a negative atti-

tude towards hunting, falling, being jammed, and 

fainting) or A1/2-RES (i.e. the person who falls, is 

jammed, is fainted or is hunted is the one who has 

the negative attitude).  Confusion is found also 

between A2EV and A1A2. For example, with re-

spect to misleiden (mislead), annotators agree 

about a negative attitude from A1 vs. A2 , but one 

annotator marks additionally a negative attitude on 

behalf of A2 (A2EV: negative) whereas the other 

does not. 

   Especially the category ALL seems not to be 

defined well as many items are marked positive or 

negative by one annotator and neutral by the other.  

Examples of disagreements of this kind are ploe-

gen (plough), ontwateren (drain), omvertrekken 

(pull over) and achternalopen (follow, pursue).  

Both annotators regard these items as objective 

expressions but they do not agree about whether 

some general positive or negative feelings are as-

sociated to them or not.  

    Disagreement occurs also where collocational 

information may lead one annotator to see subjec-

tivity in a sense and the other not. For example, 

houden (keep - conform one’s action or practice 

to) associated with collocations like to keep ap-

pointments and to keep one’s promises is consi-

dered positive (A1A2) by one annotator and 

neutral by the other.  This seems to apply to all 

frequent  light verbs with little semantic content 

like make, do and take. 

   With respect to the category SW disagreements 

do not arise from confusions with other categories 

but from judgments which differ between neutral 

vs. non-neutral. Consider for example, tevredens-

tellen (mollify) as in I mollified her (A2) by clean-

ing my room. Both annotators agree about the 

positive attitude between A1 and A2, but they dis-

agree (SW:positive vs. SW:neutral) about whether 

the SW conveys a positive attitude towards ‘I’ by 

describing her behavior or not. Other examples of 

this type are ignoreren (ignore), zich verzoenen 

(make up), redden (deal with), and dwingen 

(force).  

  Overall agreement for one polarity is rather high 

with κ=0.75. (cf. table 6). The scores are compar-
ible to agreement rates of other studies where verbs 

are marked for single polarity. For example, inter-

annotator agreement between 2 annotators who 

annotated 265 verb senses of the Micro-WNop 

corpus (Cerini et al. (2007)) is 0.75 (κ) as well.  It 
shows that a complicated and layered annotation 

does not hamper overall agreement and may also 

produce lexicons which are appropriate to use 

within applications that use single polarity only.   

   Summarizing, we conclude that overall agree-

ment is good, especially with regard to most se-

mantic categories relevant for subjectivity analysis 

and with respect to the most important attitude 

holder categories, SW and A1A2.  When defining 

an operational model the small and low scoring  

categories, i.e. A1/A2/A3EV and ALL, will be 

collapsed into one underspecified attitude holder 

category.  

5 Conclusions 

  In this paper we presented a lexicon model for the 
description of verbs to be used in applications like 
deeper sentiment analysis and opinion mining, 
describing the detailed and subtle subjectivity rela-
tions that exist between the different participants of 
a verb. The relations can be labeled with subjectiv-
ity information concerning the identity of the atti-
tude holder, the orientation (positive vs. negative) 
of the attitude and its target. Special attention is 
paid to the role of the speaker/writer of the event 
whose perspective is expressed and whose views 
on what is happening are conveyed in the text. 
  We measured the reliability of the annotation. 
The results show that when using all 7 attitude 
holder categories, 3 categories, SW, A1A2 and 
A1A3 are reliable and the other 4 are not. As these 
not reliable categories are also small, we think that 
the annotation schema is sufficiently validated. 
  An additional outcome to our study is that we 
created a gold standard of 580 verb senses. In the 
future we will use this gold standard  to test me-
thods for the automatic detection of subjectivity 
and polarity properties of word senses in order to 
build a rich subjectivity lexicon for Dutch verbs. 
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Abstract 

This article reports on the methodology and 
the development of a complementary 
information source for the meaning of the 
synsets of Princeton WordNet 3.0. This 
encoded information was built following 
the principles of the Osgoodian differential 
semantics theory and consists of numerical 
values which represent the scaling of the 
connotative meanings along the multiple 
dimensions defined by pairs of antonyms 
(factors). Depending on the selected 
factors, various facets of connotative 
meanings come under scrutiny and 
different types of textual subjective 
analysis may be conducted (opinion 
mining, sentiment analysis). 

1 Introduction 

According to “Semantic Differential” theory 
(Osgood et al., 1957), the connotative meaning of 
most adjectives can be, both qualitatively and 
quantitatively, differentiated along a scale, the ends 
of which are antonymic adjectives. Such a pair of 
antonymic adjectives is called a factor. The 
intensive experiments Osgood and his colleagues 
made with their students1 outlined that most of the 
variance in the text judgment was explained by 
only three major factors: the evaluative factor (e.g., 
good-bad), the potency factor (e.g., strong-weak), 
and the activity factor (e.g., active-passive).   
                                                           
1  The students were asked to rate the meaning of words, 

phrases, or texts on different scales defined in terms of pairs 
of bipolar adjectives such as good-bad, active-passive, 
strong-weak, optimistic-pessimistic, beautiful-ugly, etc.) 

Kamps and Marx (2002) implemented a 
WordNet-based method in the spirit of the theory 
of semantic differentials and proposed a method to 
assess the”attitude” of arbitrary texts. In their 
approach, a text unit is regarded as a bag of words 
and the overall scoring of the sentence is obtained 
by combining the scores for the individual words 
of the text. Depending on the selected factor, 
various facets of subjective meanings come under 
scrutiny.  

The inspiring work of Kamps and Marx still has 
several limitations. The majority of researchers 
working on subjectivity agree that the subjectivity 
load of a given word is dependent on the senses of 
the respective word (Andreevskaia and Bergler, 
2006), (Bentivogli et al., 2004), (Mihalcea et al., 
2007), (Valiutti et al., 2004) and many others.; yet, 
in Kamps and Marx’s model (KMM, henceforth), 
because they work with words and not word-
senses, the sense distinctions are lost, making it 
impossible to assign different scores to different 
senses of the word in case. Going up from the level 
of word to the level of sentence, paragraph or 
entire text, the bag of words approach can easily be 
fooled in the presence of valence shifters (Polanyi 
and Zaenen, 2006). In order to cope with this 
problem, the text under investigation needs a 
minimal level of sentence processing, required for 
the identification of the structures that could get 
under the scope of a valence shifter (Tufiş, 2008). 
For dealing with irony or sarcasm, processing 
requirements go beyond sentence level, and 
discourse structure of the text might be necessary. 

On the other hand, although the adjectives make 
up the obvious class of subjectivity words, the 
other open class categories have significant 
potential for expressing subjective meanings.  
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In our models, unlike KMM, the building block 
is the word sense, thus making possible to assign 
different connotation values to different senses of a 
word. This was possible by using an additional 
source of information besides the WordNet itself, 
namely the SUMO/MILO ontology. Moreover, we 
considered all the word classes contained in 
WordNet, not only adjectives. 

From this point of view, our work, although 
through a different approach, shares objectives 
with other wordnet-based methods such as 
SentiWordNet (Esuli and Sebastiani, 2006) 
(Baccianella et al., 2010) and WordNet Affect 
(Valiuttti et al. 2004). 

2 Base Definitions 

Let us begin with some definitions, slightly 
modified, from KMM. We will progressively 
introduce new definitions to serve our extended 
approach. 

Definition 1: Two words wα and wβ are related 
if there exists a sequence of words (wα w1 
w2…wi… wβ) so that each pair of adjacent words 
in the sequence belong to the same synset. If the 
length of such a sequence is n+1 one says that wα 
and wβ are n-related. 

Two words may not be related at all or may be 
related by many different sequences, of various 
lengths. In the latter case, one would be interested 
in their minimal path-length. 

Definition 2: Let MPL(wi, wj) be the partial 
function: 

     
 otherwise    

related-n  are    wand  n when  wsmallest        the
),( ji





=
undefined

n
wwMPL ji

 

Kamps and Marx (2002) showed that MPL is a 
distance measure that can be used as a metric for 
the semantic relatedness of two words. Observing 
the properties of the MPL partial function, one can 
quantify the relatedness of an arbitrary word wi to 
one or the other word of a bipolar pair. To this end, 
KMM introduced another partial function as in 
Definition 3. 

Definition 3: Let TRI (wi, wα, wβ), with wα ≠ wβ 

be: 









=

 otherwise                               

  defined   MPLs  if  
,(

,(- ,(

),,(

undefined

)wwMPL

)wwMPL)wwMPL

wwwTRI
ii

i βα

βα

βα

 

When defined, TRI(wi, wαααα, wββββ) is a real number 
in the interval [-1, 1]. The words wα and wβ are the 

antonymic words of a factor, while wi is the word 
of interest for which TRI is computed. If one takes 
the negative values returned by the partial function 
TRI (wi, wαααα, wββββ) as an indication of wi being more 
similar to wα than to wβ and the positive values as 
an indication of wi being more similar to wβ than to 
wα, then a zero value could be interpreted as wi 
being neutrally related with respect to wα and wβ. 
This is different from being unrelated. 

Definition 4: If αααα-ββββ is a factor used for the 
computation of relatedness of wi to α and β, the 
proper function TRI*

αααα-ββββ (wi) returns a value outside 
the interval [-1, 1] when wi is unrelated to the α-β 
factor: 





=−  otherwise                        2

defined  ),,(w TRI  iff   ),,(w TRI
)( ii* βαβα

βα iwTRI

 
Given a factor α-β, for each word wi in 

WordNet that can be reached on a path from α to 
β, the function TRI*

αααα-ββββ (wi)  computes a score 
number, which is a proportional to the distances 
from wi to α and to β. The set of these words 
defines the coverage of the factor – COV(α, β).  

Our experiments show that the coverage of the 
vast majority of the factors, corresponding to the 
same POS category, is the same. From now on, we 
will use LUC (Literal Unrestricted2 Coverage) to 
designate this common coverage. The table below 
gives coverage figures for each of the POS 
categories in Princeton WordNet 3.0 (PWN 3.0). 
 

Class Factors LUC 

Adjectives  199  4,402 (20.43%) 

Nouns  106 11,964 (10,05%) 

Verbs  223 6,534 (56,66%) 

Adverbs 199 1,291 (28,81%) 

Table 1: LUC Statistics According to the POS of 
the Literals in PWN 3.0  

The PWN structuring does not allow us to 
compute TRI* scores for adverbs using this 
approach, but, more than half of the total number 
of adverbs (63.11%) are derived from adjectives. 
For those adverbs, we transferred the score values 
from their correspondent adjectives in the LUC set 
and we used the adjectival factors. 

                                                           
2 In the following we will gradually introduce several 

restrictions, thus justifying the acronym used here. 
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The results reported for adjectives by Kamps 
and Marx3 are consistent with our findings. The 
difference in numbers might be explained by the 
fact that the two compared experiments used 
different versions of the Princeton WordNet. 

3 Introducing Word-Sense Distinctions  

KMM defines a factor as a pair of words with 
antonymic senses. We generalize the notion of a 
factor to a pair of synsets. In the following, we will 
use the colon notation to specify the sense number 
of a literal that licenses the synonymy relation 
within a synset. Synonymy is a lexical relation that 
holds not between a pair of words but between 
specific senses of those words. That is, the notation 
{literal1:n1 literal2:n2 … literalk:nk} will mean that 
the meaning given by the sense number n1 of the 
literal1, the meaning given by sense number n2 of 
the literal2 and so on are all pair-wise synonymous. 
The term literal is used to denote the dictionary 
entry form of a word (lemma).  

The antonymy is also a lexical relation that 
holds between specific senses of a pair of words. 
The synonyms of the antonymic senses, taken 
pairwise, definitely express a semantic opposition. 
Take for instance the antonymic pair <rise:1 
fall:2>. These two words belong to the synsets 
{rise:1, lift:4, arise:5, move up:2, go up:1, come 
up:6, uprise:6} and {descend:1, fall:2, go down:1, 
come down:1}. The pair <rise:1 fall:2> is 
explicitly encoded as antonymic. However, there is 
a conceptual opposition between the synsets to 
which the two word senses belong, that is between 
any pair of the Cartesian product: {rise:1, lift:4, 
arise:5, move up:2, go up:1, come up:6, 
uprise:6}⊗{descend:1, fall:2, go down:1, come 
down:1}. This conceptual opposition is even more 
obvious in this example, as the pairs <go up:1 go 
down:1> and <come up:1 come down:1> are also 
explicitly marked as antonymic. 

Definition 5: An S-factor is a pair of synsets 
(Sα, Sβ) for which there exist ��

�: ��
� ∊ �� and 

��
	: ��

	 ∊ �	 so that ��
�: ��

�  and ��
	: ��

	  are 

antonyms and 
�� 
��
� , ��

	� is defined. Sα and Sβ 

                                                           
3 They found 5410 adjectives that were in the coverage of the 

factors they investigated (WordNet 1.7). For PWN 2.0, the 
total number of covered adjectives is 5307. 

have opposite meanings, and we consider 

that 
����� , �	� = 
�� 
��
� , ��

	�.  

The previous example shows that the semantic 
opposition of two synsets may be reinforced by 
multiple antonymic pairs. Because of how MPL is 
defined, choosing different antonymic pairs might 
produce different values for 
����� , �	�. That is 
why, wherever is the case, we need to specify the 
antonymic pair which defines the S-factor. 

Based on the definition of the coverage of a 

factor < α
iw , β

iw >, one may naturally introduce the 

notion of coverage of a S-factor - <Sα,Sβ>: the set 

of synsets containing the words in COV<αiw , β
iw >. 

The coverage of an S-factor <Sα,Sβ> will be 
onward denoted by SCOV<Sα, Sβ>.  

Since the word-relatedness and MPL definitions 
ignore the word senses, it might happen that the 
meaning of some synsets in the coverage of an S- 
factor have little (if anything) in common with the 
semantic field defined by the respective S-factor. 
More often than not, these outliers must be filtered 
out and, to this end, we further introduce the 
notions of semantic type of a synset, typed S-factor, 
and scoped synset with respect to a typed S-factor, 
which represent major deviations from KMM. 

 

Figure 1. Different levels of coverage (marked 
with cross hatching) for the S-factor <Sα-Sβ> 

Before that, we need to introduce the mapping 
between the WordNet synsets and the SUMO/ 
MILO concepts. The Suggested Upper Merged 
Ontology (SUMO), Mid-Level Ontology (MILO) 
and its domain ontologies form the largest formal 
public4  ontology in existence today, containing 
roughly 20,000 terms and 70,000 axioms (when 

                                                           
4 http://www.ontologyportal.org/ 
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SUMO, MILO, and domain ontologies are 
combined). One of the major attractions of this 
ontology (Niles and Pease, 2003) is that it has been 
mapped to the WordNet lexicon. Using this 
mapping, synsets are labeled with a SUMO/MILO 
concept which we will refer to as the synset’s 
semantic type. The hierarchical structure of 
SUMO/MILO induces a partial ordering of the S-
factors. 

Definition 6: An S-factor <Sα, Sβ> is said to be 
a typed S-factor if the types of the synsets Sα and 
Sβ are identical or they have a common ancestor. If 
this ancestor is the lowest common ancestor, it is 
called the 0-semantic type of the S-factor. The 
direct parent of the n-semantic type of an S-factor 
is the n+1-semantic type of the S-factor (Fig. 1). 

A typed S-factor is represented by indexing the 
S-factor with its type as in the examples below: 
<{unfairness:2…}, { fairness:1…}>NormativeAttribute  
<{discomfort:1…}, {comfort:1…}>StateOfMind  
<{distrust:2…}, {trust:3…}>TraitAttribute  
<{decrease:2… }, {increase:3…}>QuantityChange  

In the following, if not otherwise specified, by 
S-factors we mean typed S-factors. Unless there is 
ambiguity, the type of an S-factor will be omitted. 

Definition 7: A synset Si with the type L is n-
scoped relative to a typed S-factor <Sα, Sβ> if L is 
a node in a sub-tree of the SUMO/MILO hierarchy 
having as root the n-semantic type of the S-factor 
<Sα, Sβ>. We say that n defines the level of the 
scope coverage of the S-factor <Sα, Sβ> and that 
every synset in this coverage is n-scoped. 

We use the notation SCOVn<Sα, Sβ> for the 
scope coverage of level n of an S-factor <Sα, Sβ>. 
If the root of the tree has the semantic type γ, we 
will use also use the notation SCOVn<Sα, Sβ>γ or 
simply SCOV<Sα, Sβ>γ. In other words, 
SCOV<Sα, Sβ>γ is the set of synsets the semantic 
types of which are subsumed by γ. For the example 
in Fig. 1, only the synsets Sα1, Sα2 and Sβ1 are in the 
SCOV0<Sα, Sβ>. All depicted synsets are in 
SCOV1<Sα, Sβ>.  

It is easy to see that when the value of the scope 
coverage level is increased so as to reach the top of 
the ontology, SCOVn<Sα, Sβ>γ will be equal to the 
set of synsets containing the literals in LUC (see 
Table 1).  Let us call this set SUC (Synset 
Unrestricted Coverage). 

 
 

Class S-Factors SUC 
Adjectives  264 4,240 (23.35%) 
Nouns  118 11,704 (14.25%) 
Verbs  246  8,640 (62.75%) 
Adverbs 264 1,284 (35.45%) 

Table 2: SUC Statistics According to the POS of 
the Synsets in PWN 3.0  

From the differential semantics point of view, 
the S-factor <Sα, Sβ> quantitatively characterizes 
each synset in SCOVn<Sα, Sβ> by a TRI*-like 
score (Definition 4). The synsets in SCOV0<Sα, 
Sβ> are best discriminated, meaning that their 
scores for the <Sα, Sβ> factor are the highest. For 
the synsets in SCOVn<Sα, Sβ> but not in SCOVn-

1<Sα, Sβ>, the scores are smaller and we say that 
the characterization of these synsets in terms of the 
<Sα, Sβ> factor is weaker. Our model captures this 
through a slight modification of the TRI function 
in Definition 3, where wα and wβ are the antonyms 
belonging to Sα and Sβ respectively, and wi is a 
literal of a synset Sj in SCOVn<Sα, Sβ> but not in 
SCOVn-1<Sα, Sβ>: 

Definition 8: The differential score for a literal 
wi occurring in a synset Sj in SCOVn<Sα, Sβ> but 
not in SCOVn-1<Sα, Sβ> is computed by the 
function TRI+: 

    
,(

,(- ,(
),,(

n)wwMPL

)wwMPL)wwMPL
SSwTRI ii

i +
=+

βα

βα
βα

 
Since we imposed the requirement that Sj be in 

SCOVn<Sα, Sβ>, ),,( βα SSwTRI i
+  is defined for 

all literals in Sj, thus for any ji Sw ∈ the value of 

),,( βα SSwTRI i
+ is in the [-1,1] interval. The 

scores computed for the synsets in SCOVn<Sα, Sβ> 
remained unchanged in SCOVn+k<Sα, Sβ> for any  
k≥0. The above modification of the TRI function 
insures that the score of a synset gets closer to zero 
(neutrality) with the increase of n.  

It is worth mentioning that using different 
antonymic literal pairs from the same opposed 
synsets does not have any impact on the sign of 
TRI+ scores, but their absolute values may differ.  

If one associates a semantic field with γ, the 
type of an S-factor <Sα, Sβ>, then all the synsets in 
SCOVn<Sα, Sβ>γ are supposed to belong to the 
semantic field associated with γ. This observation 
should clarify why different senses of a given word 

22



may belong to different semantic coverages and 
thus, may have different scores for the S-factor in 
case. 

Definition 9: The differential score of a synset 
Si in SCOVn<Sα, Sβ> with respect to the S-factor 
<Sα, Sβ> is given by the function TRIS (Si, Sα, Sβ), 
defined as the average of the TRI+ values 
associated with the m literals in the synset Si. 

m

SSwTRI

SSSTRIS

m

j
j

i

∑
=

+

= 1

),,(

),,(

βα

βα
 

4 Computing the S-Factors and the 
Differential Scores for Synsets 

In accordance with the equations in the previous 
definitions, we associated each synset Sk of 
WordNet 3.0 with an ordered vector <F1, F2… Fn> 
where Fi is a pair (score; level) with score and 
level representing the value of the ith S-factor and, 
respectively, the minimal S-factor coverage level 
in which Sk was found.  

For instance, let us assume that the first S-factor 
in the description of the adjectival synsets is:  
<{nice:3} ,{nasty:2 …}>SubjectiveAssesmentAtttribute 
then for the synset {fussy:1, crabby:1, grumpy:1, 
cross:2, grouchy:1, crabbed:1, bad-tempered:1, 
ill-tempered:1} SubjectiveAssesmentAtttribute the vector 
<F1,…> is <(0,66;0) ...> while for the synset 
{unplayful:1 serious:5 sober:4}SubjectiveAssesmentAtttribute 
the vector <F1,…> is    <(-0,166 ; 0) ...>. 

The values signify that the synset {fussy:1, 
crabby:1, grumpy:1, cross:2…} SubjectiveAssesment 

Atttribute is 0-scoped with respect to the S-factor 
<{nice:3}, { nasty:2 …}> and its connotative 
meaning is significantly closer to the meaning of 
nasty:2 (0,66). Similarly, the synset {unplayful:1 
serious:5 sober:4} is 0-scoped with respect to the 
considered  S-factor and its connotative meaning is 
closer to the meaning of nice:3 (-0,166) 

Our experiments showed that in order to ensure 
the same sets of synsets for all factors of a given 
part-of-speech we had to set the level of the 
semantic coverages to 7 (corresponding to the 
SUC). For each of the typed S-factors <Sα, Sβ> and 
for each synset Si in their respective semantic 
coverage SCOV<Sα, Sβ>γ we computed the 
TRIS��� , �α, �β�  score. Each synset from the 
coverage of each POS category was associated 
with a vector of scores, as described above. Since 

the number of S-factors depends on the POS 
category the lengths of each of the four type 
vectors is different. The cell values in a synset 
vector have uneven values, showing that factors 
have different discriminative power for a given 
meaning. Because we considered SUC, all S-
factors are relevant and the cells in any synset 
vector are filled with pairs (score; level).  

For the noun part of the PW3.0 we identified 
118 typed S-factors, all of them covering the same 
set of 11,898 noun literals (9.99%) with their 
senses clustered into 11,704 synsets (14.25%).  

For the verb part of the PWN 3.0, we identified 
246 typed S-factors, all of them covering the same 
set of 6,524 verb literals (56.57%) with their senses 
clustered into 8,640 synsets (62.75%).  

For the adjective part of the PWN 3.0, we 
identified 264 typed S-factors, all of them covering 
the same set of 4,383 literals (20.35%) with their 
senses clustered into 4,240 synsets (23.35%)5. As 
previously mentioned, the same factors were used 
for the adverbs derived from adjectives. In this 
way, a total of 1,287 adverbs (28.72%) clustered 
into 1,284 synsets (35.45%) were successfully 
annotated (see Table 2). 

Apparently, the cardinals of the factor sets in 
Table 2 should be identical with those in Table 1. 
The differences are due to the fact that a pair of 
opposed synsets may contain more than a single 
pair of antonymic senses each of them specifying a 
distinct S-factor. 

In case the user restricted the coverages to lower 
levels, the original maximal semantic coverages 
are split into different subsets for which several S-
factors become irrelevant. The cell values 
corresponding to these factors are filled in with a 
conventional value outside the interval [-1, 1].  

Thus, we have the following annotation cases: 
A synset of a certain POS is not in the 

corresponding SUC. This case signifies that the 
synset cannot be characterized in terms of the 
differential semantics methodology and we 
conventionally say that such a synset is “objective” 
(insensitive to any S-factor). Since this situation 
would require a factor vector with each cell having 
the same value (outside the [-1, 1] interval) and as 
                                                           
5 In PWN 2.0 the number of covered literals (and synsets) is 
with almost 20% higher (Tufiş and Ştefănescu, 2010). This 
difference is explained by the fact that 1081 adjectives (5%), 
mostly participial, from PWN 2.0 are not any more listed as 
adjectives in PWN 3.0.   
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such a vector would be completely uninformative, 
we decided to leave the “objective” synsets un-
annotated. As one can deduce from Table 2, the 
majority of the synsets in PWN3.0 are in this 
category (89,556 synsets, i.e. 77.58%). 

 Any synset of a certain POS in the 
corresponding SUC will have an associated factor 
vector. There are 25,868 such synsets. The ith cell 
of such a vector will correspond to the ith S-factor 
<Sα, Sβ>. We may have the following sub-cases: 

(a) All cell scores are in the [-1,1] interval, and 
in this case all S-factors are relevant, that is, from 
any word in the synset one could construct a path 
to both words prompting an S-factor, irrespective 
of the S-factor itself. A negative score in the ith cell 
of the S-factor vector signifies that the current 
synset is more semantically related to Sα than to Sβ, 
while a positive score in the ith cell of the factor 
vector signifies that the synset is more 
semantically related to Sβ than to Sα. A zero score 
in the ith cell of the factor vector signifies that the 
synset is neutral with respect to the <Sα, Sβ> S-
factor. 

(b) Several cell scores are not in the interval [-1, 
1], say FV[i1]=FV[ i2] … =FV[ik]=2. This signifies 
that the S-factors corresponding to those cells 
(<Sα1,Sβ1>,<Sα2,Sβ2>,…,<Sα3,Sβ3>) are irrelevant 
for the respective synset and that the current synset 
is not included in the scope of the above-
mentioned S-factors, owing to the selected scope 
level of the coverage6. We say that, at the given 
scope level, the synset became “objective” with 
respect to the S-factors FV[i1], FV[i2] …FV[ ik]. 

There are various ways to select, for a given 
POS coverage, those S-factors which are most 
informative or more interesting from a specific 
point of view. The simplest criterion is based on 
the coverage level: for a specified coverage level, 
select only those S-factors the coverage of which 
contains the analyzed synsets. In general, the most 
restrictive condition is choosing the 0-level 
coverage. This condition is equivalent to saying 
that the S-factors and the analyzed synsets should 
be in the same semantic class as defined by the 
SUMO/MILO labeling.  For instance, assume that 
the synset under investigation is {good:1} with the 

                                                           
6 Remember that for the highest level (7) that corresponds to 
SUC, all factors are relevant. When the user selects coverages 
of lower levels some factors might become irrelevant for 
various synsets. 

definition “having desirable or positive qualities 
especially those suitable for a thing specified” and 
the semantic type SubjectiveAssessmentAttribute.  
Imposing the restriction that the semantic type of 
the selected factors should be the same with the 
semantic type of good:1, some relevant factors for 
estimating the various connotations of “good” from 
different perspectives are given below. In the 
shown factors, the words in bold face are those the 
meaning of which is closer to “good”. 
 
good 01123148-a (SubjectiveAssessmentAttribute) 
-------------------------------------------------------------- 
effective ineffective#00834198-a_00835609-a 
(SubjectiveAssessmentAttribute) -0,78 
reasonable unreasonable#01943406-a_01944660-a 
(SubjectiveAssessmentAttribute) -0,71 
rich lean#02026785-a_02027003-a 
(SubjectiveAssessmentAttribute) -0,63 
ample meager#00105746-a_00106456-a 
(SubjectiveAssessmentAttribute) -0,5 
safe dangerous#02057829-a_02058794-a 
(SubjectiveAssessmentAttribute) -0,33 
brave cowardly#00262792-a_00264776-a 
(SubjectiveAssessmentAttribute) -0,14 
distant close#00450606-a_00451510-a 
(SubjectiveAssessmentAttribute) 0,64 
busy idle#00292937-a_00294175-a 
(SubjectiveAssessmentAttribute) 0,63 
cursed blessed#00669478-a_00670741-a 
(SubjectiveAssessmentAttribute) 0,5 
old new#01638438-a_01640850-a 
(SubjectiveAssessmentAttribute) 0,45 
formal informal#01041916-a_01044240-a 
(SubjectiveAssessmentAttribute) 0,38 
 

These factors’ values should be clearer in the 
context of adequate examples: 
A good tool is an effective tool; 
A good excuse is a reasonable excuse; 
A good vein of copper is a reach vein of copper; 
A good resource is an ample resource; 
A good position is a safe position; 
A good attitude is a close attitude; 
A good soldier is a brave soldier 
A good time is an idle time; 
A good life is a blessed life; 
A good car is a new car; 
A good party is an informal party.  
 

From the definitions in the previous sections, 
one can easily see that the sign of a S-factor score 
depends on the order in which the semantically 
opposite pairs are considered. If one wishes to 
have a consistent interpretation of the factor scores 
(e.g. negative scores are “bad” and positive scores 
are “good”) the synset ordering in the S-factors is 
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significant. We used a default ordering of 
antonyms in all factors, yet a text analyst could 
modify this ordering. For each POS, we selected a 
representative factor for which the synset order, 
from a subjective point of view, was very intuitive. 
For instance, for the adjective factors we selected 
the factor <good:1, bad:1>, for noun factors we 
selected the factor <order:5, disorder:2>, and for 
verb factors we selected the factor <succeed:1, 
fail:2>, the first word sense in each of the 
representative factors having a clear positive 
connotation. Then for each POS factor <Sα, Sβ> we 
computed the distance of its constituents to the 
synsets of the representative factor of the same 
POS. The one that was closer to the “positive” side 
of the reference factor was also considered 
“positive” and the order of the synsets was 
established accordingly. This empirical approach 
proved to be successful for most of the factors, 
except for a couple of them, which were manually 
ordered. 

We developed an application that allows text 
analysts to choose the S-factors they would like to 
work with. The interface allows the user to both 
select/deselect factors and to switch the order of 
the poles in any given factor.  Once the user 
decided on the relevant S-factors, the synsets are 
marked up according to the selected S-factors. This 
version of the WordNet can be saved and used as 
needed in the planned application. 

5 Extending the LUCs and SUCs  

Although the maximum semantic coverage of the 
S-factors for the adjectives contains more than 
28% of the PWN3.0 adjectival synsets, many 
adjectives with connotative potential are not in this 
coverage. This happens because the definition of 
the relatedness (Definition 1) implicitly assumes 
the existence of synonyms for one or more senses 
of a given word. Therefore from mono-semantic 
words in mono-literal synsets a path towards other 
synsets cannot be constructed anymore. Because of 
this, there are isolated “bubbles” of related synsets 
that are not connected with synsets in maximum 
semantic coverage. In order to assign values to at 
least a part of these synsets, we experimented with 
various strategies out of which the one described 
herein was considered the easiest to implement 
and, to some extent motivated, from a conceptual 
point of view. The approach is similar for all the 

synsets which are not in the SUCs, but the 
algorithms for extending these coverages slightly 
differ depending on the part of speech under 
consideration.  

Class E-LUCs E-SUCs 

Adjectives  7,124 (33.07%) 6,216 (34.23%) 

Nouns  27,614 (23.19%) 22,897 (27.88%) 

Verbs  8,910 (77.26%) 10,798 (78.43%) 

Adverbs 1,838 (41.01%) 1,787 (49.35%) 

Table 3: Extended LUCs and SUCs 

The basic idea is to transfer the vectors of the 
synsets in SUC to those in the complementary set 

SUC , provided they have “similar meanings”. We 

say that POS
POS
i SUCS ∈  and POS

POS
j SUCS ∈  

have “similar meanings” if ��
�/
���(��
���) =

��
�/
���(��
���)  and ��

���  and ��
���  are 

directly linked by a semantic WordNet relation of a 
certain type. For adjectival synsets we consider the 
relations similar_to and also_see, for verbal 
synsets we consider the relations hyponym and 
also_see, and for the nominal synsets we take into 
account only the hyponymy. Consequently, the S-
factors coverage increased as shown in Table 3. 

6 A Preliminary Comparison with 
SentiWordnet 3.0  

SentiWordNet 3.0 (Baccianella, et al. 2010) is the 
only public resource we are aware of, which 
considers sense distinctions and covers all synsets 
in Princeton WordNet 3.0. Although in 
SentiWordNet (henceforth SWN3.0) only the 
Subjective-Objective dichotomy is marked-up, 
with a further distinction between Positive-
Subjectivity and Negative-Subjectivity, using it for 
the comparison with our annotations is meaningful 
and relevant for both approaches. First, the 
connotative meanings are subjective meanings.  
Then, while the SWN3.0 mark-up is based on ML 
techniques and various heuristics exploiting the 
structure of PWN3.0 and some other external 
resources, the differential semantics approach, as 
implemented here, is a deterministic one, 
considering only the content and structural 
information in PWN3.0 + SUMO/MILO. 
Identifying contradictions in the two annotations 
might reveal limitations in the ML techniques and 
heuristics used by SWN3.0 on one hand, and, on 

25



the other hand, flaws in our method, possible 
incompleteness or inconsistencies in PWN3.0+ 
SUMO/MILO. It has to be noted that the possible 
incompleteness or inconsistencies in PWN3.0 
would also affect the accuracy of the SWN3.0 
values. 

 

Synset SWN DSA Definition 
dangerous, 
grave 
grievous, 
serious, severe 
… 

-0,63 0,42 

causing fear or 
anxiety by threatening 
great harm 

live 
0,5 -0,5 

exerting force or 
containing energy 

bastardly, 
mean 

-0,5 0,5 
of no value or worth 

dangerous, 
unsafe -0,75 0,5 

involving or causing 
danger or risk; liable 
to hurt or harm 

delirious, 
excited,  
unrestrained,  
mad, 
frantic  

0,5 -0,5 

marked by un-
controlled excitement 
or emotion 

haunted 
0,5 -0,43 

showing emotional 
affliction or disquiet 

impeccable -0,63 0,8 not capable of sin 

evil, vicious 
0,5 -0,75 

having the nature of 
vice 

delectable, 
sexually 
attractive 

0,63 -0,5 
capable of arousing 
desire 

ordinary 
 

-0,5 0,75 

not exceptional in any 
way especially in 
quality or ability or 
size or degree 

serious 
 

-0,75 0,75 

requiring effort or 
concentration; 
complex and not easy 
to answer or solve 

excusable 
 

0,63 -0,4 
capable of being 
overlooked 

Table 4: Examples of divergent scores among the 
SWN3.0 and DSA 

For the partial comparison we selected the 
adjectives in SWN3.0 with Positive-Subjectivity or 
Negative-Subjectivity greater than or equal to 0.5. 
From our differential semantic (DSA) annotation 
we extracted all the adjectives which along the 
good-bad differential dimension had an absolute 
value greater than 0.4. Those adjectives closer to 
good were considered to be Subjective-Positive 
while the others were considered to be Subjective-
Negative. The threshold value was empirically 
selected, by observing that beyond the 0.4 and –0.4 
values the factorial annotation was closer to our 

intuition concerning the connotative load of the 
analyzed words. We computed the intersection of 
the two adjectival synsets extracted this way and 
retained only the synsets contradictorily annotated. 
We found only 150 differences, which by itself is a 
small difference, showing that, at least with respect 
to the good-bad factor, SWN3.0 and DSA 
annotations are to a large extent consistent. 

We manually checked-out the 150 synsets 
marked-up with contradictory scores and the 
authors and 6 MSc students negotiated the scores 
towards reaching the consensus. For 142 of these 
synsets the consensus was easily reached with 76 
considered to be correct in the DSA annotation and 
65 correct in the SWN3.0 annotation. Table 4 
shows some examples of synsets, the scores of 
which were correctly judged (in bold) either by 
SWN3.0 or DSA as well as some examples of non-
consensual annotations (in underlined italics). 

7 Conclusions  

Differential semantics annotation addresses the 
connotative meanings of the lexical stock, the 
denotative meanings of which are recorded in 
WordNet 3.0. We revised and improved our 
previous method (Tufiş and Ştefănescu, 2010). It 
generalizes the SWN3.0 subjectivity mark-up, 
according to a user-based multi-criteria differential 
semantics model.  

The partial comparison with SWN3.0 revealed 
specific limitations of our approach. The major one 
is due to the definitions of n-relatedness and the 
TRI relation. The problem resides in indiscriminate 
treatment of literals which have senses with 
different polarities with respect to a factor. If one 
of these senses is significantly closer to one of the 
poles of the factor, that sense might impose the 
sign for the rest of the senses. This risk is 
amplified when literals with high degrees of 
polysemy and/or high degrees of synonymy are 
reached on the way from the synset of interest to 
the synsets defining the S-factor (higher the 
polysemy/synonymy, higher the number of paths 
to the constituents of the S-factor). Most of the 
erroneous scores we noticed were explained by this 
drawback. We say that the words affected by this 
limitation of the current algorithm have a 
significant connotation shift potential (Tufiş, 
2009), (Ştefănescu, 2010). As such words could 
generate undesired implicatures, they should be 
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avoided in formal texts and replaced by synonyms 
with less connotation shift potential.  

We also observed some inconsistencies 
regarding the association of SUMO/MILO (and the 
additional domain ontologies) concepts to PWN 
3.0 synsets. The semantic types of two opposable 
synsets (in the same semantic field) should be 
closely related, if not the same. However, for some 
S-factors, such as <agreement:3, disagreement:1> 
this does not happen. The semantic type of the 
synset {agreement:3…} is “Cooperation”, while 
the semantic type of {disagreement:1…} is 
“SubjectiveAssessmentAttribute”. “Cooperation” 
is a “Process” (subsumed by “Physical”) but, 
“SubjectiveAssessmentAttribute” is an “Attribute” 
(subsumed by “Abstract”). There are 9 such cases 
for nouns, 30 for verbs and 16 for adjectives. 

The current multi-factored annotation vectors 
for nominal, verbal, and adjectival synsets for 
PWN3.0, as well as an application to manage these 
annotations, can be freely downloaded from 
http://www.racai.ro/differentialsemantics/. 
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Abstract

The paper presents a semi-automatic approach
to creating sentiment dictionaries in many lan-
guages. We first produced high-level gold-
standard sentiment dictionaries for two lan-
guages and then translated them automatically
into third languages. Those words that can
be found in both target language word lists
are likely to be useful because their word
senses are likely to be similar to that of the
two source languages. These dictionaries can
be further corrected, extended and improved.
In this paper, we present results that verify
our triangulation hypothesis, by evaluating tri-
angulated lists and comparing them to non-
triangulated machine-translated word lists.

1 Introduction

When developing software applications for senti-
ment analysis or opinion mining, there are basi-
cally two main options: (1) writing rules that assign
sentiment values to text or text parts (e.g. names,
products, product features), typically making use of
dictionaries consisting of sentiment words and their
positive or negative values, and (2) inferring rules
(and sentiment dictionaries), e.g. using machine
learning techniques, from previously annotated doc-
uments such as product reviews annotated with an
overall judgment of the product. While movie or
product reviews for many languages can frequently
be found online, sentiment-annotated data for other
fields are not usually available, or they are almost
exclusively available for English. Sentiment dictio-
naries are also mostly available for English only or,

if they exist for other languages, they are not com-
parable, in the sense that they have been developed
for different purposes, have different sizes, are based
on different definitions of what sentiment or opinion
means.

In this paper, we are addressing the resource bot-
tleneck for sentiment dictionaries, by developing
highly multilingual and comparable sentiment dic-
tionaries having similar sizes and based on a com-
mon specification. The aim is to develop such dic-
tionaries, consisting of typically one or two thou-
sand words, for tens of languages, although in this
paper we only present results for eight languages
(English, Spanish, Arabic, Czech, French, German,
Italian and Russian). The task raises the obvious
question how the human effort of producing this re-
source can be minimized. Simple translation, be it
using standard dictionaries or using machine trans-
lation, is not very efficient as most words have two,
five or ten different possible translations, depending
on context, part-of-speech, etc.

The approach we therefore chose is that of trian-
gulation. We first produced high-level gold-standard
sentiment dictionaries for two languages (English
and Spanish) and then translated them automatically
into third languages, e.g. French. Those words that
can be found in both target language word lists (En
Fr and Es Fr) are likely to be useful because their
word senses are likely to be similar to that of the
two source languages. These word lists can then be
used as they are or better they can be corrected, ex-
tended and improved. In this paper, we present eval-
uation results verifying our triangulation hypothesis,
by evaluating triangulated lists and comparing them
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to non-triangulated machine-translated word lists.
Two further issues need to be addressed. The

first one concerns morphological inflection. Auto-
matic translation will yield one word form (often,
but not always the base form), which is not suffi-
cient when working with highly inflected languages:
A single English adjective typically has four Spanish
or Italian word forms (two each for gender and for
number) and many Russian word forms (due to gen-
der, number and case distinctions). The target lan-
guage word lists thus need to be expanded to cover
all these morphological variants with minimal effort
and considering the number of different languages
involved without using software, such as morpho-
logical analysers or generators. The second issue
has to do with the subjectivity involved in the human
annotation and evaluation effort. First of all, it is im-
portant that the task is well-defined (this is a chal-
lenge by itself) and, secondly, the inter-annotator
agreement for pairs of human evaluators working on
different languages has to be checked in order to get
an idea of the natural variation involved in such a
highly subjective task.

Our main field of interest is news opinion min-
ing. We would like to answer the question how cer-
tain entities (persons, organisations, event names,
programmes) are discussed in different media over
time, comparing different media sources, media in
different countries, and media written in different
languages. One possible end product would be a
graph showing how the popularity of a certain en-
tity has changed over time across different languages
and countries. News differs significantly from those
text types that are typically analysed in opinion min-
ing work, i.e. product or movie reviews: While a
product review is about a product (e.g. a printer)
and its features (e.g. speed, price or printing qual-
ity), the news is about any possible subject (news
content), which can by itself be perceived to be pos-
itive or negative. Entities mentioned in the news can
have many different roles in the events described.
If the method does not specifically separate positive
or negative news content from positive or negative
opinion about that entity, the sentiment analysis re-
sults will be strongly influenced by the news context.
For instance, the automatically identified sentiment
towards a politician would most likely to be low if
the politician is mentioned in the context of nega-

tive news content such as bombings or disasters. In
our approach, we therefore aim to distinguish news
content from sentiment values, and this distinction
has an impact on the sentiment dictionaries: unlike
in other approaches, words like death, killing, award
or winner are purposefully not included in the sen-
timent dictionaries as they typically represent news
content.

The rest of the paper is structured as follows: the
next section (2) describes related work, especially
in the context of creating sentiment resources. Sec-
tion 3 gives an overview of our approach to dic-
tionary creation, ranging from the automatic learn-
ing of the sentiment vocabulary, the triangulation
process, the expansion of the dictionaries in size
and regarding morphological inflections. Section 4
presents a number of results regarding dictionary
creation using simple translation versus triangula-
tion, morphological expansion and inter-annotator
agreement. Section 5 summarises, concludes and
points to future work.

2 Related Work

Most of the work in obtaining subjectivity lexicons
was done for English. However, there were some
authors who developed methods for the mapping of
subjectivity lexicons to other languages. Kim and
Hovy (2006) use a machine translation system and
subsequently use a subjectivity analysis system that
was developed for English. Mihalcea et al. (2007)
propose a method to learn multilingual subjective
language via cross-language projections. They use
the Opinion Finder lexicon (Wilson et al., 2005)
and two bilingual English-Romanian dictionaries to
translate the words in the lexicon. Since word am-
biguity can appear (Opinion Finder does not mark
word senses), they filter as correct translations only
the most frequent words. The problem of translat-
ing multi-word expressions is solved by translating
word-by-word and filtering those translations that
occur at least three times on the Web. Another ap-
proach in obtaining subjectivity lexicons for other
languages than English was explored in Banea et al.
(2008b). To this aim, the authors perform three dif-
ferent experiments, with good results. In the first
one, they automatically translate the annotations of
the MPQA corpus and thus obtain subjectivity an-
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notated sentences in Romanian. In the second ap-
proach, they use the automatically translated entries
in the Opinion Finder lexicon to annotate a set of
sentences in Romanian. In the last experiment, they
reverse the direction of translation and verify the as-
sumption that subjective language can be translated
and thus new subjectivity lexicons can be obtained
for languages with no such resources. Finally, an-
other approach to building lexicons for languages
with scarce resources is presented in Banea et al.
(2008a). In this research, the authors apply boot-
strapping to build a subjectivity lexicon for Roma-
nian, starting with a set of seed subjective entries,
using electronic bilingual dictionaries and a training
set of words. They start with a set of 60 words per-
taining to the categories of noun, verb, adjective and
adverb obtained by translating words in the Opin-
ion Finder lexicon. Translations are filtered using a
measure of similarity to the original words, based on
Latent Semantic Analysis (Landauer and Dumais,
1997) scores. Wan (2008) uses co-training to clas-
sify un-annotated Chinese reviews using a corpus
of annotated English reviews. He first translates
the English reviews into Chinese and subsequently
back to English. He then performs co-training using
all generated corpora. Banea et al. (2010) translate
the MPQA corpus into five other languages (some
with a similar ethimology, others with a very differ-
ent structure). Subsequently, they expand the fea-
ture space used in a Naive Bayes classifier using the
same data translated to 2 or 3 other languages. Their
conclusion is that expanding the feature space with
data from other languages performs almost as well
as training a classifier for just one language on a
large set of training data.

3 Approach Overview

Our approach to dictionary creation starts with semi-
automatic way of colleting subjective terms in En-
glish and Spanish. These pivot language dictionaries
are then projected to other languages. The 3rd lan-
guage dictionaries are formed by the overlap of the
translations (triangulation). The lists are then man-
ually filtered and expanded, either by other relevant
terms or by their morphological variants, to gain a
wider coverage.

3.1 Gathering Subjective Terms

We started with analysing the available English
dictionaries of subjective terms: General Inquirer
(Stone et al., 1966), WordNet Affect (Strapparava
and Valitutti, 2004), SentiWordNet (Esuli and Se-
bastiani, 2006), MicroWNOp (Cerini et al., 2007).
Additionally, we used the resource of opinion words
with associated polarity from Balahur et al. (2009),
which we denote as JRC Tonality Dictionary. The
positive effect of distinguishing two levels of inten-
sity was shown in (Balahur et al., 2010). We fol-
lowed the idea and each of the emloyed resources
was mapped to four categories: positive, negative,
highly positive and highly negative. We also got
inspired by the results reported in that paper and
we selected as the base dictionaries the combination
of MicroWNOp and JRC Tonality Dictionary which
gave the best results. Terms in those two dictionar-
ies were manually filtered and the other dictionar-
ies were used as lists of candidates (their highly fre-
quent terms were judged and the relevant ones were
included in the final English dictionary). Keeping in
mind the application of the dictionaries we removed
at this step terms that are more likely to describe bad
or good news content, rather than a sentiment to-
wards an entity. In addition, we manually collected
English diminishers (e.g. less or approximately), in-
tensifiers (e.g. very or indeed) and invertors (e.g.
not or barely). The English terms were translated to
Spanish and the same filtering was performed. We
extended all English and Spanish lists with the miss-
ing morphological variants of the terms.

3.2 Automatic Learning of Subjective Terms

We decided to expand our subjective term lists by
using automatic term extraction, inspired by (Riloff
and Wiebe, 2003). We look at the problem of ac-
quisition of subjective terms as learning of seman-
tic classes. Since we wanted to do this for two dif-
ferent languages, namely English and Spanish, the
multilingual term extraction algorithm Ontopopulis
(Tanev et al., 2010) was a natural choice.

Ontopopulis performs weakly supervised learning
of semantic dictionaries using distributional similar-
ity. The algorithm takes on its input a small set of
seed terms for each semantic class, which is to be
learnt, and an unannotated text corpus. For example,
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if we want to learn the semantic class land vehicles,
we can use the seed set - bus, truck, and car. Then
it searches for the terms in the corpus and finds lin-
ear context patterns, which tend to co-occur imme-
diately before or after these terms. Some of the
highest-scored patterns, which Ontopopulis learned
about land vehicles were driver of the X, X was
parked, collided with another X, etc. Finally, the
algorithm searches for these context patterns in the
corpus and finds other terms which tend to fill the
slot of the patterns (designated by X). Considering
the land vehicles example, new terms which the sys-
tem learned were van, lorry, taxi, etc. Ontopop-
ulis is similar to the NOMEN algorithm (Lin et al.,
2003). However, Ontopopulis has the advantage to
be language-independent, since it does not use any
form of language-specific processing, nor does it use
any language-specific resources, apart from a stop
word list.

In order to learn new subjective terms for each
of the languages, we passed the collected subjective
terms as an input to Ontopopulis. For English, we
divided the seed set in two classes: class A – verbs
and class B – nouns and adjectives. It was necessary
because each of these classes has a different syn-
tactic behaviour. It made sense to do the same for
Spanish, but we did not have enough Spanish speak-
ers available to undertake this task, therefore we put
together all the subjective Spanish words - verbs, ad-
jectives and nouns in one class. We ran Ontopopulis
for each of the three classes - the class of subjective
Spanish words and the English classes A and B. The
top scored 200 new learnt terms were taken for each
class and manually reviewed.

3.3 Triangulation and Expansion

After polishing the pivot language dictionaries we
projected them to other languages. The dictionaries
were translated by Google translator because of its
broad coverage of languages. The overlapping terms
between English and Spanish translations formed
the basis for further manual efforts. In some cases
there were overlapping terms in English and Span-
ish translations but they differed in intensity. There
was the same term translated from an English posi-
tive term and from a Spanish very positive term. In
these cases the term was assigned to the positive cat-
egory. However, more problematic cases arose when

the same 3rd language term was assigned to more
than one category. There were also cases with dif-
ferent polarity. We had to review them manually.
However, there were still lots of relevant terms in the
translated lists which were not translated from the
other language. These complement terms are a good
basis for extending the coverage of the dictionaries,
however, they need to be reviewed manually. Even if
we tried to include in the pivot lists all morpholog-
ical variants, in the triangulation output there were
only a few variants, mainly in the case of highly in-
flected languages. To deal with morphology we in-
troduced wild cards at the end of the term stem (*
stands for whatever ending and for whatever char-
acter). This step had to be performed carefully be-
cause some noise could be introduced. See the Re-
sults section for examples. Although this step was
performed by a human, we checked the most fre-
quent terms afterwards to avoid irrelavant frequent
terms.

4 Results

4.1 Pivot dictionaries

We gathered and filtered English sentiment terms
from the available corpora (see Section 3.1). The
dictionaries were then translated to Spanish (by
Google translator) and filtered afterwards. By ap-
plying automatic term extraction, we enriched the
sets of terms by 54 for English and 85 for Spanish,
after evaluating the top 200 candidates suggested by
the Ontopolulis tool for each language. The results
are encouraging, despite the relevance of the terms
(27% for English and 42.5% for Spanish where
some missing morphological variants were discov-
ered) does not seem to be very high, considering the
fact that we excluded the terms already contained
in the pivot lists. If we took them into account, the
precision would be much better. The initial step re-
sulted in obtaining high quality pivot sentiment dic-
tionaries for English and Spanish. Their statistics
are in table 1. We gathered more English terms than
Spanish (2.4k compared to 1.7k). The reason for
that is that some translations from English to Span-
ish have been filtered. Another observation is that
there is approximately the same number of negative
terms as positive ones, however, much more highly
negative than highly positive terms. Although the
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Language English Spanish
HN 554 466
N 782 550
P 772 503
HP 171 119
INT 78 62
DIM 31 27
INV 15 10
TOTAL 2.403 1.737

Table 1: The size of the pilot dictionaries. HN=highly
negative terms, N=negative, P=positive, HP=highly posi-
tive, INV=invertors, DIM=diminishers, INV=invertors.

frequency analysis we carried out later showed that
even if there are fewer highly positive terms, they are
more frequent than the highly negative ones, which
results in almost uniform distribution.

4.2 Triangulation and Expansion

After running triangulation to other languages the
resulted terms were judged for relevance. Native
speakers could suggest to change term’s category
(e.g. negative to highly negative) or to remove it.
There were several reasons why the terms could
have been marked as ‘non-sentiment’. For instance,
the term could tend to describe rather negative news
content than negative sentiment towards an entity
(e.g. dead, quake). In other cases the terms were
too ambiguous in a particular language. Examples
from English are: like or right.

Table 2 shows the quality of the triangulated dic-
tionaries. In all cases except for Italian we had only
one annotator assessing the quality. We can see that
the terms were correct in around 90% cases, how-
ever, it was a little bit worse in the case of Russian
in which the annotator suggested to change category
very often.

Terms translated from English but not from Span-
ish are less reliable but, if reviewed manually, the
dictionaries can be expanded significantly. Table 3
gives the statistics concerning these judgments. We
can see that their correctness is much lower than in
the case of the triangulated terms - the best in Italian
(54.4%) and the worst in Czech (30.7%). Of course,
the translation performance affects the results here.
However, this step extended the dictionaries by ap-
proximately 50%.

When considering terms out of context, the most
common translation error occurs when the original
word has several meanings. For instance, the En-
glish word nobility refers to the social class of no-
bles, as well as to the quality of being morally good.
In the news context we find this word mostly in the
second meaning. However, in the Russian triangu-
lated list we have found dvoryanstvo , which refers
to a social class in Russian. Likewise, we need to
keep in mind that a translation of a monosemantic
word might result polysemantic in the target lan-
guage, thereby leading to confusion. For example,
the Italian translation of the English word champion
campione is more frequently used in Italian news
context in a different meaning - sample, therefore
we must delete it from our sentiment words list for
Italian. Another difficulty we might encounter es-
pecially when dealing with inflectional languages is
the fact that a translation of a certain word might be
homographic with another word form in the target
language. Consider the English negative word ban-
dit and its Italian translation bandito, which is more
frequently used as a form of the verb bandire (to an-
nounce) in the news context. Also each annotator
had different point of view on classifying the bor-
derline cases (e.g. support, agreement or difficult).

Two main reasons are offered to explain the low
performance in Arabic. On the one hand, it seems
that some Google translation errors will be repeated
in different languages if the translated words have
the same etymological root. For example both words
– the English fresh and the Spanish fresca – are
translated to the Arabic as YK
Yg. meaning new. The
Other reason is a more subtle one and is related to
the fact that Arabic words are not vocalized and to
the way an annotator perceive the meaning of a given
word in isolation. To illustrate this point, consider
the Arabic word é J. �A

�	
J ÖÏ @ , which could be used

as an adjective, meaning appropriate, or as a noun,
meaning The occasion. It appears that the annotator
would intuitively perceive the word in isolation as a
noun and not as an adjective, which leads to disre-
garding the evaluative aspects of a given word.

We tried to include in the pivot dictionaries all
morphological variants of the terms. However, in
highly inflected languages there are much more vari-
ants than those translated from English or Spanish.
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We manually introduced wild cards to capture the
variants. We had to be attentive when compiling
wild cards for languages with a rich inflectional sys-
tem, as we might easily get undesirable words in the
output. To illustrate this, consider the third person
plural of the Italian negative word perdere (to lose)
perdono, which is also homographic with the word
meaning forgiveness in English. Naturally, it could
happen that the wildcard captures a non-sentiment
term or even a term with a different polarity. For in-
stance, the pattern care% would capture either care,
careful, carefully, but also career or careless. That
is way we perform the last manual checking after
matching the lists expanded by wildcards against a
large number of texts. The annotators were unable
to check all the variants, but only the most frequent
terms, which resulted in reviewing 70-80% of the
term mentions. This step has been performed for
only English, Czech and Russian so far. Table 5
gives the statistics. By introducing the wildcards,
the number of distinct terms grew up significantly
- 12x for Czech, 15x for Russian and 4x for En-
glish. One reason why it went up also for English
is that we captured compounds like: well-arranged,
well-balanced, well-behaved, well-chosen by a sin-
gle pattern. Another reason is that a single pat-
tern can capture different POSs: beaut% can cap-
ture beauty, beautiful, beautifully or beautify. Not
all of those words were present in the pivot dictio-
naries. For dangerous cases like care% above we
had to rather list all possible variants than using a
wildcard. This is also the reason why the number
of patterns is not much lower than the number of
initial terms. Even if this task was done manually,
some noise was added into the dictionaries (92-94%
of checked terms were correct). For example, highly
positive pattern hero% was introduced by an anno-
tator for capturing hero, heroes, heroic, heroical or
heroism. If not checked afterwards heroin would
score highly positively in the sentiment system. An-
other example is taken from Russian: word meaning
to steal ukra% - might generate Ukraine as one most
frequent negative word in Russian.

4.3 How subjective is the annotation?

Sentiment annotation is a very subjective task. In ad-
dition, annotators had to judge single terms without
any context: they had to think about all the senses of

Metric Percent Agreement Kappa
HN 0.909 0.465
N 0.796 0.368
P 0.714 0.281
HP 0.846 0
N+HN 0.829 0.396
P+HP 0.728 0.280
ALL 0.766 0.318

Table 6: Inter-annotator agreement on checking the trian-
gulated list. In the case of HP all terms were annotated as
correct by one of the annotators resulting in Kappa=0.

Metric Percent Agreement Kappa
HN 0.804 0.523
N 0.765 0.545
P 0.686 0.405
HP 0.855 0.669
N+HN 0.784 0.553
P+HP 0.783 0.559
ALL 0.826 0.614

Table 7: Inter-annotator agreement on checking the can-
didates. In ALL diminishers, intensifiers and invertors
are included as well.

the term. Only if the main sense was subjective they
agreed to leave it in the dictionary. Another sub-
jectivity level was given by concentrating on distin-
guishing news content and news sentiment. Defining
the line between negative and highly negative terms,
and similarly with positive, is also subjective. In the
case of Italian we compared judgments of two anno-
tators. The figures of inter-annotator agreement of
annotating the triangulated terms are in table 6 and
the complement terms in table 7. Based on the per-
cent agreement the annotators agree a little bit less
on the triangulated terms (76.6%) compared to the
complement terms (82.6%). However, if we look at
Kappa figures, the difference is clear. Many terms
translated only from English were clearly wrong
which led to a higher agreement between the annota-
tors (0.318 compared to 0.614). When looking at the
difference between positive and negative terms, we
can see that there was higher agreement on the neg-
ative triangulated terms then on the positive ones.
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Language Triangulated Correct Removed Changed category
Arabic 926 606 (65.5%) 316 (34.1%) 4 (0.4%)
Czech 908 809 (89.1%) 68 (7.5%) 31 (3.4%)
French 1.085 956 (88.1%) 120 (11.1%) 9 (0.8%)
German 1.053 982 (93.3%) 50 (4.7%) 21 (2.0%)
Italian 1.032 918 (89.0%) 36 (3.5%) 78 (7.5%)
Russian 966 816 (84.5%) 49 (5.1%) 101 (10.4%)

Table 2: The size and quality of the triangulated dictionaries. Triangulated=No. of terms coming directly from triangu-
lation, Correct=terms annotated as correct, Removed=terms not relevant to sentiment analysis, Change category=terms
in wrong category (e.g., positive from triangulation, but annotator changed the category to highly positive).

Language Terms Correct Removed Changed category
Czech 1.092 335 (30.7%) 675 (61.8%) 82 (7.5%)
French 1.226 617 (50.3%) 568 (46.3%) 41 (3.4%)
German 1.182 548 (46.4%) 610 (51.6%) 24 (2.0%)
Italian 1.069 582 (54.4%) 388 (36.3%) 99 (9.3%)
Russian 1.126 572 (50.8%) 457 (40.6%) 97 (8.6%)

Table 3: The size and quality of the candidate terms (translated from English but not from Spanish). Terms=No. of
terms translated from English but not from Spanish, Correct=terms annotated as correct, Removed=terms not relevant
to sentiment analysis, Change category=terms in wrong category (e.g., positive in the original list, but annotator
changed the category to highly positive).

Language Terms Correct Removed Changed category
Czech 2.000 1.144 (57.2%) 743 (37.2%) 113 (5.6%)
French 2.311 1.573 (68.1%) 688 (29.8%) 50 (2.1%)
German 2.235 1.530 (68.5%) 660 (29.5%) 45 (2.0%)
Italian 2.101 1.500 (71.4%) 424 (20.2%) 177 (8.4%)
Russian 2.092 1.388 (66.3%) 506 (24.2%) 198 (9.5%)

Table 4: The size and quality of the translated terms from English. Terms=No. of (distinct) terms translated from En-
glish, Correct=terms annotated as correct, Removed=terms not relevant to sentiment analysis, Change category=terms
in wrong category (e.g., positive in the original list, but annotator changed the category to highly positive).

Language Initial terms Patterns Matched terms
Count Correct Checked

Czech 1.257 1.063 15.604 93.0% 74.4%
English 2.403 2.081 10.558 93.8% 81.1%
Russian 1.586 1.347 33.183 92.2% 71.0%

Table 5: Statistics of introducing wild cards and its evaluation. Initial terms=checked triangulated terms extended by
relevant translated terms from English, Patterns=number of patterns after introducing wildcards, Matched terms=terms
matched in the large corpus - their count and correctness + checked=how many mentions were checked (based on the
fact that the most frequent terms were annotated).
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4.4 Triangulation vs. Translation

Table 4 present the results of simple translation from
English (summed up numbers from tables 2 and 3).
We can directly compare it to table 2 where only
results of triangulated terms are reported. The per-
formance of triangulation is significantly better than
the performance of translation in all languages. The
highest difference was in Czech (89.1% and 57.2%)
and the lowest was in Italian (89.0% and 71.4%).

As a task-based evaluation we used the triangu-
lated/translated dictionaries in the system analysing
news sentiment expressed towards entities. The sys-
tem analyses a fixed word window around entity
mentions. Subjective terms are summed up and the
resulting polarity is attached to the entity. Highly
negative terms score twice more than negative, di-
minishers lower and intensifiers lift up the score. In-
vertors invert the polarity but for instance inverted
highly positive terms score as only negative pre-
venting, for instance, not great to score as worst.
The system searches for the invertor only two words
around the subjective term.

We ran the system on 300 German sentences
taken from news gathered by the Europe Media
Monitor (EMM)1. In all these cases the system at-
tached a polarity to an entity mention. We ran it with
three different dictionaries - translated terms from
English, raw triangulated terms (without the man-
ual checking) and the checked triangulated terms.
This pilot experiment revealed the difference in per-
formance on this task. When translated terms were
used there were only 41.6% contexts with correct
polarity assigned by the system, with raw triangu-
lated terms 56.5%, and with checked triangulated
terms 63.4%. However, the number does not contain
neutral cases that would increase the overall perfor-
mance. There are lots of reasons why it goes wrong
here: the entity may not be the target of the sub-
jective term (we do not use parser because of deal-
ing with many languages and large amounts of news
texts), the system can miss or apply wrongly an in-
vertor, the subjective term is used in different sense,
and irony is hard to detect.

1http://emm.newsbrief.eu/overview.html

4.5 State of progress
We finished all the steps for English, Czech and Rus-
sian. French, German, Italian and Spanish dictio-
naries miss only the introduction of wild cards. In
Arabic we have checked only the triangulated terms.
For other 7 languages (Bulgarian, Dutch, Hungarian,
Polish, Portuguese, Slovak and Turkish) we have
only projected the terms by triangulation. However,
we have capabilities to finish all the steps also for
Bulgarian, Dutch, Slovak and Turkish. We haven’t
investigated using more than two pivot languages for
triangulation. It would probably results in more ac-
curate but shortened dictionaires.

5 Conclusions

We presented our semi-automatic approach and cur-
rent state of work of producing multilingual senti-
ment dictionaries suitable of assessing the sentiment
in news expressed towards an entity. The triangula-
tion approach works significantly better than simple
translation but additional manual effort can improve
it a lot in both recall and precision. We believe that
we can predict the sentiment expressed towards an
entity in a given time period based on large amounts
of data we gather in many languages even if the per-
case performance of the sentiment system as on a
moderate level. Now we are working on improving
the dictionaries in all the discussed languages. We
also run experiments to evaluate the system on vari-
ous languages.
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Abstract

We propose a novel method to construct se-
mantic orientation lexicons using large data
and a thesaurus. To deal with large data, we
use Count-Min sketch to store the approxi-
mate counts of all word pairs in a bounded
space of 8GB. We use a thesaurus (like Roget)
to constrain near-synonymous words to have
the same polarity. This framework can easily
scale to any language with a thesaurus and a
unzipped corpus size ≥ 50 GB (12 billion to-
kens). We evaluate these lexicons intrinsically
and extrinsically, and they perform compara-
ble when compared to other existing lexicons.

1 Introduction
In recent years, the field of natural language process-
ing (NLP) has seen tremendous growth and inter-
est in the computational analysis of emotions, sen-
timents, and opinions. This work has focused on
many application areas, such as sentiment analy-
sis of consumer reviews e.g., (Pang et al., 2002;
Nasukawa and Yi, 2003), product reputation anal-
ysis e.g., (Morinaga et al., 2002; Nasukawa and Yi,
2003), tracking sentiments toward events e.g., (Das
and Chen, 2001; Tong, 2001), and automatically
producing plot unit representations e.g., (Goyal et
al., 2010b). An important resource in accomplishing
the above tasks is a list of words with semantic ori-
entation (SO): positive or negative. The goal of this
work is to automatically create such a list of words
using large data and a thesaurus structure.

For this purpose, we store exact counts of all
the words in a hash table and use Count-Min (CM)
sketch (Cormode and Muthukrishnan, 2004; Goyal
et al., 2010) to store the approximate counts of all
word pairs for a large corpus in a bounded space of

8GB. (Storing the counts of all word pairs is compu-
tationally expensive and memory intensive on large
data (Agirre et al., 2009; Pantel et al., 2009)). Stor-
age space saving in CM sketch is achieved by ap-
proximating the frequency of word pairs in the cor-
pus without explicitly storing the word pairs them-
selves. Both updating (adding a new word pair or
increasing the frequency of existing word pair) and
querying (finding the frequency of a given word
pair) are constant time operations making it an ef-
ficient online storage data structure for large data.

Once we have these counts, we find semantic
orientation (SO) (Turney and Littman, 2003) of a
word using its association strength with positive
(e.g. good, and nice) and negative (e.g., bad and
nasty) seeds. Next, we make use of a thesaurus (like
Roget) structure in which near-synonymous words
appear in a single group. We compute the SO of
the whole group by computing SO of each individ-
ual word in the group and assign that SO to all the
words in the group. The hypothesis is that near
synonym words should have similar polarity. How-
ever, similar words in a group can still have differ-
ent connotations. For example, one group has “slen-
der”, “slim”, “wiry” and “lanky”. One can argue
that, first two words have positive connotation and
last two have negative. To remove these ambigu-
ous words errors from the lexicon, we discard those
words which have conflicting SO compared to their
group SO. The idea behind using thesaurus struc-
ture is motivated from the idea of using number of
positive and negative seed words (Mohammad et al.,
2009) in thesaurus group to determine the polarity
of words in the group.

In our experiments, we show the effectiveness of
the lexicons created using large data and freely avail-
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able thesaurus both intrinsically and extrinsically.

2 Background

2.1 Related Work

The literature on sentiment lexicon induction can be
broadly classified into three categories: (1) Corpora
based, (2) using thesaurus structure, and (3) com-
bination of (1) and (2). Pang and Lee (2008) pro-
vide an excellent survey on the literature of sen-
timent analysis. We briefly discuss some of the
works which have motivated our research for this
work. A web-derived lexicon (Velikovich et al.,
2010) was constructed for all words and phrases us-
ing graph propagation algorithm which propagates
polarity from seed words to all other words. The
graph was constructed using distributional similar-
ity between the words. The goal of their work was
to create a high coverage lexicon. In a similar direc-
tion (Rao and Ravichandran, 2009), word-net was
used to construct the graph for label propagation.
Our work is most closely related to Mohammad et
al. (2009) which exploits thesaurus structure to de-
termine the polarity of words in the thesaurus group.

2.2 Semantic Orientation

We use (Turney and Littman, 2003) framework to
infer the Semantic Orientation (SO) of a word. We
take the seven positive words (good, nice, excellent,
positive, fortunate, correct, and superior) and the
seven negative words (bad, nasty, poor, negative, un-
fortunate, wrong, and inferior) used in (Turney and
Littman, 2003) work. The SO of a given word is
calculated based on the strength of its association
with the seven positive words, and the strength of
its association with the seven negative words using
pointwise mutual information (PMI). We compute
the SO of a word ”w” as follows:

SO(w) =
∑

p∈Pwords

PMI(p, w)−
∑

n∈Nwords

PMI(n, w)

where, Pwords and Nwords denote the seven pos-
itive and seven negative prototype words respec-
tively. If this score is negative, the word is predicted
as negative. Otherwise, it is predicted as positive.

2.3 CM sketch

The Count-Min sketch (Cormode and Muthukrish-
nan, 2004) with user chosen parameters (ε,δ) is

represented by a two-dimensional array with width
w and depth d. Parameters ε and δ control the
amount of tolerable error in the returned count (ε)
and the probability with which the returned count
is not within this acceptable error (δ) respectively.
These parameters determine the width and depth
of the two-dimensional array. We set w=2

ε , and
d=log(1

δ ). The depth d denotes the number of
pairwise-independent hash functions and there ex-
ists an one-to-one mapping between the rows and
the set of hash functions. Each of these hash func-
tions hk:{x1 . . . xN} → {1 . . . w}, 1 ≤ k ≤ d, takes
an item from the input stream and maps it into a
counter indexed by the corresponding hash function.
For example, h3(x) = 8 indicates that the item “x”
is mapped to the 8th position in the third row of the
sketch.

Update Procedure: When a new item “x” with
count c, the sketch is updated by:

sketch[k,hk(x)]← sketch[k,hk(x)] + c, ∀1 ≤ k ≤ d

Query Procedure: Since multiple items can be
hashed to the same position, the stored frequency in
any one row is guaranteed to overestimate the true
count. Thus, to answer the point query, we return
the minimum over all the positions indexed by the
k hash functions. The answer to Query(x) is: ĉ =
mink sketch[k, hk(x)].

2.4 CU sketch

The Count-Min sketch with conservative update
(CU sketch) (Goyal et al., 2010) is similar to CM
sketch except the update operation. It is based on
the idea of conservative update (Estan and Vargh-
ese, 2002) introduced in the context of networking.
It is used with CM sketch to further improve the es-
timate of a point query. To update an item, x with
frequency c, we first compute the frequency ĉ of this
item from the existing data structure and the counts
are updated according to:

ĉ = mink sketch[k,hk(x)], ∀1 ≤ k ≤ d

sketch[k,hk(x)]← max{sketch[k,hk(x)], ĉ+ c}

The intuition is that, since the point query returns
the minimum of all the d values, we will update a
counter only if it is necessary as indicated by the
above equation.

38



3 Generating Polarity Lexicon

Our framework to generate lexicon has three main
steps: First, we compute Semantic Orientation (SO)
of words using a formula defined in Section 2.2 us-
ing a large corpus. Second, we use a thesaurus (like
Roget) to constrain all synonym words in a group
to have the same polarity. Third, we discard words
which do not follow the above constraints. The three
steps are discussed in the following subsections.

3.1 Computing SO of a word

We use CM sketch to store counts of word pairs (ex-
cept word pairs involving stop words and numbers)
within a sliding window of size1 7 using a large cor-
pus: GWB66 of size 64GB (see Section 4.3). We
fix the number of counters of the sketch to 2 bil-
lion (2B) (8GB of memory) with conservative up-
date (CU) as it performs the best for (Goyal et al.,
2010) with d = 5 (see Section 2.3) hash functions.
We store exact counts of words in hash table.

Once, we have stored the counts for all words and
word pairs, we can compute the SO of a word using
a formula defined in Section 2.2. Moreover, a word
can have multiple senses, hence it can belong to mul-
tiple paragraphs. To assign a single label to a word,
we combine all its SO scores. We use positive SO
scores to label words as positive and negative SO to
label words as negative. We discard words with SO
equal to zero. We apply this strategy to all the words
in a thesaurus (like Roget) (refer to Section 3.2), we
call the lexicon constructed using SO scores using
thesaurus words as “SO” lexicon.

3.2 Using Thesaurus structure

Thesaurus like Roget2, Macquarie are available in
several languages. We use freely available version
of Roget thesaurus which has 1046 categories, each
containing on average 64 words and phrases. Terms
within a category are closely related to one another,
and they are further grouped into near-synonymous
words and phrases called paragraphs. There are
about 3117 paragraphs in Roget thesaurus. One
of the examples of paragraphs from the Roget the-
saurus is shown in Table 1. All the words appears to
be near-synonymous with positive polarity.

1Window size 7 is chosen from intuition and not tuned.
2http://www.nzdl.org/ELKB/

pure undefiled modest delicate decent decorous cherry chaste
continent virtuous honest platonic virgin unsullied simonpure

Table 1: A paragraph from the Roget thesaurus

We assign semantic orientation (SO) score to a
thesaurus paragraph3 (SO(TP )) by averaging over
SO scores over all the words in it. The SO(TP )
score constrains all the words in a paragraph to have
same polarity. If SO(TP ) > 0, all the words in a
paragraph are marked as positive. If SO(TP ) < 0,
all the words in a group are marked as negative. For
SO(TP ) = 0, we discard all the words of a para-
graph. For the paragraph in Table 1, the SO(TP )
for the paragraph is 8.72. Therefore, all the words in
this paragraph are labeled as positive. However, the
SO scores for “virgin” and “decorous” are negative,
therefore they are marked as negative by previous
lexicon “SO”, however they seem to be more pos-
itive than negative. Therefore, using the structure
of the lexicon helps us in correcting the polarity of
these words to negative. We apply this strategy to all
the 3117 Roget thesaurus paragraphs and construct
“SO-TP” lexicon using SO(TP ) scores.

3.3 Words and Thesaurus Consensus

Since near-synonymous words could have different
connotation or polarity. Hence, here we use both
SO of word and SO(TP ) of its paragraph to assign
polarity to a word. If SO(w) > 0 and SO(TP ) >
0, then we mark that word as positive. If SO(w) <
0 and SO(TP ) < 0, then we mark that word as
negative. In other cases, we discard the word.

We refer to the lexicon constructed using this
strategy on Roget thesaurus paragraphs as “SO-
WTP” lexicon. The motivation behind this is to gen-
erate precision orientated lexicon by having consen-
sus over both individual and paragraph scores. For
the paragraph in Table 1, we discard words “virgin”
and “decorous” from the lexicon, as they have con-
flicting SO(w) and SO(TP ) scores. In experiments
in Section 5.2.1, we also examine existing lexicons
to constrain the polarity of thesaurus paragraphs.

4 Evaluating SO computed using sketch

We compare the accuracy of computed SO using dif-
ferent sized corpora. We also compare exact counts
with approximate counts using sketch.

3We do not assign polarity to phrases and stop words.
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4.1 Data

We use Gigaword corpus (Graff, 2003) and a 66%
portion of a copy of web crawled by (Ravichan-
dran et al., 2005). For both the corpora, we split
the text into sentences, tokenize and convert into
lower-case. We generate words and word pairs over
a sliding window of size 7. We use four different
sized corpora: Gigaword (GW), GigaWord + 16%
of web data (GWB16), GigaWord + 50% of web
data (GWB50), and GigaWord + 66% of web data
(GWB66). Corpus Statistics are shown in Table 2.
We store exact counts of words in a hash table and
store approximate counts of word pairs in the sketch.

4.2 Test Set

We use General Inquirer lexicon4 (Stone et al., 1966)
as a benchmark to evaluate the semantic orientation
scores similar to (Turney and Littman, 2003) work.
Our test set consists of 1597 positive and 1980 nega-
tive words. Accuracy is used as an evaluation metric.

Corpus GW GWB16 GWB50 GWB66
Unzipped

9.8 22.8 49 64
Size (GB)

# of sentences
56.78 191.28 462.60 608.74

(Million)
# of Tokens

1.8 4.2 9.1 11.8
(Billion)

Stream Size
2.67 6.05 13.20 17.31

(Billion)

Table 2: Corpus Description

4.3 Effect of Increasing Corpus Size

We evaluate SO of words on four different sized
corpora (see Section 4.1): GW (9.8GB), GWB20
(22.8GB), GWB50 (49GB) and GWB66 (64GB).
First, we will fix number of counters to 2 billion
(2B) (CU-2B) as it performs the best for (Goyal
et al., 2010). Second, we will compare the CU-2B
model with the Exact over increasing corpus size.

We can make several observations from the Fig-
ure 1: • It shows that increasing the amount of data
improves the accuracy of identifying the SO of a
word. We get an absolute increase of 5.5 points
in accuracy when we add 16% Web data to Giga-
Word (GW). Adding 34% more Web data (GWB50),
gives a small increase of 1.3 points. Adding 16%

4The General Inquirer lexicon which is freely available at
http://www.wjh.harvard.edu/˜inquirer/

more Web data (GWB66), give an increase of 0.5
points. • Second, CU-2B performs as good as Ex-
act. • These results are also comparable to Turney’s
(2003) state-of-the-art work where they report an ac-
curacy of 82.84%. Note, they use a 100 billion to-
kens corpus which is larger than GWB66 (12 billion
tokens).

This experiments shows that using unzipped cor-
pus size ≥ 50 GB (12 billion tokens), we get per-
formance comparable to the state-of-the-art. Hence,
this approach is applicable for any language which
has large collection of monolingual data available
in it. Note that these results compared to best re-
sults of (Goyal et al., 2010) that is 77.11 are 4.5
points better; however in their work their goal was
to show their approach scales to large data. We sus-
pect the difference in results is due to difference in
pre-processing and choosing the window size. We
used counts from GWB66 (64GB) to generate lexi-
cons in Section 3.
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Figure 1: Evaluating Semantic Orientation of words with Ex-
act and CU counts with increase in corpus size

5 Lexicon evaluation

We evaluate the lexicons proposed in Section 3
both intrinsically (by comparing their lexicon en-
tries against General Inquirer (GI) lexicon) and ex-
trinsically (by using them in a phrase polarity anno-
tation task). We remove stop words and phrases for
comparison from existing lexicons as our framework
does not assign polarity to them.

5.1 Intrinsic evaluation

We compare the lexicon entries of “SO”, “SO-TP” ,
and “SO-WTP” against entries of GI Lexicon. This
evaluation is similarly used by other authors (Tur-
ney and Littman, 2003; Mohammad et al., 2009) to
evaluate sentiment lexicons.

Table 3 shows the percentage of GI positive (Pos),
negative (Neg) and all (All) lexicon entries that
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Lexicon (size) Pos (1597) Neg (1980) All (3577)
SO (32.2K) 0.79 0.73 0.76

S0-TP (33.1K) 0.88 0.64 0.75
SO-WTP (22.6K) 0.78 0.65 0.71

Roget-ASL (27.8K) 0.79 0.40 0.57

Table 3: The percentage of GI entries (positive, negative, and
all) that match those of the automatically generated lexicons

match the proposed lexicons. The recall of our pre-
cision orientated lexicon SO-WTP is only 5 and
4 % less compared to SO and SO-TP respectively
which are more recall oriented. We evaluate these
lexicons against Roget-ASL (discussed in Section
5.2.1). Even, Our SO-WTP precision oriented lexi-
con has more recall than Roget-ASL.

5.2 Extrinsic evaluation

In this section, we compare the effectiveness of our
lexicons on a task of phrase polarity identification.
We use the MPQA corpus which contains news ar-
ticles from a wide variety of news sources manually
annotated for opinions and other private states (like
beliefs, emotions, sentiments, speculations, etc.).
Moreover, it has polarity annotations (positive/neg-
ative) at the phrase level. We use MPQA5 version
2.0 collection of 2789 positive and 6079 negative
phrases. We perform an extrinsic evaluation of our
automatic generated lexicons (using large data and
thesaurus) against existing automated and manually
generated lexicons by using them to automatically
determine the phrase polarity. This experimental
setup is similar to Mohammad et al. (2009). How-
ever, in their work, they used MPQA version 1.0.

We use a similar algorithm as used by Mohammad
et al. (2009) to determine the polarity of the phrase.
If any of the words in the target phrase is labeled in
the lexicon as having negative SO, then the phrase is
marked as negative. If there are no negative words in
the target phrase and it contains one or more positive
words, then the phrase is marked as positive. In all
other cases, do not assign any tag.

The only difference with respect to Mohammad et
al. (2009) is that we use a list of 58 negation words
used in OpinionFinder6 (Wilson et al., 2005b) (Ver-
sion 1.4) to flip the polarity of a phrase if it contains
odd number of negation words. We can get better

5http://www.cs.pitt.edu/mpqa/databaserelease/
6www.cs.pitt.edu/mpqa/opinionfinderrelease

Lexicon # of positives # of negatives # of all
GI 1597 1980 3577

MPQA 2666 4888 7554
ASL 2320 2616 4936

Roget (ASL) 21637 6161 27798
Roget (GI) 10804 16319 27123

Roget (ASL+GI) 16168 12530 28698
MSOL 22088 32712 54800

SO 16620 15582 32202
SO-TP 22959 10117 33076

SO-WTP 14357 8257 22614
SO+GI 8629 9936 18565

SO-TP+GI 12049 9317 21366

Table 4: Summarizes all lexicons size

accuracies on phrase polarity identification using su-
pervised classifiers (Wilson et al., 2005a). However,
the goal of this work is only to show the effective-
ness of large data and thesaurus learned lexicons.

5.2.1 Baselines
We compare our method against the following

baselines: First, MPQA Lexicon7 ((Wilson et al.,
2005a)). Second, we use Affix seed lexicon (ASL)
seeds used by Mohammad et al. (2009) to assign
labels to Roget thesaurus paragraphs. ASL was
constructed using 11 affix patterns, e.g. honest-
dishonest (X-disX pattern). If ASL matches more
positive words than negative words in a paragraph
then all the words in the paragraph are labeled as
positive. However, if ASL matches more negative
words than positive words in a paragraph, then all
words in the paragraph are labeled as negative. For
other cases, we do not assign any labels. The gen-
erated lexicon is referred as Roget (ASL). Third, we
use GI Lexicon instead of ASL and generate Roget
(GI) Lexicon. Fourth, we use ASL + GI, and gen-
erate Roget (ASL+GI) Lexicon. Fifth, MSOL8 gen-
erated by Mohammad et al. (2009) using ASL+GI
lexicon on Macquarie Thesaurus. Note that Mac-
quarie Thesaurus is not freely available and its size
is larger than the freely available Roget’s thesaurus.

5.2.2 GI seeds information with SO Lexicon
We combine the GI seed lexicon with seman-

tic orientation of word computed using large cor-
pus to mark the words positive or negative in the-
saurus paragraphs. We combine the information

7www.cs.pitt.edu/mpqa/lexiconrelease/collectinfo1.html
8http://www.umiacs.umd.edu/˜saif/

Release/MSOL-June15-09.txt
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Polarity + (2789) - (6079) All (8868)
SO Lexicon R P F R P F R P F
MPQA .48 .73 .58 .48 .95 .64 .48 .87 .62
Roget (ASL) .64 .45 .53 .32 .90 .47 .42 .60 .49
Roget (GI) .50 .60 .55 .55 .86 .67 .53 .76 .62
Roget (ASL+GI) .62 .57 .59 .49 .91 .64 .53 .75 .62
MSOL .51 .58 .54 .60 .84 .70 .57 .74 .64
SO .63 .54 .58 .50 .90 .64 .54 .73 .62
SO-TP .68 .51 .58 .44 .93 .60 .52 .69 .59
SO-WTP .65 .54 .59 .44 .93 60 .51 .72 .60
SO+GI .60 .57 .58 .46 .93 .62 .50 .75 .60
SO-TP+GI .62 .58 .60 .45 .93 .61 .51 .76 .61

Table 5: Results on marking polarity of phrases using various
lexicons. The # in parentheses is the # of gold +/-/all phrases.

from large corpus with GI in two forms: • SO+GI:
If GI matches more number of positive words than
negative words in a paragraph and SO of a word
> 0, then that word is labeled as positive. However,
if GI matches more number of negative words than
positive words in a paragraph and SO of a word< 0,
that word is labeled as negative. For other cases,
we do not assign any labels to words. • SO-TP+GI:
Here, we use SO(TP ) scores instead of SO scores
and use the same strategy as in previous bullet to
generate the lexicon.

Table 4 summarizes the size of all lexicons.
MPQA has the largest size among manually created
lexicons. It is build on top of GI Lexicon. Ro-
get (ASL) has 78% positive entries. MSOL is the
biggest lexicon and it is about 2.5 times bigger than
our precision oriented SO-WTP lexicon.

5.2.3 Results
Table 5 demonstrates the performance of the algo-

rithm (discussed in Section 5.2) when using different
lexicons. The performance of existing lexicons is
shown in the top part of the table. The performance
of large data and thesaurus lexicons is shown in the
middle of the table. The bottom of the table com-
bines GI information with large data and thesaurus.

In the first part of the Table 5, our results demon-
strate that MPQA in the first row of the table has the
best precision on this task for both positive and neg-
ative phrases. Roget (ASL) in the second row has
the best recall for positives which is double the re-
call for negatives. Hence, this indicates that ASL is
biased towards positive words. Using GI with Ro-
get gives more balanced recall for both positives and
negatives in third row. Roget (ASL+GI) are more
biased towards positive words. MSOL has the best

recall for negatives; however it comes at an expense
of equal drop in precision with respect to MPQA.

In the second part of the Table using large data,
“SO” lexicon has same F-score as MPQA with pre-
cision and recall trade-offs. Using thesaurus along
with large data has comparable F-score; however it
again gives some precision and recall trade-offs with
noticeable 6 points drop in recall for negatives. The
small decrease in F-score for SO-WTP precision-
oriented lexicon (22, 614 entries) is due to its small
size in comparison to SO lexicon (32, 202 entries).
We are currently working with a small sized freely
available thesaurus which is smaller than Macquarie,
hence MSOL performs the best.

Using GI lexicon in bottom part of the Table, we
incorporate another form of information, which pro-
vides overall better precision than SO, SO-TP, and
SO-WTP approaches. Even for languages, where
we have only large amounts of data available, “SO”
can be beneficial. If we have thesaurus available for
a language, it can be combined with large data to
produce precision oriented lexicons.

6 Discussion and Conclusion

We constructed lexicons automatically using large
data and a thesaurus and evaluated its quality both
intrinsically and extrinsically. This framework can
easily scale to any language with a thesaurus and
a unzipped corpus size of ≥ 50 GB (12 billion to-
kens). However, if a language does not have the-
saurus, word similarity between words can be used
to generate word clusters. Currently we are explor-
ing using word clusters instead of using thesaurus
in our framework. Moreover, if a language does
not have large collection of data, we like to explore
bilingual lexicons to compute semantic orientation
of a word in another language. Another promising
direction would be to explore the idea of word simi-
larity combined with CM sketch (stores the approx-
imate counts of all word pairs in a bounded space of
8GB) in graph propagation setting without explicitly
representing the graph structure between words.
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Abstract

Locating documents carrying positive or neg-
ative favourability is an important application
within media analysis. This paper presents
some empirical results on the challenges fac-
ing a machine-learning approach to this kind
of opinion mining. Some of the challenges in-
clude: the often considerable imbalance in the
distribution of positive and negative samples;
changes in the documents over time; and ef-
fective training and quantification procedures
for reporting results. This paper begins with
three datasets generated by a media-analysis
company, classifying documents in two ways:
detecting the presence of favourability, and as-
sessing negative vs. positive favourability. We
then evaluate a machine-learning approach to
automate the classification process. We ex-
plore the effect of using five different types of
features, the robustness of the models when
tested on data taken from a later time period,
and the effect of balancing the input data by
undersampling. We find varying choices for
the optimum classifier, feature set and training
strategy depending on the task and dataset.

1 Introduction

Media analysis is a discipline closely related to con-
tent analysis (Krippendorff, 2004), with an emphasis
on analysing content with respect to:

Favourability how favourable an article is with
respect to an entity. This will typically be on a five
point scale: very negative, negative, neutral, positive
or very positive.

Key messages topics or areas that a client is inter-
ested in. This allows the client to gain feedback on
the success of particular public relations campaigns,
for example.

Media analysis has traditionally been done manu-
ally, however the explosion of content on the world-
wide web, in particular social media, has led to the
introduction of automatic techniques for performing
media analysis, e.g. Tatzl and Waldhauser (2010).

In this paper, we discuss our recent findings in ap-
plying machine learning techniques to favourability
analysis. The work is part of a two-year collabo-
ration between Gorkana Group, which includes one
of the foremost media analysis companies, Metrica,
and the University of Hertfordshire. The goal is to
develop ways of automating media analysis, espe-
cially for social media. The data used are from tra-
ditional media (newspapers and magazines) since at
the time of starting the experiment there was more
manually analysed data available. We discuss the
typical problems that arise in this kind of text min-
ing, and the practical results we have found.

The documents are supplied by Durrants, the me-
dia monitoring company within the Gorkana Group,
and consist of text from newspaper and magazine
articles in electronic form. Each document is anal-
ysed by trained human analysts, given scores for
favourability, as well as other characteristics which
the client has requested. This dataset is used to pro-
vide feedback to the clients about how they are por-
trayed in the media, and is summarised by Metrica
for clients’ monthly reports.

Favourability analysis is very closely related to
sentiment analysis, with the following distinction:
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sentiment analysis generally focuses on a (subjec-
tive) sentiment implying an opinion of the author,
for example:1

(1) Microsoft is the greattteesssst at EVERY-
THING

expresses the author’s opinion (which others may
not share) whereas favourability analysis, whilst
also taking into account sentiment, also measures
favourableobjective mentions of entities. For ex-
ample:2

(2) Halloween Eve Was The Biggest Instagram
Day Ever, Doubling Its Traffic

is an objective statement (no one can doubt that the
traffic doubled) that is favourable with respect to the
organisation, Instagram. Since the task is so simi-
lar to that of sentiment analysis, we hypothesise that
similar techniques will be useful.

The contributions of this paper are as follows: (1)
whilst automated sentiment analysis has received a
lot of attention in the academic literature, favourabil-
ity analysis has so far not benefited from an in-depth
analysis. (2) We provide results on a wide variety of
different classifiers, whereas previous work on sen-
timent analysis typically considers at most two or
three different classifiers. (3) We discuss the prob-
lem of imbalanced data, looking at how this impacts
on the training and evaluation techniques. (4) We
show that both attribute selection and balancing the
classifier’s training set can improve performance.

2 Background

There is a very large body of literature on both sen-
timent analysis and machine learning; for space rea-
sons, we will mention only a small sample.

2.1 Favourability Analysis

The most closely related task to ours is arguably
opinion mining, i.e. determining sentiment with re-
spect to a particular target. Balahur et al. (2010)
examine this task for newspaper articles. They
show that separating out the objective favourabil-
ity from the expressed sentiment led to an increase

1Actually, this is an ironic comment on a blog post at
TechCrunch.

2A headline from TechCrunch

in inter-annotator agreement, which they report as
81%, after implementing improvements to the pro-
cess. Melville et al. (2009) report on an automated
system for opinion mining applied to blogs, which
achieves between 64% and 91% accuracy, depend-
ing on the domain, while Godbole et al. (2007) de-
scribe a system applied to news and blogs.

Pang et al. (2002) introduced machine learning to
perform sentiment analysis. They used naı̈ve bayes,
support vector machines (SVMs) and maximum en-
tropy on the movie review domain, and report ac-
curacies between 77% and 83% depending on the
feature set, which included unigrams, bigrams, and
part-of-speech tagged unigrams. More recent work
along these lines is described in (Pang and Lee,
2008; Prabowo and Thelwall, 2009).

One approach to sentiment analysis is to build
up a lexicon of sentiment carrying words. Turney
(2002) described a way to automatically build such a
lexicon based on looking at co-occurrences of words
with other words whose sentiment is known. This
idea was extended by Gamon et al. (2005) who also
considered the lack of co-occurrence as useful infor-
mation.

Koppel and Schler (2006) show that it is impor-
tant to distinguish the two tasks of determining neu-
tral from non-neutral sentiment, and positive versus
negative sentiment, and that doing so can signifi-
cantly improve the accuracy of automated systems.

2.2 Machine Learning Approaches

Document classification is an ideal domain for ma-
chine learning, because the raw data, the text, are
easily manipulated, and often large amounts of text
can be obtained, making the problems amenable to
statistical analysis.

A classification model is essentially a mapping,
from a document described as a set of feature values
to a class label. In most cases, this class label is a
simple yes-no choice, such as whether the document
is favourable or not. In the experimental section of
this paper we describe results from applying a range
of different classification algorithms.

In general, two issues that affect machine-
learning approaches are the selection of features,
and the presence of imbalanced data.

45



2.2.1 Features

Useful features for constructing classification
models from text documents include sets of uni-
grams, bigrams or trigrams, dependency relation-
ships or selected words: we review these features in
the next section. From a machine-learning perspec-
tive, it is useful for the features to include only rele-
vant information, and also to be independent of each
other. This feature-selection problem has been tack-
led by several authors in different ways, e.g. (Blum
and Langley, 1997; Forman, 2003; Green et al.,
2010; Mladenić, 1998; Rogati and Yang, 2002). In
our experiments, we evaluate a technique to reduce
the number of features using attribute selection.

Alternative approaches to understanding the sen-
timent of text attempt to go beyond the simple la-
belling of the presence of a word. Some authors
have described experiments augmenting the above
feature sets with additional information. Mullen and
Collier (2004), for example, uses WordNet to add in-
formation about words found within text, and conse-
quently reports improved classification performance
in a sentiment analysis task.

2.3 Imbalanced Data

Our datasets, as is usual in many real-world applica-
tions, present varying degrees of imbalance between
the two classes. Imbalanced data must be dealt with
at two parts of the process: duringtraining, to ensure
the model is capable of working with both classes,
and inevaluation, to ensure a model with the best
performance is selected for use on novel data. These
two elements are often treated together, but need to
be considered separately. In particular, the appropri-
ate training method to handle imbalanced data can
vary between algorithm and domain.

First consideringevaluation, the standard mea-
sure of accuracy (proportion of correctly classified
examples) is inappropriate if 90% of the documents
are within one class. A simple ZeroR classifier (se-
lecting the majority class) will score highly, but it
will never get any examples of the minority class
correct. A better evaluation technique uses a combi-
nation of the separate accuracy measures on the two
classes (a1 anda2), whereai denotes the proportion
of instances from classi that were judged correctly.
For example, the geometric mean, as proposed by

Kubat et al. (1998), computes
√
a1 × a2. This has

the property that it strongly penalises poor perfor-
mance in any one class: if eithera1 or a2 is zero then
the geometric mean will be zero. This characteristic
is important for our purposes, since it is “easy” to
get high accuracy on the majority class, the measure
will favour classifiers that perform well on the mi-
nority class without significant loss of accuracy in
the majority class. In addition, the geometric mean
does not give preference to any one class, unlike, for
example, the F-measure. Measures such as the av-
erage precision and recall, or F-measure, may also
prove useful, especially if preference is being given
to one class.

Second considering thetraining process. An im-
balanced training set can lead tobiasin the construc-
tion of a machine-learning model. Such effects are
well-known in the literature, and various approaches
have been proposed to address this problem, such as
balancing the training set using under or over sam-
pling, and altering the weighting of the classifier
based on the proportion of the expected class. In our
experiments we used undersampling (where a ran-
dom sample is taken from the majority class to bal-
ance the size of the minority class); this technique
has the disadvantage of discarding training data. In
contrast, the SMOTE (Chawla et al., 2004) algo-
rithm is a technique for creating new instances of the
minority class, to balance the number in the major-
ity class. We also used geometric-mean as the eval-
uation measure for algorithms such as SVMs, when
selecting parameters.

3 Our Approach

3.1 Description of Data

The source documents have been tagged by analysts
for favourability and unfavourability, both of which
are given a non-negative score that is indicative both
of the number of favourable/unfavourable mentions
of the organisation and the degree of favourabil-
ity/unfavourability. Neutral documents are assigned
a score of zero for both favourability and unfavoura-
bility. We assign each document a class based on its
favourabilityf and unfavourabilityu scores. Docu-
ments are categorised as follows:
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Dataset Mixed V. Neg. Negative Neutral Positive V. Pos.
A 472 86 138 1610 1506 1664
C 7 0 5 2824 852 50
S 522 94 344 9580 2057 937

Table 1: Number of documents in each class for the datasets A,C and S.

Dataset Neutral Non-neutral
A 1610 3866
C 2824 914
S 9580 3954

Table 2: Class distributions for pseudo-subjectivity task

f > 0 andu > 0: mixed
f = 0 andu > 1: very negative
f = 0 andu = 1: negative
f = 0 andu = 0: neutral
f = 1 andu = 0: positive
f > 1 andu = 0: very positive

Table 1 shows the number of documents in each
category for three datasets A, C and S, which are
anonymised to protect Metrica’s clients’ privacy. A
and S are datasets for high-tech companies, whereas
C is for a charity. This is reflected in the low oc-
curence of negative favourability with dataset C.
Datasets A and C contain only articles that are rele-
vant to the client, whereas S contains articles for the
client’s competitors. We only make use of favoura-
bility judgments with respect to the client, however,
so those that are irrelevant to the client we simply
treat as neutral. This explains the overwhelming bias
towards neutral sentiment in dataset S.

In our experiments, we consider only those doc-
uments which have been manually analysed and for
which the raw text is available. Duplicates were re-
moved from the dataset. Duplicate detection was
performed using a modified version of Ferret (Lane
et al., 2006) which compares occurrences of charac-
ter trigrams between documents. We considered two
documents to be duplicates if they had a similarity
score higher than 0.75.

This paper describes experiments for two tasks:

Pseudo-subjectivity— detecting the presence or ab-
sence of favourability. This is thus a two-class prob-
lem with neutral documents in one class, and all
other documents in the other.

Dataset Positive Negative
A 3170 224
C 902 5
S 2994 438

Table 3: Class distributions for pseudo-sentiment task

Pseudo-sentiment— distinguishing between docu-
ments with generally positive and negative favoura-
bility. In our experiments, we treat this as a two class
problem, with negative and very negative docu-
ments in one class andpositive and very positive
documents in the other (ignoring mixed sentiment).

3.2 Method

We follow a similar approach to Pang et al. (2002):
we generate features from the article text, and train
a classifier using the manually analysed data.

We sorted the documents by time, and then se-
lected the earliest two thirds as a training set, and
kept the remainder as a held out test set. This al-
lows us to get an idea of how the system will per-
form when it is in use, since the system will neces-
sarily be trained on documents from an earlier time
period. We performed cross validation on the ran-
domised training set, giving us an upper bound on
the performance of the system, and we also mea-
sured the accuracy of every system on the held out
dataset. We hypothesised that new topics would be
discussed in the later time frame, and thus the accu-
racy would be lower, since the system would not be
trained on data for these topics.

We also experimented with balancing the input
data to the classifiers; each system was run twice,
once with all the input data, and once with data
which had been undersampled so that the number
of documents in each class was the same. And also
we experimented with attribute selection: reducing
the number of features used to describe the dataset.
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Type Relation Term
governor det the
governor rcmod sued
governor nn leader
dependent poss conference
dependent nsubj bullish
dependent dep beat

Table 4: Example dependency relations extracted from
the data. “Type” indicates whether the term referring to
the organisation is the governor or the dependent in the
expression.

3.2.1 Features for documents

We used five types of features:
Unigrams, bigrams and trigrams: produced using
the WEKA tokenizer with the standard settings.3

EntityWords : unigrams of words occurring within
a sentence containing a mention of the organisation
in question. Mentions of the organisation were de-
tected using manually constructed regular expres-
sions, based on datasets for organisations collected
elsewhere in the company. Sentence boundary de-
tection was performed using an OpenNLP4 tool.
Dependencies: we extract dependencies using the
Stanford dependency parser. For the purpose of
this experiment, we only considered dependencies
directly connecting the term relating to the organ-
isation. Table 4 gives example dependencies ex-
tracted from the data. For example, the phrase
“. . . prompted [organisation name] to be bullish. . . ”
led to the extraction of the termbullish, where the
organisation name is the subject of the verb and the
organisation name is a dependent of the verbbullish.
For each dependency, all this information is com-
bined into a single feature.

3.3 Classification Algorithms

We used the following classifiers in our experiments:
naı̈ve Bayes, Support Vector Machines (SVMs),k-
nearest neighbours withk = 1 andk = 5, radial
basis function (RBF) networks, Bayesian networks,
decision trees (J48) and a propositional rule learner,
Repeated Incremental Pruning to Produce Error Re-
duction (JRip). We also included two baseline clas-

3We used the StringToWordVectorClass constructed with an
argument of 5,000.

4http://opennlp.sourceforge.net

sifiers, ZeroR, which simply chooses the most fre-
quent class in the training set, and Random, which
chooses classes at random based on their frequencies
in the training set.

These are taken from the WEKA toolkit (Witten
and Frank, 2005), with the exception of SVMs, for
which we used the LibSVM implementation, naı̈ve
Bayes (since the Weka implementation does not ap-
pear to treat the value occurring with a feature as
a frequency) and Random, both of which we imple-
mented ourselves. We used WEKA’s default settings
for classifiers where appropriate.

3.3.1 Parameter search for SVMs

We used a radial-basis kernel for our SVM algo-
rithm which requires two parameters to be optimised
experimentally. This was done for each fold of cross
validation. Each fold was further divided, and three-
fold cross validation was performed for each param-
eter combination. We varied the gamma parameter
exponentially between10−5 and105 in multiples of
100, and varied cost between 1 and 15 in increments
of 2. We used the geometric mean of the accuracies
on the two classes to choose the best combination of
parameters; using the geometric mean enables us to
train and evaluate the SVM from either balanced or
imbalanced datasets.

3.3.2 Attribute Selection

Because of the long training time of many of
the classifiers with numbers of features, we also
looked at whether reducing the dimensionality of the
data before training by performing attribute selec-
tion would enhance or hinder performance. The at-
tribute selection was done by ranking the features
using the Chi-squared measure and taking the top
250 with the most correlation with the class. The ex-
ception to this wask-nearest neighbours, for which
we used random projections with 250 dimensions.
For the RBF network we tried both attribute selec-
tion and random projections, and naı̈ve Bayes was
run both with and without attribute selection.

3.4 Results

Tables 5 and 6 show the best classifier on the cross-
validation evaluation for each dataset and feature
set for the pseudo-subjectivity and pseudo-sentiment
tasks respectively, together with the Random clas-
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Cross val. acc. Held out acc.
S Random 0.465± 0.008 0.461± 0.007
S EntityWords SVM X 0.912± 0.002 0.952± 0.001
S Unigrams JRip X X 0.907± 0.002 0.952± 0.002
S Bigrams SVM X X 0.875± 0.007 0.885± 0.004
S Trigrams Naı̈ve Bayes 0.791± 0.003 0.759± 0.003
S Dependencies RBFNet X 0.853± 0.005 0.766± 0.054

C Random 0.417± 0.017 0.419± 0.027
C EntityWords Naı̈ve Bayes X 0.704± 0.011 0.640± 0.018
C Unigrams Naı̈ve Bayes X 0.735± 0.007 0.659± 0.032
C Bigrams Naı̈ve Bayes 0.756± 0.012 0.640± 0.014
C Trigrams Naı̈ve Bayes 0.757± 0.004 0.679± 0.017

A Random 0.453± 0.004 0.453± 0.017
A EntityWords BayesNet X 0.691± 0.008 0.625± 0.019
A Unigrams SVM X X 0.696± 0.005 0.619± 0.010
A Bigrams SVM X X 0.680± 0.012 0.609± 0.026
A Trigrams Naı̈ve Bayes X 0.610± 0.011 0.536± 0.019

Table 5: Results for the pseudo-subjectivity task, distinguishing documents neutral with respect to favourability from
those which are not neutral. The accuracy was computed as thegeometric mean of accuracy on the neutral documents
and the accuracy on the non-neutral documents. The best-performing classifier on cross-validation is shown for each
feature set, along with the Random classifier as a baseline. An indication is given of whether the best-performing
system used attribute selection and/or balancing on the input data.

D
at

as
et

Features Best Classifier B
al

an
ce

Cross val. acc. Held out acc.
S Random 0.332± 0.023 0.365± 0.03
S EntityWords Naı̈ve Bayes X 0.738± 0.008 0.552± 0.033
S Unigrams Naı̈ve Bayes X 0.718± 0.017 0.650± 0.024
S Bigrams Naı̈ve Bayes X 0.748± 0.013 0.682± 0.023
S Trigrams Naı̈ve Bayes X 0.766± 0.014 0.716± 0.038
S Dependencies Naı̈ve Bayes 0.566± 0.014 0.523± 0.060

A Random 0.253± 0.026 0.111± 0.072
A EntityWords Naı̈ve Bayes X 0.737± 0.016 0.656± 0.067
A Unigrams Naı̈ve Bayes X 0.769± 0.008 0.756± 0.031
A Bigrams Naı̈ve Bayes 0.755± 0.009 0.618± 0.157
A Trigrams Naı̈ve Bayes 0.800± 0.02 0.739± 0.088

Table 6: Results for the pseudo-sentiment task, distinguishing positive and negative favourability. See the preceding
table for details. None of the best performing systems used attribute selection on this task. No data is shown for dataset
C since there were not enough negative documents in the test set to compute the accuracies.
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sifier baseline. The accuracies shown were com-
puted using the geometric mean of the accuracy on
the two classes. This was computed for each cross-
validation fold; the value shown is the (arithmetic)
mean of the accuracies on the five folds, together
with an estimate of the error in this mean. The val-
ues for the held out data were computed in the same
way, dividing the data into five, allowing us to esti-
mate the error in the accuracy.

4 Discussion

4.1 Overall accuracy

The most notable difference between the two tasks,
pseudo-subjectivity and pseudo-sentiment, is that
the best classifier for the sentiment task was naı̈ve
Bayes in every case, whereas the best classifier
varies with dataset and feature set for the pseudo-
subjectivity task. This is presumably because the in-
dependence assumption on which the naı̈ve Bayes
classifier is based holds very well for the pseudo-
sentiment task, at least with our datasets.

The level of accuracy we report for the pseudo-
sentiment task is lower than that typically reported
for sentiment analysis, e.g. Pang et al. (2002), but
in line with that from other results, such as Melville
et al. (2009). This could be because favourability
is harder to determine than sentiment. For exam-
ple it may require world knowledge in addition to
linguistic knowledge, in order to determine whether
the reporting of a particular event is good news for a
company, even if reported objectively.

Accuracy on the held out dataset is up to 10%
lower than the cross-validation accuracy on the
pseudo-subjectivity task, and up to 6% lower on the
pseudo-sentiment task. This is probably due to a
change in topics over time. This degradation in per-
formance could be reduced by techniques such as
those used to improve cross-domain sentiment anal-
ysis (Li et al., 2009; Wan, 2009).

4.2 Features

Trigrams proved the most effective feature type in
3 out of the 5 different experiments, with unigrams
and entity words proving the best in 1 case each.
However, in many cases, there is not a significant
difference between the results for different datasets.

Although we only computed dependencies for

one dataset, S, we found that they did not provide
significant benefit on their own. This may be due
to the sparseness of the data, since we only ex-
tracted dependencies with respect to the organisa-
tion in question. Dependencies may be useful when
combined with other features, such as unigrams.

Attribute selection was not always effective
in improving classification, even with the high-
dimensionality of the data. In the pseudo-sentiment
task, none of the best classifiers used attribute se-
lection. In the pseudo-subjectivity task, 8 out of 13
results showed a benefit in using attribute selection.
This issue deserves further exploration, not least be-
cause reducing the number of attributes can consid-
erably speed-up the training process.

4.3 Imbalance

Finally, we look at our results considering the im-
balanced data problem. Within some of the algo-
rithms, balance is actively taken account during the
training process: e.g. naı̈ve Bayes has a weighting
on its class output to compensate for different fre-
quencies, and the SVM training process uses geo-
metric mean for computing performance, which en-
courages a good performance on imbalanced data.
In addition, we have presented results on the differ-
ence between training with balanced and unbalanced
datasets. Better results are obtained in 5 out of the
13 results for the pseudo-subjectivity task (Table 5),
and in 6 out of 9 results for the pseudo-sentiment
task (Table 6), suggesting that balancing the training
data is a useful technique in most cases.

However, a surprising result is found in Table 7,
which shows selected pseudo-subjectivity results for
dataset S with and without balanced input data. This
dataset has an approximately 70:30 imbalance in
the class distribution. Interestingly, balancing the
data shows mixed results for this dataset. In par-
ticular, the accuracy of the Bayesian network, and
sometimes the naı̈ve Bayes classifier, are severely
reduced. We found similar behaviour with dataset
C (with a 75:25 imbalance), however, as shown in
Table 8, we found the converse on dataset A (with
a 30:70 imbalance): nearly every classifier per-
formed better with balanced data. Further, Table 6
shows that balancing data has proven effective for
the naı̈ve Bayes classifiers in the pseudo-sentiment
task, where the imbalance is more severe (94:6 for
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Unbalanced Balanced
Features Classifier Neut. Non. Cross val. acc. Neut. Non. Cross val. acc.

EntityWords SVM 0.962 0.864 0.912± 0.003 0.959 0.864 0.911± 0.002
EntityWords Naı̈ve Bayes 0.969 0.850 0.908± 0.003 1 0 0± 0

Unigrams SVM 0.959 0.857 0.907± 0.002 0.954 0.859 0.905± 0.002
Unigrams Naı̈ve Bayes 0.774 0.789 0.781± 0.006 0.910 0.581 0.727± 0.008

Bigrams SVM 0.747 0.933 0.835± 0.006 0.849 0.901 0.875± 0.007
Bigrams Naı̈ve Bayes 0.883 0.716 0.795± 0.004 0.947 0.569 0.734± 0.005

Trigrams BayesNet 0.620 0.883 0.739± 0.009 0.975 0.118 0.289± 0.086
Trigrams J48 0.356 0.964 0.586± 0.012 0.441 0.942 0.644± 0.008
Trigrams JRip 0.422 0.963 0.637± 0.003 0.388 0.963 0.605± 0.042
Trigrams SVM 0.575 0.921 0.728± 0.008 0.604 0.909 0.740± 0.009
Trigrams Naı̈ve Bayes 0.810 0.758 0.784± 0.003 0.922 0.593 0.739± 0.005
Trigrams RBFNet 0.459 0.949 0.659± 0.010 0.478 0.934 0.667± 0.013

Table 7: Selected balanced versus unbalanced cross validation accuracies (geometric mean) for dataset S, pseudo-
subjectivity task, together with the accuracies on the individual classes, neutral and non-neutral. For consistency,only
results where attribute selection was performed are shown.

Unbalanced Balanced
Features Classifier Neut. Non. Cross val. acc. Neut. Non. Cross val. acc.

EntityWords SVM 0.872 0.394 0.587± 0.006 0.575 0.812 0.683± 0.007
EntityWords Naı̈ve Bayes 0.972 0.111 0.326± 0.021 0.944 0.192 0.426± 0.015

Unigrams SVM 0.837 0.464 0.622± 0.011 0.694 0.698 0.696± 0.005
Unigrams Naı̈ve Bayes 0.896 0.318 0.531± 0.018 0.736 0.582 0.652± 0.012

Bigrams SVM 0.852 0.36 0.553± 0.006 0.58 0.8 0.68± 0.012
Bigrams Naı̈ve Bayes 0.959 0.203 0.439± 0.017 0.86 0.433 0.605± 0.024

Trigrams SVM 0.935 0.173 0.401± 0.018 0.407 0.851 0.588± 0.009
Trigrams Naı̈ve Bayes 0.938 0.249 0.481± 0.013 0.84 0.446 0.61± 0.011

Table 8: Selected balanced versus unbalanced cross validation accuracies (geometric mean) for dataset A, pseudo-
subjectivity task (see the preceding table for details).

A, and 88:12 for S).
Given these results, we suggest that balancing the

training datasets is usually an effective strategy, al-
though sometimes the benefits are small if account
of balancing is also part of the parameter-selection
process for your learning algorithm.

5 Conclusion and Further Work

We have empirically analysed a range of machine-
learning techniques for developing favourability
classifiers in a commercial context. These tech-
niques include different classification algorithms,
use of attribute selection to reduce the feature sets,

and treatment of the imbalanced data problem. Also,
we used five different types of feature set to create
the datasets from the raw text. We have found a wide
variation, from less than 0.7 to over 0.9 geometric
mean of accuracy, depending on the particular set
of data analysed. We have shown how balancing
the class distribution in training data can be benefi-
cial in improving performance, but some algorithms
(i.e. naı̈ve Bayes) can be adversely affected. In fu-
ture work we will apply these techniques to larger
volumes of social media, and further explore the
questions of balancing datasets, other features and
feature selection, as well as embedding these algo-
rithms within the workflow of the company.
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Abstract 

Sentiment analysis is one of the recent, 
highly dynamic fields in Natural Language 
Processing. Most existing approaches are 
based on word-level analysis of texts and 
are able to detect only explicit expressions 
of sentiment.  In this paper, we present an 
approach towards automatically detecting 
emotions (as underlying components of 
sentiment) from contexts in which no clues 
of sentiment appear, based on 
commonsense knowledge. The resource we 
built towards this aim – EmotiNet - is a 
knowledge base of concepts with 
associated affective value. Preliminary 
evaluations show that this approach is 
appropriate for the task of implicit emotion 
detection, thus improving the performance 
of sentiment detection and classification in 
text. 

1 Introduction 

Research in affect has a long established tradition 
in many sciences - linguistics, psychology, socio-
psychology, cognitive science, pragmatics, 
marketing or communication science. Recently, 
many closely related subtasks were developed also 
in the field of Natural Language Proceesing (NLP), 
such as emotion detection, subjectivity analysis, 
opinion mining to sentiment analysis, attitude and 

appraisal analysis or review mining (Pang and Lee, 
2008). 
Among these tasks, sentiment analysis aims at 
detecting the expressions of sentiment in text and 
subsequently classify them, according to their 
polarity (semantic orientation) among different 
categories (usually, among positive and negative). 
The problem is defined by Pang and Lee (2008) as 
“the binary classification task of labeling an 
opinionated document as expressing either an 
overall positive or an overall negative.” (Pang and 
Lee, 2008) 
According to the Webster dictionary 
(http://www.merriam-webster.com/), sentiment suggests 
a settled opinion reflective of one’s feelings, where 
the term feeling is defined as the conscious 
subjective experience of emotion. (Van den Bos, 
2006), “a single component of emotion, denoting 
the subjective experience process” (Scherer, 2005).  
Most of the research performed in the field of 
sentiment analysis has aimed at detecting explicit 
expressions of sentiment (i.e. situations where 
specific words or word combinations are found in 
texts). Nevertheless, the expression of emotion is 
most of the times not achieved through the use of 
emotion-bearing words (Pennebaker et al., 2003), 
but indirectly, by presenting situations that based 
on commonsense knowledge can be interpreted in 
an affective manner (Balahur and Montoyo, 2008; 
Balahur and Steinberger, 2009).  
In this paper, we present a method to build a 
commonsense knowledge base (EmotiNet) 
representing situations that trigger emotions. We 
demonstrate that by using this resource, we are 
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able to detect emotion from textual contexts in 
which no explicit mention of affect is present.   

2 State of the Art 

In Artificial Intelligence (AI), the term affective 
computing was first introduced by Picard (1995). 
Previous approaches to spot affect in text include 
the use of models simulating human reactions 
according to their needs and desires (Dyer, 1987), 
fuzzy logic (Subasic and Huettner, 2000), lexical 
affinity based on similarity of contexts – the basis 
for the construction of WordNet Affect  
(Strapparava and Valitutti, 2004) or SentiWord-
Net (Esuli and Sebastiani, 2005), detection of 
affective keywords (Riloff et al., 2003) and 
machine learning using term frequency (Pang et 
al., 2002; Riloff and Wiebe, 2003), or term 
discrimination (Danisman and Alpkocak, 2008). 
Other proposed methods include the creation of 
syntactic patterns and rules for cause-effect 
modeling (Mei Lee et al., 2009). Significantly 
different proposals for emotion detection in text 
are given in the work by (Liu et al, 2003) and the 
recently proposed framework of sentic computing 
(Cambria et al., 2009), whose scope is to model 
affective reaction based on commonsense 
knowledge. For a survey on the affect models and 
their affective computing applications, see (Calvo 
and D’Mello, 2010).  

3 Motivation and Contribution 

The tasks of emotion detection and sentiment 
analysis have been approached by a large volume 
of research in NLP . Nevertheless, most of this 
research has concentrated on developing methods 
for detecting only explicit mentions of sentiment in 
text. Therefore, sentences such as “I’m going to a 
party”, which express an underlying emotion, 
cannot be classified by most of the existing 
approaches. A method to overcome this issue is 
proposed in by sentic computing (Cambria et al., 
2009) and by (Liu et al, 2003), whose main idea is 
acquiring knowledge on the emotional effect of 
different concepts. In this manner, the system 
would know that “going to a party” is something 
that produces “joy”. However, more complex 
contexts, such as “I’m going to a party, although I 
should study for my exam.”, where the emotion 
expressed is most probably “guilt”, cannot be 

correctly detected and classified by present 
systems. 
In the light of these considerations, our 
contribution relies in proposing and implementing 
a framework for modeling affect based on the 
appraisal theories, which can support the automatic 
processing of texts to extract: 

• The components of the situation presented 
(which we denote by “action chains”) and 
their relation (temporal, causal etc.) 

• The elements on which the appraisal is 
done in each action of the chain (agent, 
action, object); 

• The appraisal criteria that can 
automatically be determined from the text 
(modifiers of the action, actor, object in 
each action chain); 

4 Modeling Affective Reaction Using 
Commonsense Knowledge  

Our main idea is that emotion can be expressed in 
text by presenting a sequence of actions (situations 
in which different concepts appear), which, based 
on commonsense knowledge and previous 
experiences, trigger an emotional reaction. This 
idea is linked to the Appraisal Theories, which 
claim that emotions are elicited and differentiated 
on the basis of the subjective evaluation of the 
personal significance of a situation, object or event 
(De Rivera, 1977; Frijda, 1986; Johnson-Laird and 
Oatley, 1989 – among others). Viewed in a simpler 
manner, a situation is presented as a chain of 
actions, each with an actor and an object; the 
appraisal depends on the temporal and causal 
relationship between them, on the characteristics of 
the actors involved in the action and on the object 
of the action.  
Given this insight, the general idea behind our 
approach is to model situations as chains of actions 
and their corresponding emotional effect using an 
ontological representation. According to the 
definition provided by Studer et al. (1998), an 
ontology captures knowledge shared by a 
community that can be easily sharable with other 
communities. These two characteristics are 
especially relevant if we want the recall of our 
approach to be increased. Knowledge managed in 
our approach has to be shared by a large 
community and it also needs to be fed by 
heterogeneous sources of common knowledge to 
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avoid uncertainties. However, specific assertions 
can be introduced to account for the specificities of 
individuals or contexts. In this manner, we can 
model the interaction of different events in the 
context in which they take place. 

5 Building a Knowledge Base for 
Detecting Implicit Expressions of 
Emotion 

In order to build a resource that is capable of 
capturing emotional reaction to real-world 
situations in which commonsense knowledge plays 
a significant role in the affective interpretation, we 
aim at representing chains of actions and their 
corresponding emotional labels from several 
situations in such a way that we will be able to 
extract general patterns of appraisal. Our approach 
defines an action chain as a sequence of action 
links, or simply actions that trigger an emotion on 
an actor. Each specific action link can be described 
with a tuple (actor, action type, patient, emotional 
reaction). 
In order to manage and store action chains, the 
approach we propose defines a new knowledge 
base, called EmotiNet, which aims to be a resource 
for detecting emotions in text, and a 
(semi)automatic, iterative process to build it, which 
is based on existing knowledge from different 
sources. This process extracts the action chains 
from a set of documents and adds them to the KB. 
Specifically, EmotiNet was built by following the 
next steps: 

1. The design of an ontology, which contains 
the definitions of the main concepts of the 
domain.  

2. The extension and population of this 
ontology using the situations stored in the 
ISEAR International Survey of Emotional 
Antecedents and Reactions (ISEAR, 
http://www.unige.ch/fapse/emotion/databanks/isear.
html) – (Scherer and Wallbott, 1997) 
database. 

3.  The expansion of the ontology using 
existing commonsense knowledge bases – 
ConceptNet (Liu and Singh, 2004) and 
other resources – VerbOcean (Chklovski 
and Pantel, 2004). 

5.1 Design of the Ontology 

As mentioned before, the process of building the 
core of the EmotiNet knowledge base (KB) of 
action chains started with the design of the core 
ontology, whose design process was specifically 
divided in three stages:  
1. Establishing the scope and purpose of the 
ontology. The EmotiNet ontology needs to capture 
and manage knowledge from three domains: 
kinship membership, emotions (and their relations) 
and actions (characteristics and relations between 
them).   
2. Reusing knowledge from existing ontologies. 
In a second stage, we searched for other ontologies 
on the Web containing concepts related to the 
knowledge cores we specified. At the end of the 
process, we located two ontologies that are reused 
in our ontological representation: the ReiAction 
ontology (www.cs.umbc.edu/~lkagal1/rei 

/ontologies/ReiAction.owl), which represents actions 
between entities in a general manner, and the 
family ontology (www.dlsi.ua.es/~jesusmhc/emotinet 

/family.owl), which contains knowledge about 
family members and the relations between them.  
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Figure 1. Partial RDF graph of the Emotion Ontology. 
 
3. Creating the final knowledge core from the 
ontologies imported. This third stage involved the 
design of the last remaining core, i.e. emotion, and 
the combination of the different knowledge sources 
into a single ontology: EmotiNet. In order to 
describe the emotions and the way they relate and 
compose, we employ Robert Plutchik’s wheel of 
emotion (Plutchik, 2001) and Parrot’s tree-
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structured list of emotions (Parrot, 2001). These 
models contain an explicit modeling of the 
relations between the different emotions. At the 
end of the design process, the knowledge core 
included different types of relations between 
emotions and a collection of specific instances of 
emotion (e.g. anger, joy). In the last step, these 
three cores were combined using new classes and 
relations between the existing members of these 
ontologies (Fig. 2). 
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Figure 2. Main concepts of EmotiNet. 

5.2 Extension and Population of the Ontology 

In order to have a homogenous starting base, we 
selected from the 7667 examples in the ISEAR 
database only the 1081 cases that contained 
descriptions of situations between family members. 
Subsequently, the examples were POS-tagged 
using TreeTagger. Within each emotion class, we 
then computed the similarity of the examples with 
one another, using the implementation of the Lesk 
distance in Ted Pedersen’s Similarity Package. 
This score was used to split the examples in each 
emotion class into six clusters using the Simple K-
Means implementation in Weka. The idea behind 
this approach, confirmed by the output of the 
clusters, was to group examples that are similar, in 
vocabulary and structure. From this collection, we 
manually selected a subset of 175 documents with 
25 expressions related to each of the emotions: 
anger, disgust, guilt, fear, sadness, joy and shame. 
The criteria for choosing this subset were the 
simplicity of the sentences and the variety of 
actions described. 
The next step was to extract the actions chains 
described in each of the examples. For this, we 
employed Semrol, the semantic role labeling (SRL) 
system introduced by Moreda et al. (2007). For the 

core of knowledge in the EmotiNet KB, we need 
100% accurate information. Therefore, we 
manually extract the agent, the verb and the patient 
(the surface object of the verb) from the output of 
Semrol. For example, if we use the input sentence 
“I’m going to a family party because my mother 
obliges me to”, the system extracts two triples with 
the main actors of the sentences: (I, go, family 
party) and (mother, oblige, me), related by the 
causal adverb “because”.  
Further on, we resolve the anaphoric expressions 
automatically, using a heuristic selection of the 
family member mentioned in the text that is closest 
to the anaphoric reference and whose properties 
(gender, number) are compatible with the ones of 
the reference. The replacement of the references to 
the speaker, e.g. ‘I’, ‘me’, ‘myself’, is resolved by 
taking into consideration the entities mentioned in 
the sentence. In case of ambiguity, we choose the 
youngest, female member. Following the last 
example, the subject of the action would be 
assigned to the daughter of the family and the 
triples would be updated: (daughter, go, 
family_party) and (mother, oblige, daughter). 
Finally, the action links (triplets) are grouped and 
sorted in action chains. This process of sorting is 
determined by the adverbial expressions that 
appear within the sentence, which actually specify 
the position of each action on a temporal line (e.g. 
“although” “because”, “when”). We defined 
pattern rules according to which the actions 
introduced by these modifiers happen prior to or 
after the current context.   
Using our combined emotion model as a reference, 
we manually assigned one of the seven most basic 
emotions, i.e. anger, fear, disgust, shame, sadness, 
joy or guilt, or the neutral value to all the action 
links obtained, thus generating 4-tuples (subject, 
action, object, emotion), e.g. (daughter, go, family 
party, neutral) or (mother, oblige, daughter, 
disgust).  
Once we carried out these processes on the chosen 
documents, we obtained 175 action chains (ordered 
lists of tuples). In order to be included in the 
EmotiNet knowledge base, all their action links 
needed to be mapped to existing concepts or 
instances within the KB. When these did not exist, 
they were added to it. We would like to highlight 
that in EmotiNet, each tuple (actor, action, patient, 
emotion) extracted has its own representation as an 
instance of the subclasses of Action. Each in-stance 
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of Action is related to an instance of the class Feel, 
which represents the emotion felt in this action. 
Subsequently, these instances (action links) were 
grouped in sequences of actions (class Sequence) 
ended by an instance of the class Feel, which 
determine the final emotion felt by the main 
actor(s) of the chain.  
In our example, we created two new classes Go 
and Oblige (subclasses of DomainAction) and two 
new instances of them: instance act1 (“Go”, 
“daughter”, “family_party”, “Neutral”); and 
instance act2 (“Oblige”, “mother”, “daughter”, 
“Angry”). The last action link already existed 
within EmotiNet from another chain so we reused 
it: instance act3 (“Feel”, “daughter”, “anger”). The 
next step consisted in grouping these instances into 
sequences by means of instances of the class 
Sequence, which is a subclass of Action that can 
establish the temporal order between two actions 
(which one occurred first). Fig. 3 shows an 
example of a RDF graph with the action chain of 
our example. We used Jena 
(http://jena.sourceforge.net/) and MySQL for the 
management and storage of EmotiNet on a 
database.  
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Figure 3. RDF graph of an action chain. 

5.3 Ontology Expansion 

In order to extend the coverage of the resource, we 
expanded the ontology with the actions and 
relations from VerbOcean. This process is essential 
for EmotiNet, since it adds new types of action and 
relations between actions, which might not have 
been analyzed before, thus reducing the degree of 
dependency between the resource and the initial set 
of examples. In particular, 299 new actions were 
automatically included as subclasses of 

DomainAction, which were directly related to any 
of the actions of our ontology through three new 
relations: can-result-in, happens-before and 
similar. 

6 Experiments and Evaluation 

The evaluation of our approach consists in testing 
if by employing the model we built and the 
knowledge contained in the core of EmotiNet 
(which we denote by “knowledge sets”), we are 
able to detect the emotion expressed in new 
examples pertaining to the categories in ISEAR. 
Therefore, we use a test set (marked with B) that 
contains 895 examples (ISEAR phrases 
corresponding to the seven emotions modeled, 
from which core examples were removed).  
In order to assess the system performance on the 
two test sets, we followed the same process we 
used for building the core of EmotiNet, with the 
exception that the manual modeling of examples 
into tuples was replaced with the automatic 
extraction of (actor, verb, patient) triples from the 
output given by Semrol. Subsequently, we 
eliminated the stopwords in the phrases contained 
in these three roles and performed a simple corefe-
rence resolution. Next, we ordered the actions 
presented in the phrase, using the adverbs that 
connect the sentences, through the use of patterns 
(temporal, causal etc.). The resulted action chains 
for each of the examples in the two test sets will be 
used in carrying different experiments:  
 (1). In the first approach, for each of the situations 
in the test sets (represented now as action chains), 
we search the EmotiNet KB to encounter the 
sequences in which these actions in the chains are 
involved and their corresponding subjects. As a 
result of the search process, we obtain the emotion 
label corresponding to the new situation and the 
subject of the emotion based on a weighting 
function. This function takes into consideration the 
number of actions and the position in which they 
appear in the sequence contained in EmotiNet. The 
issue in this first approach is that many of the 
examples cannot be classified, as the knowledge 
they contain is not present in the ontology.  
(2). A subsequent approach aimed at surpassing the 
issues raised by the missing knowledge in 
EmotiNet. In a first approximation, we aimed at 
introducing extra knowledge from VerbOcean, by 
adding the verbs that were similar to the ones in 
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the core examples (represented in VerbOcean 
through the “similar” relation). Subsequently, each 
of the actions in the examples to be classified that 
was not already contained in EmotiNet, was sought 
in VerbOcean. In case one of the similar actions 
was already contained in the KB, the actions were 
considered equivalent. Further on, each action was 
associated with an emotion, using the ConceptNet 
relations and concepts (HasSubevent, Causes, 
ConceptuallyRelatedTo, HasPrerequisite). Finally, 
new examples were matched against chains of 
actions containing the same emotions, in the same 
order.  While more complete than the first 
approximation, this approach was also affected by 
lack of knowledge about the emotional content of 
actions. To overcome this issue, we proposed two 
heuristics: 
(2a) In the first one, actions on which no affect 
information was available, were sought in within 
the examples already introduced in the EmotiNet 
and were assigned the most frequent class of 
emotion labeling them. The corresponding results 
are marked with A2a and B2a, respectively. 
 (2b) In the second approximation, we used the 
most frequent emotion associated to the known 
links of a chain, whose individual emotions were 
obtained from ConceptNet.  In this case, the core 
of action chains is not involved in the process. The 
corresponding results are marked with A2b and 
B2b. 
We performed the steps described on test set B. 
The results are shown in Table 1 (results on 
classified examples) and Table 2 (results on all 
examples). 
 
Emotio
n 

Correct Total Accuracy 

B1 B2
a 

B2
b 

B1 B 
2a 

B2
b 

B1 B2a B2b 

disgust 16 16 21 44 42 40 
36.3

6 
38.0

9 
52.5

0 

shame 25 25 26 70 78 73 
35.7

1 
32.0

5 
35.6

2 

anger 31 47 57 
10
5 

11
5 121 

29.5
2 

40.8
6 

47.1
1 

fear 35 34 37 58 65 60 
60.3

4 
52.3

0 
61.6

7 

sadness 46 45 41 
11
1 

12
3 125 

41.4
4 

36.5
8 

32.8
0 

joy 13 16 18 25 29 35 52 
55.1

7 
51.4

3 

guilt 59 68 64 
15
8 

16
5 171 

37.3
4 

41.2
1 

37.4
3 

Total 22
5 251 264 

57
1 

61
7 625 

39.4
0 

40.6
8 

42.2
4 

Table 1. Results of the emotion detection using 
EmotiNet on classified examples in test set B 

 

Emotion Correct Total Recall 

B1 B2a B2b B1 B1 B2a B2b 

Disgust 16 16 21 59 27.11 27.11 35.59 

Shame 25 25 26 91 27.47 27.47 28.57 

Anger 31 47 57 145 21.37 32.41 39.31 

Fear 35 34 37 85 60.34 52.30 61.67 

Sadness 46 45 41 267 17.22 16.85 15.36 

Joy 13 16 18 50 26 32 36.00 

Guilt 59 68 64 198 29.79 34.34 32.32 
Total 225 251 264 895 25.13 28.04 29.50 

Baseline 126 126 126 895 14.0.7 14.07 14.07 

Table 2. Results of the emotion detection using 
EmotiNet on all test examples in test set B 

7 Discussion and conclusions 

From the results in Table 1 and 2, we can conclude 
that the approach is valid and represents a method 
that is appropriate for the detection of emotions 
from contexts where no affect-related words are 
present. Nonetheless, much remains to be done to 
fully exploit the capabilities of EmotiNet. We 
showed that the approach has a high degree of 
flexibility, i.e. new information can be easily 
introduced from existing common-sense 
knowledge bases, such as ConceptNet, mainly due 
to its internal structure and degree of granularity.  
The error analysis we performed shed some light 
on the causes of error of the system. The first 
finding is that extracting only the action, verb and 
patient semantic roles is not sufficient. There are 
other roles, such as the modifiers, which change 
the overall emotion in the text. Therefore, such 
modifiers should be included as attributes of the 
concepts identified in the roles. A further source of 
errors was that lack of knowledge on specific 
actions. Thus, the results of our approach can be 
practically limited by the structure, expressivity 
and degree of granularity of the imported 
resources. Therefore, to obtain the final, extended 
version of EmotiNet we should analyze the 
interactions between the core and the imported 
resources and among these re-sources as well. 
Finally, other errors were produced by NLP 
processes and propagated at various steps of the 
processing chain (e.g. SRL, coreference 
resolution). Some of these errors cannot be 
eliminated; however, others can be partially solved 
by using alternative NLP tools.  
Future work aims at extending the model by 
adding affective properties to the concepts 
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included, so that more of the appraisal criteria can 
be introduced in the model, testing new methods to 
assign affective value to the concepts and adding 
new knowledge from sources such as CYC.  
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Abstract

To assist in the research of social networks in
history, we develop machine-learning-based
tools for the identification and classification
of personal relationships. Our case study fo-
cuses on the Dutch social movement between
1870 and 1940, and is based on biographical
texts describing the lives of notable people in
this movement. We treat the identification and
the labeling of relations between two persons
into positive, neutral, and negative both as a
sequence of two tasks and as a single task. We
observe that our machine-learning classifiers,
support vector machines, produce better gen-
eralization performance on the single task. We
show how a complete social network can be
built from these classifications, and provide a
qualitative analysis of the induced network us-
ing expert judgements on samples of the net-
work.

1 Introduction

The rapid growth of Social Networking Services
such as Facebook, Myspace and Twitter over the
last few years has made it possible to gather data on
human interactions on a large scale, causing an in-
creased interest in the field of Social Network Anal-
ysis and Extraction. Although we are now more in-
terconnected than ever before due to technological
advances, social networks have always been a vital
part of human existence. They are prerequisite to the
distribution of knowledge and beliefs among people
and to the formation of larger entities such as orga-
nizations and communities. By applying the tech-
nology of today to the heritage of our past, it may be

possible to uncover yet unknown patterns and pro-
vide a better insight into our society’s development.

In this paper we present a case study based on
historical biographical information, so-called sec-
ondary historical sources, describing people in a
particular domain, region and time frame: the
Dutch social movement between the mid-19th and
mid-20th century. “Social movement” refers to
the social-political-economical complex of ideolo-
gies, worker’s unions, political organizations, and
art movements that arose from the ideas of Karl
Marx (1818–1883) and followers. In the Nether-
lands, a network of persons unfolded over time with
leader figures such as Ferdinand Domela Nieuwen-
huis (1846–1919) and Pieter Jelles Troelstra (1860–
1930). Although this network is implicit in all
the primary and secondary historical writings doc-
umenting the period, and partly explicit in the minds
of experts studying the domain, there is no explic-
itly modeled social network of this group of persons.
Yet, it would potentially benefit further research in
social history to have this in the form of a computa-
tional model.

In our study we focus on detecting and labeling
relations between two persons, where one of the per-
sons, A, is the topic of a biographical article, and
the other person, B, is mentioned in that article. The
genre of biographical articles allows us to assume
that person A is topical throughout the text. What
remains is to determine whether the mention of per-
son B signifies a relation between A and B, and if so,
whether the relation in the direction of A to B can be
labeled as positive, neutral, or negative. Many more
fine-grained labels are possible (as discussed later in
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the paper), but the primary aim of our case study is
to build a basic network out of robustly recognized
person-to-person relations at the highest possible ac-
curacy. As our data only consists of several hun-
dreds of articles describing an amount of people of
roughly the same order of magnitude, we are facing
data sparsity, and thus are limited in the granularity
of the labels we wish to predict.

This paper is structured as follows. After a brief
survey of related research in Section 2, we describe
our method of research, our data, and our annota-
tion scheme in Section 3. In Section 4 we describe
how we implement relation detection and classifica-
tion as supervised machine learning tasks. The out-
comes of the experiments on our data are provided in
Section 5. We discuss our findings, formulate con-
clusions, and identify points for future research in
Section 6.

2 Related Research

Our research combines Social Network Extraction
and Sentiment Analysis. We briefly review related
research in both areas.

2.1 Social Network Extraction

A widely used method for determining the related-
ness of two entities was first introduced by Kautz et
al (1997). They compute the relatedness between
two entities by normalizing their co-occurrence
count on the Web with their individual hit counts us-
ing the Jaccard coefficient. If the coefficient reaches
a certain threshold, the entities are considered to be
related. For disambiguation purposes, keywords are
added to the queries when obtaining the hit counts.

Matsuo et al (2004) apply the same method to find
connections between members of a closed commu-
nity of researchers. They gather person names from
conference attendance lists to create the nodes of the
network. The affiliations of each person are added
to the queries as a crude form of named entity dis-
ambiguation. When a connection is found, the re-
lation is labeled by applying minimal rules, based
on the occurrence of manually selected keywords,
to the contents of websites where both entities are
mentioned.

A more elaborate approach to network min-
ing is taken by Mika (2005) in his presentation

of the Flink system. In addition to Web co-
occurrence counts of person names, the system uses
data mined from other—highly structured—sources
such as email headers, publication archives and so-
called Friend-Of-A-Friend (FOAF) profiles. Co-
occurrence counts of a name and different interests
taken from a predefined set are used to determine a
person’s expertise and to enrich their profile. These
profiles are then used to resolve named entity co-
reference and to find new connections.

Elson et al (2010) use quoted speech attribution to
reconstruct the social networks of the characters in
a novel. Though this work is most related regarding
the type of data used, their method can be consid-
ered complementary to ours: where they relate enti-
ties based on their conversational interaction without
further analysis of the content, we try to find connec-
tions based solely on the words that occur in the text.

Efforts in more general relation extraction from
text have focused on finding recurring patterns and
transforming them into triples (RDF). Relation types
and labels are then deduced from the most common
patterns (Ravichandran and Hovy, 2002; Culotta et
al, 2006). These approaches work well for the in-
duction and verification of straightforwardly verbal-
ized factoids, but they are too restricted to capture
the multitude of aspects that surround human inter-
action; a case in point is the kind of relationship be-
tween two persons, which people can usually infer
from the text, but is rarely explicitly described in a
single triple.

2.2 Sentiment Analysis

Sentiment analysis is concerned with locating and
classifying the subjective information contained in a
source. Subjectivity is inherently dependent on hu-
man interpretation and emotion. A machine can be
taught to mimic these aspects, given enough exam-
ples, but the interaction of the two is what makes
humans able to understand, for instance, that a sar-
castic comment is not meant to be taken literally.

Although the general distinction between negative
and positive is intuitive for humans to make, sub-
jectivity and sentiment are very much domain and
context dependent. Depending on the domain and
context, a single sentence can have opposite mean-
ings (Pang and Lee, 2008).

Many of the approaches to automatically solv-
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ing tasks like these involve using lists of positively
and negatively polarized words or phrases to calcu-
late the overall sentiment of a clause, sentence or
document (Pang et al, 2002). As shown by Kim
and Hovy (2006), the order of the words poten-
tially influences the interpretation of a text. Pang
et al (2002) also found that the simple presence of a
word is more important than the number of times it
appears.

Word sense disambiguation can be a useful tool in
determining polarity. Turney (2002) proposed a sim-
ple, but seemingly effective way to determine polar-
ity at the word level. He calculates the difference
between the mutual information gain of a phrase and
the word ’excellent’ and of the same phrase and the
word ’poor’.

3 Method, Data, and Annotation

3.1 Method

In contrast to most previous work regarding social
network extraction, we do not possess any explicit
record of the network we are after. Although the
documents we work with are available online, the
number of hyperlinks between them is minimal and
all personal relations are expressed only in running
text. We aim to train a system able to extract these
relations and classify their polarity automatically us-
ing as little information as possible that is not explic-
itly included in the text, thus keeping the reliance on
external resources as limited as possible.

We take the same approach with regards to the
sentiment analysis part of the task: no predefined
lists are supplied to the system and no word sense
disambiguation is performed.

We take a supervised machine learning approach
to solving the problem, by training support vector
machines on a limited number of preclassified exam-
ples. We chose to use SVMs as a baseline method
that has been shown to be effective in text catego-
rization tasks (Joachims, 1998). We compare perfor-
mance between joint learning, using one multi-class
classifier, and a pipeline, using a single class clas-
sifier to judge whether an instance describes a rela-
tion, and a second classifier to classify the relations
according to their polarity.

3.2 Data

We use the Biographical Dictionary of Socialism
and the Workers’ Movement in the Netherlands
(BWSA) as input for our system.1 This digital
resource consists of 574 biographical articles, in
Dutch, relating to the most notable actors within the
domain. The texts are accompanied by a database
that holds such metadata as a person’s full name
and known aliases, dates of birth and death, and a
short description of the role they played within the
Workers’ Movement. The articles were written by
over 200 different authors, thus the use of vocabu-
lary varies greatly across the texts. The length of the
biographies also varies: the shortest text has 308 to-
kens, the longest has 7,188 tokens. The mean length
is 1,546 tokens with a standard deviation of 784.

A biography can be seen as a summary of the most
important events in a person’s life. Therefore, this
type of data suits our purpose well: any person that
the main character was closely related to, can be ex-
pected to appear in his or her biography.

In training our relation extraction system we look
only at the relation from A to B and its associated
polarity. The assumption that we make here is that
by processing the BWSA in its entirety, making each
of the 574 main characters person A once and har-
vesting all of their relations, we will get a full view
of the existing relations, including the relation from
B to A if A and B have a relation and B also has a
biography in the BWSA.

We create one data set focused on a particular per-
son who is prevalent throughout the data, namely
Ferdinand Domela Nieuwenhuis (FDN). He started
his career as a Lutheran priest, but lost his faith and
pursued a career in socialist politics. After a series
of disappointments, however, he turned to anarchism
and eventually withdrew himself from the political
stage completely, though his ideas continued to in-
spire others. We expect that the turmoil of his life
will be reflected in his social network and the vari-
ety of relationships surrounding him.

As a first step in recreating Domela Nieuwenhuis’
network, we extract all sentences from the BWSA
that mention the name ’Domela’, by which he is
generally known. We exclude Domela’s own bi-
ography from the search. All but one of the ex-

1http://www.iisg.nl/bwsa/
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tracted sentences, 447 in total, actually refer to Fer-
dinand Domela Nieuwenhuis. This sentence is re-
moved, resulting in a total of 446 sentences spread
over 153 biographies. Each sentence with a men-
tion is expanded with additional context, to capture
more clues than the sentence with the mention might
hold. Preliminary tests showed that two sentences
of context before the mention, and two sentences of
context after the mention is sufficient. Often there
is an introduction before a person is mentioned, and
an elaboration on the relation after the mention. Fig-
ure 1 shows an example fragment.

However, since Domela was a rather controver-
sial and a-typical figure, his network might not be
a good representation of the actual relations in the
data. Therefore, we create a second data set by ran-
domly extracting another 534 sentences with their
surrounding context from the BWSA that contain a
named entity which is not the main entity of the bi-
ography. We aim to test which data set leads to bet-
ter performance in finding and classifying relations
across the entire community.

3.3 Annotation

All fragments in the Domela set were annotated by
two human annotators, native speakers of Dutch, but
unfamiliar with the domain of social history. They
were asked to judge whether the fragment does in
fact describe a relation between the two entities and,
if so, whether the polarity of the relation from A to B
is negative, neutral, or positive; i.e. whether person
A has a negative, neutral or positive attitude towards
person B.

With regards to the existence of a relation, the an-
notators reached an agreement of 74.9%. For the
negative, neutral and positive classes they agreed on
60.8%, 24.2%, and 66.5%, respectively. All dis-
agreements were resolved in discussion. The class
distribution over the three polarities after resolution
is shown in Table 1.

The generic set was annotated by only one of the
annotators. The class distribution of this set is also
shown in Table 1. It is roughly the same as the dis-
tribution for the A to B polarities from the Domela
set.

Class Generic set FDN set
No. % No. %

negative 86 16.1 74 16.6
neutral 134 25.1 87 19.5
positive 238 44.6 215 48.2
not related 76 14.2 70 15.7
total 534 100 446 100

Table 1: Class distribution

4 Relation Extraction and Classification

We train our system using LibSVM (Chang and
Lin, 2001), an implementation of support vector ma-
chines. In training, the cost factor is set to 0.01 with
a polynomial kernel type.

4.1 Preprocessing

First, all fragments and biographies are lemmatized
and POS-tagged using Frog, a morpho-syntactic
analyzer for Dutch (Van den Bosch et al, 2007).
In a next step, Named Entity Recognition is per-
formed with a classifier-based sequence processing
tool trained on biographical data.

To identify the person to which a named entity
refers, the name is split up into chunks representing
first name, initials, infix and surname. These chunks,
as far as they are included in the string, are then
matched against the BWSA database. If no match
is found, the name is added to the database as a new
person. For now, however, we treat the network as
a closed community by only extracting those frag-
ments in which person B is one that already has a bi-
ography in the BWSA. At a later stage, biographies
of people from outside the BWSA can be gathered
and used to determine their position within the net-
work.

4.2 Features

Co-occurrence counts:We calculate an initial mea-
sure of the relatedness of A to B using a method that
is similar to Kautz et al (1997). The main difference
is that we do not get our co-occurrence counts only
from the Web, but also from the data itself. Since the
domain of the data is so specific, Web counts do not
accurately represent the actual distribution of people
in the data. More famous people are likely to receive
more attention on the Web than less famous people.
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AnsingPER−A and Domela NieuwenhuisPER−B were in written contact with each other since August 1878.
Domela Nieuwenhuis probably wrote uplifting words in his letter to Ansing, which was not preserved, after
reading Pekelharing’s report of the program convention of the ANWV in Vragen des Tijds, which was all
but flattering for Ansing.
In this letter, Domela also offered his services to Ansing and his friends.
Domela Nieuwenhuis used this opportunity to ask Ansing several questions about the conditions of the
workers, the same that he had already asked in a letter to the ANWV in 1877, which had been left unan-
swered.
Ansing answered the questions extensively.

Figure 1: English translation of an example fragment from the FDN set.

This is illustrated by Figure 2, where the number of
times each person’s name is mentioned within the
BWSA is compared to the number of times he or
she is mentioned on the Web.

We collect all possible combinations of each per-
son’s first names, initials and surnames (some are
known by multiple surnames) and their aliases from
the database and get the number of hits, i.e. the num-
ber of articles or webpages that contain the name, by
querying the BWSA and Yahoo!. For each we derive
6 scores:

• A-B: the maximum hit count of all combina-
tions of A ∩ B divided by the maximum hit
count of A;

• A-B(25): the maximum hit count of all combi-
nations of A∩ B within 25 words divided by
the maximum hit count of A;

• B-A: the maximum hit count of all combina-
tions of A ∩ B divided by the maximum hit
count of B;

• B-A(25): the maximum hit count of all combi-
nations of A∩ B within 25 words divided by
the maximum hit count of B;

• AB: the maximum hit count of all combinations
of A ∩ B divided by the maximum hit count of
A plus the maximum hit count of B;

• AB(25): the maximum hit count of all combina-
tions of A∩ B within 25 words divided by the
maximum hit count of A plus the maximum hit
count of B.
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Figure 2: Fraction of maximum occurrence count
for all 574 persons in the BWSA and on Yahoo!.

Set mention count: As an indication of the re-
latedness more specific to the text fragment under
consideration, we add the number of times A or B
is mentioned in the 5-sentence-context of the frag-
ment, and the number of sentences in which both A
and B are mentioned to the feature vector.

Lexical features: Preliminary tests revealed that
keeping lemmatized verbs and nouns provided the
best results, with mildly positive effects for prepo-
sitions and person names. All tokens outside these
categories were not incorporated in the feature vec-
tor.

Person names are further processed in two ways:
all mentions of person A and person B are replaced
with labels ’PER-A’ and ’PER-B’; all names of other
persons mentioned in the fragment are replaced with
label ’PER-X’, where X is either the next available
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letter in the alphabet (anonymous) or the person’s
unique ID in the database (identified).

We create four variants of both the generic data
set and the FDN data set: one that represents only
verbs and nouns (VN), one that also includes prepo-
sitions (VNPr), one that includes anonymous person
names (VNP-a) and a last one that includes identi-
fied person names (VNP-i). Each set is split into a
training and a test set of respectively 90% and 10%
of the total size. We test our system both with binary
features and with tf.idf weighted features.

5 Results and Evaluation

5.1 Binary versus Tf.idf

Figure 3 shows the 10-fold cross-validation accu-
racy scores on the joint learning task for each of the
training vector sets using binary and tf.idf weighted
features. We take the majority class of the training
set as our baseline. In all cases we observe that un-
weighted binary features outperform weighted fea-
tures. These results are in line with the findings of
Pang et al (2002), who found that the occurrence of
a word is more important than its frequency in de-
termining the sentiment of a text.

Regarding the different feature sets, the addition
of prepositions or person names, either anonymous
or identified, does not have a significant effect on the
results. Only for the VNP-a set the score is raised
from 47.86 % to 48.53 % by the inclusion of anony-
mous person names.

5.2 Co-occurrence

We perform a second experiment to assess the influ-
ence of adding any of the co-occurrence measures
to the feature vectors. Figure 4 displays the results
for the VN set on its own and with inclusion of the
set mention counts (M), the BWSA co-occurrence
scores (B) and the Yahoo! co-occurrence scores (Y).

For the generic set, we observe in all cases that
the co-occurrence measures have a negative effect
on the overall score. For the FDN set this is not al-
ways the case. The set mention counts slightly im-
prove the score, though this is not significant. The
remainder of the experiments is performed on the
vectors without any co-occurrence scores.

5.3 Joint Learning versus Pipeline

Table 2 lists the accuracy scores on the training sets
on both the joint learning task and the pipeline. Only
for the FDN set does the system perform better on
the two-step task than on the single task. In fact, the
FDN set reaches an accuracy of 53.08 % in the two-
step task, which is 6.55 % higher than the majority
class baseline and the highest score so far.

The system consistently performs better on the
joint learning task for the generic set. Further in-
vestigation into why the pipeline does not do well
on the generic set reveals that in the first step of the
task, where instances are classified on whether they
describe a relation or not, all instances always get
classified as ’related’. This immediately results in an
error rate of approximately 15%. In the second step,
when classifying relations into negative, neutral or
positive, we observe that in most cases the system
again resorts to majority class voting and thus does
not exceed the baseline.

Even for the FDN set, where the pipeline does
outperform the joint learning task, the difference in
accuracy between both tasks is minor (0.22-0.96 %).
We conclude that it is preferable to approach our
classification problem as a single, rather than a two-
step task. If the system already resorts to majority
class voting in the first step, every occurrence of a
name in a biography will be flagged as a relation,
which is detrimental to the precision of the system.

5.4 Generic versus FDN

Although the classifiers trained on both sets do not
perform particularly well, the FDN set provides a
greater gain in accuracy over the baseline. The same
is shown when we train the system on the training
sets for both data sets and test them on the held out
test sets. For the generic set, the VNP-a feature set
provides the best results. It results in an accuracy of
50% on the test set, with a baseline of 48.2%.

For the FDN data set, none of the different fea-
ture sets performs better than the others on the joint
learning task. In testing, however, the VNP-a set
proves to be most successful. It results in an ac-
curacy of 66.7%, which is a gain of 4.5% over the
baseline of 62.2%.

To test how well each of the sets generalizes over
the entire community, we test both sets on each
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Figure 3: Binary versus weighted features.

Generic set FDN set
joint pipeline baseline joint pipeline baseline

VN 47.92 45.83 44.17 52.12 52.83 46.63
VNPr 48.33 46.88 44.17 52.12 53.08 46.63
VNP-a 48.54 46.88 44.17 52.12 52.34 46.63
VNP-i 47.71 45.83 44.17 52.12 52.59 46.63

Table 2: Accuracy scores on training sets (10-fold cross-validation) for both the joint learning task and the
pipeline.

other. Training on the generic set and testing on
the FDN set results in an accuracy of 45.3% with a
baseline of 48.2%. Doing the same experiment vice
versa results in an accuracy of 44.8% with a baseline
of 44.6%. Examining the output reveals that both
systems resort to selecting the majority class (’posi-
tive’) in most cases. The system that was trained on
the FDN set correctly selects the ’negative’ class in a
few cases, but never classifies a fragment as ’neutral’
or ’not related’. The distribution of classes in the
output of the generic system shows a bit more vari-
ety: 0.2% is classified as ’negative’, 10.1% is classi-
fied as ’neutral’ and 89.7% is classified as ’positive’.
None of the fragments are classified as ’not related’.
A possible explanation for this is the fact that the
’not related’ fragments in the FDN set specifically
describe situations where the main entity is not re-
lated to Ferdinand Domela Nieuwenhuis; these frag-
ments could still describe a relation from the main
entity to another person mentioned in the fragment
and therefore be miss-classified.

5.5 Evaluation

To evaluate our system, we process the entire
BWSA, extracting from each biography all frag-
ments that mention a person from any of the other
biographies. We train the system on the best per-
forming feature set of the generic data set, VNP-a.
In order to filter out some of the errors, we remove
all relations of which only one instance is found in
the BWSA.

The resulting network is evaluated qualitatively
by a domain expert on a sample of the network. For
this we extracted the top-five friends and foes for
five persons. Both rankings are based on the fre-
quency of the relation in the system’s output. The
lists of friends are judged to be mostly correct. This
is probably due to the fact that the positive relation
is the majority class, to which the classifiers easily
revert.

The generated lists of foes are more controversial.
Some of the lists contain names which are also in-
cluded in the list of friends. Of course, this is not
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Figure 4: Comparison of co-occurrence features: M
= set mention counts, B = BWSA co-occurrence, Y
= Yahoo! co-occurrence.

necessarily a sign of bad system performance: we
do not count time as a factor in this experiment and
relationships are subject to change. 25% of the listed
foes are judged to be completely wrong by the expert
judge. 10% are not so much enemies of the main
entity, but did have known political disagreements
with them. The remaining 65% are considered to be
plausible as foes, though the expert would not have
placed them in the top five.

6 Discussion and Future Research

Our case study has demonstrated that relations be-
tween persons can be identified and labeled by their
polarity at an above-baseline level, though the im-
provements are minor. Yet, the utility of the clas-
sifications is visible in the higher-level task of con-
structing a complete social network from all the clas-
sified pairwise relations. After filtering out relations
with only one attestation, a qualitative analysis by a
domain expert on frequency-ranked top-five lists of
friends and foes yielded mostly correct results on the
majority class, ’positive’, and approximately 65%
correct on the harder ’negative’ class. If we would
not have used the classifier and guessed only the ma-
jority ’positive’ class, we would not have been able
to build ranked lists of foes.

In discussions with domain experts, several ex-
tensions to our current annotation scheme have been
proposed, some of which may be learnable to some

usable extent (i.e. leading to qualitatively good la-
belings in the overall social network) with machine
learning tools given sufficient annotated material.
First, we plan to include more elaborate annotations
by domain experts that discriminate between types
of relationships, such as between family members,
co-workers, or friends. Second, relationships are ob-
viously not static throughout time; their polarity and
type can change, and they have a beginning and an
end.

We aim at working with other machine learn-
ing methods in future expansions of our experi-
mental matrix, including the use of rule learning
methods because of their interpretable output. An-
other direction of research, related to the idea of
the improved annotation levels, is the identifica-
tion of sub-networks in the total social network.
Arguably, certain sub-networks identify ideologi-
cally like-minded people, and may correspond to
what eventually developed into organizations such
as workers unions or political organizations. When
we are able to link automatically detected temporal
expressions to initializations, changes, and endings
of relationships, we may be able to have enough in-
gredients for the automatic identification of large-
scale events such as the emergence of a political
movement.
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Abstract

With the widespread use of email, we now
have access to unprecedented amounts of text
that we ourselves have written. In this pa-
per, we show how sentiment analysis can be
used in tandem with effective visualizations to
quantify and track emotions in many types of
mail. We create a large word–emotion associ-
ation lexicon by crowdsourcing, and use it to
compare emotions in love letters, hate mail,
and suicide notes. We show that there are
marked differences across genders in how they
use emotion words in work-place email. For
example, women use many words from the
joy–sadness axis, whereas men prefer terms
from the fear–trust axis. Finally, we show vi-
sualizations that can help people track emo-
tions in their emails.

1 Introduction

Emotions are central to our well-being, yet it is hard
to be objective of one’s own emotional state. Letters
have long been a channel to convey emotions, ex-
plicitly and implicitly, and now with the widespread
usage of email, people have access to unprecedented
amounts of text that they themselves have written
and received. In this paper, we show how sentiment
analysis can be used in tandem with effective visu-
alizations to track emotions in letters and emails.

Automatic analysis and tracking of emotions in
emails has a number of benefits including:

1. Determining risk of repeat attempts by analyz-
ing suicide notes (Osgood and Walker, 1959;

Matykiewicz et al., 2009; Pestian et al., 2008).1

2. Understanding how genders communicate
through work-place and personal email
(Boneva et al., 2001).

3. Tracking emotions towards people and entities,
over time. For example, did a certain manage-
rial course bring about a measurable change in
one’s inter-personal communication?

4. Determining if there is a correlation between
the emotional content of letters and changes
in a person’s social, economic, or physiologi-
cal state. Sudden and persistent changes in the
amount of emotion words in mail may be a sign
of psychological disorder.

5. Enabling affect-based search. For example, ef-
forts to improve customer satisfaction can ben-
efit by searching the received mail for snippets
expressing anger (Dı́az and Ruz, 2002; Dubé
and Maute, 1996).

6. Assisting in writing emails that convey only
the desired emotion, and avoiding misinterpre-
tation (Liu et al., 2003).

7. Analyzing emotion words and their role in per-
suasion in communications by fervent letter
writers such as Francois-Marie Arouet Voltaire
and Karl Marx (Voltaire, 1973; Marx, 1982).2

In this paper, we describe how we created a large
word–emotion association lexicon by crowdsourc-
ing with effective quality control measures (Section

1The 2011 Informatics for Integrating Biology and the Bed-
side (i2b2) challenge by the National Center for Biomedical
Computing is on detecting emotions in suicide notes.

2Voltaire: http://www.whitman.edu/VSA/letters
Marx: http://www.marxists.org/archive/marx/works/date
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3). In Section 4, we show comparative analyses of
emotion words in love letters, hate mail, and sui-
cide notes. This is done: (a) To determine the dis-
tribution of emotion words in these types of mail,
as a first step towards more sophisticated emotion
analysis (for example, in developing a depression–
happiness scale for Application 1), and (b) To use
these corpora as a testbed to establish that the emo-
tion lexicon and the visualizations we propose help
interpret the emotions in text. In Section 5, we ana-
lyze how men and women differ in the kinds of emo-
tion words they use in work-place email (Applica-
tion 2). Finally, in Section 6, we show how emotion
analysis can be integrated with email services such
as Gmail to help people track emotions in the emails
they send and receive (Application 3).

The emotion analyzer recognizes words with pos-
itive polarity (expressing a favorable sentiment to-
wards an entity), negative polarity (expressing an
unfavorable sentiment towards an entity), and no po-
larity (neutral). It also associates words with joy,
sadness, anger, fear, trust, disgust, surprise, antici-
pation, which are argued to be the eight basic and
prototypical emotions (Plutchik, 1980).

2 Related work

Over the last decade, there has been considerable
work in sentiment analysis, especially in determin-
ing whether a term has a positive or negative polar-
ity (Lehrer, 1974; Turney and Littman, 2003; Mo-
hammad et al., 2009). There is also work in more
sophisticated aspects of sentiment, for example, in
detecting emotions such as anger, joy, sadness, fear,
surprise, and disgust (Bellegarda, 2010; Mohammad
and Turney, 2010; Alm et al., 2005; Alm et al.,
2005). The technology is still developing and it can
be unpredictable when dealing with short sentences,
but it has been shown to be reliable when drawing
conclusions from large amounts of text (Dodds and
Danforth, 2010; Pang and Lee, 2008).

Automatically analyzing affect in emails has pri-
marily been done for automatic gender identifica-
tion (Cheng et al., 2009; Corney et al., 2002), but
it has relied on mostly on surface features such
as exclamations and very small emotion lexicons.
The WordNet Affect Lexicon (WAL) (Strapparava
and Valitutti, 2004) has a few hundred words anno-

tated with associations to a number of affect cate-
gories including the six Ekman emotions (joy, sad-
ness, anger, fear, disgust, and surprise).3 General
Inquirer (GI) (Stone et al., 1966) has 11,788 words
labeled with 182 categories of word tags, includ-
ing positive and negative polarity.4 Affective Norms
for English Words (ANEW) has pleasure (happy–
unhappy), arousal (excited–calm), and dominance
(controlled–in control) ratings for 1034 words.5 Mo-
hammad and Turney (2010) compiled emotion an-
notations for about 4000 words with eight emotions
(six of Ekman, trust, and anticipation).

3 Emotion Analysis

3.1 Emotion Lexicon

We created a large word–emotion association lex-
icon by crowdsourcing to Amazon’s mechanical
Turk.6 We follow the method outlined in Mo-
hammad and Turney (2010). Unlike Mohammad
and Turney, who used the Macquarie Thesaurus
(Bernard, 1986), we use the Roget Thesaurus as the
source for target terms.7 Since the 1911 US edition
of Roget’s is available freely in the public domain, it
allows us to distribute our emotion lexicon without
the burden of restrictive licenses. We annotated only
those words that occurred more than 120,000 times
in the Google n-gram corpus.8

The Roget’s Thesaurus groups related words into
about a thousand categories, which can be thought of
as coarse senses or concepts (Yarowsky, 1992). If a
word is ambiguous, then it is listed in more than one
category. Since a word may have different emotion
associations when used in different senses, we ob-
tained annotations at word-sense level by first ask-
ing an automatically generated word-choice ques-
tion pertaining to the target:

Q1. Which word is closest in meaning to shark (target)?
• car • tree • fish • olive

The near-synonym is taken from the thesaurus, and
the distractors are randomly chosen words. This

3WAL: http://wndomains.fbk.eu/wnaffect.html
4GI: http://www.wjh.harvard.edu/∼inquirer
5ANEW: http://csea.phhp.ufl.edu/media/anewmessage.html
6Mechanical Turk: www.mturk.com/mturk/welcome
7Macquarie Thesaurus: www.macquarieonline.com.au
Roget’s Thesaurus: www.gutenberg.org/ebooks/10681

8The Google n-gram corpus is available through the LDC.

71



question guides the annotator to the desired sense
of the target word. It is followed by ten questions
asking if the target is associated with positive senti-
ment, negative sentiment, anger, fear, joy, sadness,
disgust, surprise, trust, and anticipation. The ques-
tions are phrased exactly as described in Mohammad
and Turney (2010).

If an annotator answers Q1 incorrectly, then we
discard information obtained from the remaining
questions. Thus, even though we do not have cor-
rect answers to the emotion association questions,
likely incorrect annotations are filtered out. About
10% of the annotations were discarded because of
an incorrect response to Q1.

Each term is annotated by 5 different people. For
74.4% of the instances, all five annotators agreed on
whether a term is associated with a particular emo-
tion or not. For 16.9% of the instances four out of
five people agreed with each other. The informa-
tion from multiple annotators for a particular term
is combined by taking the majority vote. The lexi-
con has entries for about 24,200 word–sense pairs.
The information from different senses of a word is
combined by taking the union of all emotions asso-
ciated with the different senses of the word. This
resulted in a word-level emotion association lexicon
for about 14,200 word types. These files are to-
gether referred to as the NRC Emotion Lexicon ver-
sion 0.92.

3.2 Text Analysis

Given a target text, the system determines which of
the words exist in our emotion lexicon and calculates
ratios such as the number of words associated with
an emotion to the total number of emotion words in
the text. This simple approach may not be reliable
in determining if a particular sentence is expressing
a certain emotion, but it is reliable in determining
if a large piece of text has more emotional expres-
sions compared to others in a corpus. Example ap-
plications include detecting spikes in anger words
in close proximity to mentions of a target product
in a twitter stream (Dı́az and Ruz, 2002; Dubé and
Maute, 1996), and literary analyses of text, for ex-
ample, how novels and fairy tales differ in the use of
emotion words (Mohammad, 2011b).

4 Love letters, hate mail, and suicide notes

In this section, we quantitatively compare the emo-
tion words in love letters, hate mail, and suicide
notes. We compiled a love letters corpus (LLC) v 0.1
by extracting 348 postings from lovingyou.com.9

We created a hate mail corpus (HMC) v 0.1 by col-
lecting 279 pieces of hate mail sent to the Millenium
Project.10 The suicide notes corpus (SNC) v 0.1 has
21 notes taken from Art Kleiner’s website.11 We will
continue to add more data to these corpora as we find
them, and all three corpora are freely available.

Figures 1, 2, and 3 show the percentages of pos-
itive and negative words in the love letters corpus,
hate mail corpus, and the suicide notes corpus. Fig-
ures 5, 6, and 7 show the percentages of differ-
ent emotion words in the three corpora. Emotions
are represented by colours as per a study on word–
colour associations (Mohammad, 2011a). Figure 4
is a bar graph showing the difference of emotion per-
centages in love letters and hate mail. Observe that
as expected, love letters have many more joy and
trust words, whereas hate mail has many more fear,
sadness, disgust, and anger.

The bar graph is effective at conveying the extent
to which one emotion is more prominent in one text
than another, but it does not convey the source of
these emotions. Therefore, we calculate the rela-
tive salience of an emotion word w across two target
texts T1 and T2:

RelativeSalience(w|T1, T2) =
f1

N1
− f2

N2
(1)

Where, f1 and f2 are the frequencies of w in T1 and
T2, respectively. N1 and N2 are the total number
of word tokens in T1 and T2. Figure 8 depicts a
relative-salience word cloud of joy words in the love
letters corpus with respect to the hate mail corpus.
As expected, love letters, much more than hate mail,
have terms such as loving, baby, beautiful, feeling,
and smile. This is a nice sanity check of the man-
ually created emotion lexicon. We used Google’s
freely available software to create the word clouds
shown in this paper.12

9LLC: http://www.lovingyou.com/content/inspiration/
loveletters-topic.php?ID=loveyou

10HMC: http://www.ratbags.com
11SNC: http://www.well.com/ art/suicidenotes.html?w
12Google WordCloud: http://visapi-gadgets.googlecode.com

/svn/trunk/wordcloud/doc.html
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Figure 1: Percentage of positive and negative words in
the love letters corpus.

Figure 2: Percentage of positive and negative words in
the hate mail corpus.

Figure 3: Percentage of positive and negative words in
the suicide notes corpus.

Figure 4: Difference in percentages of emotion words in
the love letters corpus and the hate mail corpus. The
relative-salience word cloud for the joy bar is shown in
the figure to the right (Figure 8).

Figure 5: Percentage of emotion words in the love letters
corpus.

Figure 6: Percentage of emotion words in the hate mail
corpus.

Figure 7: Percentage of emotion words in the suicide
notes corpus.

Figure 8: Love letters corpus - hate mail corpus: relative-
salience word cloud for joy.
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Figure 9: Difference in percentages of emotion words in
the love letters corpus and the suicide notes corpus.

Figure 10: Difference in percentages of emotion words in
the suicide notes corpus and the hate mail corpus.

Figure 9 is a bar graph showing the difference in
percentages of emotion words in love letters and sui-
cide notes. The most salient fear words in the suicide
notes with respect to love letters, in decreasing or-
der, were: hell, kill, broke, worship, sorrow, afraid,
loneliness, endless, shaking, and devil.

Figure 10 is a similar bar graph, but for suicide
notes and hate mail. Figure 11 depicts a relative-
salience word cloud of disgust words in the hate mail
corpus with respect to the suicide notes corpus. The
cloud shows many words that seem expected, for
example ignorant, quack, fraudulent, illegal, lying,
and damage. Words such as cancer and disease are
prominent in this hate mail corpus because the Mil-
lenium Project denigrates various alternative treat-
ment websites for cancer and other diseases, and
consequently receives angry emails from some can-
cer patients and physicians.

5 Emotions in email: men vs. women

There is a large amount of work at the intersection of
gender and language (see bibliographies compiled
by Schiffman (2002) and Sunderland et al. (2002)).
It is widely believed that men and women use lan-
guage differently, and this is true even in computer
mediated communications such as email (Boneva et
al., 2001). It is claimed that women tend to foster

Figure 11: Suicide notes - hate mail: relative-salience
word cloud for disgust.

personal relations (Deaux and Major, 1987; Eagly
and Steffen, 1984) whereas men communicate for
social position (Tannen, 1991). Women tend to share
concerns and support others (Boneva et al., 2001)
whereas men prefer to talk about activities (Caldwell
and Peplau, 1982; Davidson and Duberman, 1982).
There are also claims that men tend to be more con-
frontational and challenging than women.13

Otterbacher (2010) investigated stylistic differ-
ences in how men and women write product re-
views. Thelwall et al. (2010) examine how men and
women communicate over social networks such as
MySpace. Here, for the first time using an emotion
lexicon of more than 14,000 words, we investigate
if there are gender differences in the use of emo-
tion words in work-place communications, and if so,
whether they support some of the claims mentioned
in the above paragraph. The analysis shown here,
does not prove the propositions; however, it provides
empirical support to the claim that men and women
use emotion words to different degrees.

We chose the Enron email corpus (Klimt and
Yang, 2004)14 as the source of work-place commu-
nications because it remains the only large publicly
available collection of emails. It consists of more
than 200,000 emails sent between October 1998 and
June 2002 by 150 people in senior managerial posi-

13http://www.telegraph.co.uk/news/newstopics/
howaboutthat/6272105/Why-men-write-short-email-and-
women-write-emotional-messages.html

14The Enron email corpus is available at http://www-
2.cs.cmu.edu/ enron
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Figure 12: Difference in percentages of emotion words in
emails sent by women and emails sent by men.

Figure 13: Emails by women - emails by men: relative-
salience word cloud of trust.

tions at the Enron Corporation, a former American
energy, commodities, and services company. The
emails largely pertain to official business but also
contain personal communication.

In addition to the body of the email, the corpus
provides meta-information such as the time stamp
and the email addresses of the sender and receiver.
Just as in Cheng et al. (2009), (1) we removed emails
whose body had fewer than 50 words or more than
200 words, (2) the authors manually identified the
gender of each of the 150 people solely from their
names. If the name was not a clear indicator of
gender, then the person was marked as “gender-
untagged”. This process resulted in tagging 41 em-
ployees as female and 89 as male; 20 were left
gender-untagged. Emails sent from and to gender-
untagged employees were removed from all further
analysis, leaving 32,045 mails (19,920 mails sent
by men and 12,125 mails sent by women). We
then determined the number of emotion words in
emails written by men, in emails written by women,
in emails written by men to women, men to men,
women to men, and women to women.

Figure 14: Difference in percentages of emotion words in
emails sent to women and emails sent to men.

Figure 15: Emails to women - emails to men: relative-
salience word cloud of joy.

5.1 Analysis

Figure 12 shows the difference in percentages of
emotion words in emails sent by men from the per-
centage of emotion words in emails sent by women.
Observe the marked difference is in the percentage
of trust words. The men used many more trust words
than women. Figure 13 shows the relative-salience
word cloud of these trust words.

Figure 14 shows the difference in percentages of
emotion words in emails sent to women and the per-
centage of emotion words in emails sent to men. Ob-
serve the marked difference once again in the per-
centage of trust words and joy words. The men re-
ceive emails with more trust words, whereas women
receive emails with more joy words. Figure 15
shows the relative-salience word cloud of joy.

Figure 16 shows the difference in emotion words
in emails sent by men to women and the emotions in
mails sent by men to men. Apart from trust words,
there is a marked difference in the percentage of an-
ticipation words. The men used many more antic-
ipation words when writing to women, than when
writing to other men. Figure 17 shows the relative-
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Figure 16: Difference in percentages of emotion words in
emails sent by men to women and by men to men.

Figure 17: Emails by men to women - email by men to
men: relative-salience word cloud of anticipation.

salience word cloud of these anticipation words.
Figures 18, 19, 20, and 21 show difference bar

graphs and relative-salience word clouds analyzing
some other possible pairs of correspondences.

5.2 Discussion

Figures 14, 16, 18, and 20 support the claim that
when writing to women, both men and women use
more joyous and cheerful words than when writing
to men. Figures 14, 16 and 18 show that both men
and women use lots of trust words when writing to
men. Figures 12, 18, and 20 are consistent with
the notion that women use more cheerful words in
emails than men. The sadness values in these fig-
ures are consistent with the claim that women tend
to share their worries with other women more of-
ten than men with other men, men with women, and
women with men. The fear values in the Figures 16
and 20 suggest that men prefer to use a lot of fear
words, especially when communicating with other
men. Thus, women communicate relatively more on
the joy–sadness axis, whereas men have a preference
for the trust–fear axis. It is interesting how there is a
markedly higher percentage of anticipation words in
cross-gender communication than in same-sex com-
munication (Figures 16, 18, and 20).

Figure 18: Difference in percentages of emotion words in
emails sent by women to women and by women to men.

Figure 19: Emails by women to women - emails by
women to men: relative-salience word cloud of sadness.

6 Tracking Sentiment in Personal Email

In the previous section, we showed analyses of sets
of emails that were sent across a network of individ-
uals. In this section, we show visualizations catered
toward individuals—who in most cases have access
to only the emails they send and receive. We are us-
ing Google Apps API to develop an application that
integrates with Gmail (Google’s email service), to
provide users with the ability to track their emotions
towards people they correspond with.15 Below we
show some of these visualizations by selecting John
Arnold, a former employee at Enron, as a stand-in
for the actual user.

Figure 22 shows the percentage of positive and
negative words in emails sent by John Arnold to his
colleagues. John can select any of the bars in the fig-
ure to reveal the difference in percentages of emo-
tion words in emails sent to that particular person
and all the emails sent out. Figure 23 shows the
graph pertaining to Andy Zipper. Figure 24 shows
the percentage of positive and negative words in
each of the emails sent by John to Andy.

In the future, we will make a public call for vol-

15Google Apps API: http://code.google.com/googleapps/docs
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Figure 20: Difference in percentages of emotion words in
emails sent by men to men and by women to women.

unteers interested in our Gmail emotion application,
and we will request access to numbers of emotion
words in their emails for a large-scale analysis of
emotion words in personal email. The application
will protect the privacy of the users by passing emo-
tion word frequencies, gender, and age, but no text,
names, or email ids.

7 Conclusions

We have created a large word–emotion association
lexicon by crowdsourcing, and used it to analyze and
track the distribution of emotion words in mail.16

We compared emotion words in love letters, hate
mail, and suicide notes. We analyzed work-place
email and showed that women use and receive a
relatively larger number of joy and sadness words,
whereas men use and receive a relatively larger num-
ber of trust and fear words. We also found that
there is a markedly higher percentage of anticipa-
tion words in cross-gender communication (men to
women and women to men) than in same-sex com-
munication. We showed how different visualizations
and word clouds can be used to effectively inter-
pret the results of the emotion analysis. Finally, we
showed additional visualizations and a Gmail appli-
cation that can help people track emotion words in
the emails they send and receive.
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Figure 21: Emails by men to men - emails by women to
women: relative-salience word cloud of fear.

Figure 22: Emails sent by John Arnold.

Figure 23: Difference in percentages of emotion words
in emails sent by John Arnold to Andy Zipper and emails
sent by John to all.

Figure 24: Emails sent by John Arnold to Andy Zipper.
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Abstract 

This paper reports the development of Jap-
anese WordNet Affect from the English 
WordNet Affect lists with the help of Eng-
lish SentiWordNet and Japanese WordNet. 
Expanding the available synsets of the 
English WordNet Affect using SentiWord-
Net, we have performed the translation of 
the expanded lists into Japanese based on 
the synsetIDs in the Japanese WordNet. A 
baseline system for emotion analysis of 
Japanese sentences has been developed 
based on the Japanese WordNet Affect. The 
incorporation of morphology improves the 
performance of the system. Overall, the 
system achieves average precision, recall 
and F-scores of 32.76%, 53% and 40.49% 
respectively on 89 sentences of the Japa-
nese judgment corpus and 83.52%, 49.58% 
and 62.22% on 1000 translated Japanese 
sentences of the SemEval 2007 affect sens-
ing test corpus. Different experimental out-
comes and morphological analysis suggest 
that irrespective of the google translation 
error, the performance of the system could 
be improved by enhancing the Japanese 
WordNet Affect in terms of coverage.  

1 Introduction 

Emotion analysis, a recent sub discipline at the 
crossroads of information retrieval (Sood et al., 
2009) and computational linguistics (Wiebe et al., 
2006) is becoming increasingly important from 
application view points of affective computing.  

The majority of subjective analysis methods that 
are related to emotion is based on textual keywords 
spotting that use specific lexical resources. Senti-
WordNet (Baccianella et al., 2010) is a lexical re-
source that assigns positive, negative and objective 
scores to each WordNet synset (Miller, 1995). Sub-
jectivity wordlist (Banea et al., 2008) assigns 
words with the strong or weak subjectivity and 
prior polarities of types positive, negative and neu-
tral.  Affective lexicon (Strapparava and Valitutti, 
2004), one of the most efficient resources of emo-
tion analysis, contains emotion words. To the best 
of our knowledge, these lexical resources have 
been created for English. A recent study shows that 
non-native English speakers support the growing 
use of the Internet1. Hence, there is a demand for 
automatic text analysis tools and linguistic re-
sources for languages other than English.  

In the present task, we have prepared the Japa-
nese WordNet Affect from the already available 
English WordNet Affect (Strapparava and Valitutti, 
2004). Entries in the English WordNet Affect are 
annotated using Ekman’s (1993) six emotional 
categories (joy, fear, anger, sadness, disgust, sur-
prise). The collection of the English WordNet Af-
fect 2 synsets that are used in the present work was 
provided as a resource in the “Affective Text” 
shared task of SemEval-2007 Workshop.  

The six WordNet Affect lists that were provided 
in the shared task contain only 612 synsets in total 
with 1536 words. The words in each of the six 
emotion lists have been observed to be not more 
than 37.2% of the words present in the correspond-
ing SentiWordNet synsets. Hence, these six lists 
are expanded with the synsets retrieved from the 

                                                        
1 http://www.internetworldstats.com/stats.htm 
2 http://www.cse.unt.edu/~rada/affectivetext/ 
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English SentiWordNet (Baccianella et al., 2010). 
We assumed that the new sentiment bearing words 
in English SentiWordNet might have some emo-
tional connotation in Japanese even keeping their 
part-of-speech (POS) information unchanged. The 
numbers of entries in the expanded word lists are 
increased by 69.77% and 74.60% at synset and 
word levels respectively. We have mapped the 
synsetID of the WordNet Affect lists with the syn-
setID of the WordNet 3.03. This mapping helps in 
expanding the WordNet Affect lists with the recent 
version of SentiWordNet 3.0 4 as well as translating 
with the Japanese WordNet (Bond et al., 2009). 
Some affect synsets (e.g., 00115193-a huffy, mad, 
sore) are not translated into Japanese as there are 
no equivalent synset in the Japanese WordNet.  

Primarily, we have developed a baseline system 
based on the Japanese WordNet Affect and carried 
out the evaluation on a Japanese judgement corpus 
of 89 sentences. The system achieves the average 
F-score of 36.39% with respect to six emotion 
classes. We have also incorporated an open source 
Japanese morphological analyser 5 . The perform-
ance of the system has been increased by 4.1% in 
average F-score with respect to six emotion classes. 

Scarcity of emotion corpus in Japanese moti-
vated us to apply an open source google translator6 
to build the Japanese emotion corpus from the 
available English SemEval-2007 affect sensing 
corpus. The baseline system based on the Japanese 
WordNet Affect achieves average precision, recall 
and F-score of 83.52%, 49.58% and 62.22% re-
spectively on 1000 translated test sentences. The 
inclusion of morphological processing improves 
the performance of the system. Different experi-
ments have been carried out by selecting different 
ranges of annotated emotion scores. Error analysis 
suggests that though the system performs satisfac-
torily in identifying the sentential emotions based 
on the available words of the Japanese WordNet 
Affect, the system suffers from the translated ver-
sion of the corpus. In addition to that, the Japanese 
WordNet Affect also needs an improvement in 
terms of coverage.  

 The rest of the paper is organized as follows. 
Different developmental phases of the Japanese 
WordNet Affect are described in Section 3. Prepa-
                                                        
3 http://wordnet.princeton.edu/wordnet/download/ 
4 http://sentiwordnet.isti.cnr.it/ 
5 http://mecab.sourceforge.net/ 
6 http://translate.google.com/# 

ration of the translated Japanese corpus, different 
experiments and evaluations based on morphology 
and the annotated emotion scores are elaborated in 
Section 4. Finally Section 5 concludes the paper. 

2 Related Works  

The extraction and annotation of subjective terms 
started with machine learning approaches (Hat-
zivassiloglou and McKeown, 1997). Some well 
known sentiment lexicons have been developed, 
such as subjective adjective list (Baroni and Veg-
naduzzo, 2004), English SentiWordNet (Esuli et. 
al., 2006), Taboada’s adjective list (Voll and 
Taboada, 2007), SubjectivityWord List (Banea et 
al., 2008) etc. Andreevskaia and Bergler (2006) 
present a method for extracting positive or negative 
sentiment bearing adjectives from WordNet using 
the Sentiment Tag Extraction Program (STEP). 
The proposed methods in (Wiebe and Riloff, 2006) 
automatically generate resources for subjectivity 
analysis for a new target language from the avail-
able resources for English. On the other hand, an 
automatically generated and scored sentiment lexi-
con, SentiFul (Neviarouskaya et al., 2009), its 
expansion, morphological modifications and dis-
tinguishing sentiment features also shows the con-
tributory results.   

But, all of the above mentioned resources are in 
English and have been used in coarse grained sen-
timent analysis (e.g., positive, negative or neutral). 
The proposed method in (Takamura et al., 2005) 
extracts semantic orientations from a small number 
of seed words with high accuracy in the experi-
ments on English as well as Japanese lexicons. 
But, it was also aimed for sentiment bearing words. 
Instead of English WordNet Affect (Strapparava 
and Valitutti, 2004), there are a few attempts in 
other languages such as, Russian and Romanian 
(Bobicev et al., 2010), Bengali (Das and Bandyop-
adhyay, 2010) etc. Our present approach is similar 
to some of these approaches but in contrast, we 
have evaluated our Japanese WordNet Affect on the 
SemEval 2007 affect sensing corpus translated into 
Japanese. In recent trends, the application of me-
chanical turk for generating emotion lexicon (Mo-
hammad and Turney, 2010) shows promising 
results. In the present task, we have incorporated 
the open source, available and accessible resources 
to achieve our goals.   
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3 Developmental Phases  

3.1 WordNet Affect 

The English WordNet Affect, based on Ekman’s six 
emotion types is a small lexical resource compared 
to the complete WordNet but its affective annota-
tion helps in emotion analysis. Some collection of 
WordNet Affect synsets was provided as a resource 
for the shared task of Affective Text in SemEval-
2007. The whole data is provided in six files 
named by the six emotions. Each file contains a list 
of synsets and one synset per line. An example 
synset entry from WordNet Affect is as follows. 

a#00117872 angered  enraged  furious  infuri-
ated  maddened 

The first letter of each line indicates the part of 
speech (POS) and is followed by the affectID. The 
representation was simple and easy for further 
processing. We have retrieved and linked the com-
patible synsetID from the recent version of Word-
Net 3.0 with the affectID of the WordNet Affect 
synsets. We have searched each WordNet Affect 
synset in WordNet 3.0. If a matching WordNet 3.0 
synset is found, the WordNet 3.0 synsetID is 
mapped to the WordNet Affect affectID.  The link-
ing between two synsets of WordNet Affect and 
WordNet 3.0 is shown in Figure 1.  

 
WordNet Affect: 

n#05587878 anger choler ire 
a#02336957 annoyed harassed harried pestered 

vexed 
WordNet:  

07516354-n anger, ire, choler 
02455845-a annoyed harassed harried pestered 

vexed 
Linked Synset ID with Affect ID:  
   n#05587878  07516354-n anger choler ire  
  a#02336957  02455845-a annoyed harassed 
harried pestered vexed 

Figure 1: Linking between the synsets of Word-
Net Affect and WordNet 

3.2 Expansion of WordNet Affect using Sen-
tiWordNet 

It has been observed that the WordNet Affect con-
tains fewer number of emotion word entries. The 
six lists provided in the SemEval 2007 shared task 
contain only 612 synsets in total with 1536 words. 
The detail distribution of the emotion words as 

well as the synsets in the six different lists accord-
ing to their POS is shown in Table 1. Hence, we 
have expanded the lists with adequate number of 
emotion words using SentiWordNet before at-
tempting any translation of the lists into Japanese. 
SentiWordNet assigns each synset of WordNet with 
two coarse grained subjective scores such as posi-
tive and negative along with an objective score. 
SentiWordNet contains more number of coarse 
grained emotional words than WordNet Affect. We 
assumed that the translation of the coarse grained 
emotional words into Japanese might contain more 
or less fine-grained emotion words. One example 
entry of the SentiWordNet is shown below. The 
POS of the entry is followed by a synset ID, posi-
tive and negative scores and synsets containing 
sentiment words.   

SentiWordNet:  
a 121184  0.25 0.25 infuri-

ated#a#1 furious#a#2 maddened#a#1 en-
raged#a#1 angered#a#1 

Our aim is to increase the number of emotion 
words in the WordNet Affect using SentiWordNet, 
both of which are developed from the WordNet. 
Hence, each word of the WordNet Affect is re-
placed by the equivalent synsets retrieved from 
SentiWordNet if the synset contains that emotion 
word. The POS information in the WordNet Affect 
is kept unchanged during expansion. A related ex-
ample is shown in Figure 2. The distributions of 
expanded synsets and words for each of the six 
emotion classes based on four different POS types 
(noun N, verb V, adjective Adj. and adverb Adv.) 
are shown in Table 1. But, we have kept the dupli-
cate entries at synset level for identifying the emo-
tion related scores in our future attempts by 
utilizing the already associated positive and nega-
tive scores of SentiWordNet. The percentage of 
entries in the updated word lists are increased by 
69.77 and 74.60 at synset and word levels.  

3.3 Translation of Expanded WordNet Affect 
into Japanese  

We have mapped the affectID of the WordNet Af-
fect to the corresponding synsetID of the WordNet 
3.0. This mapping helps to expand the WordNet 
Affect with the recent version of SentiWordNet 3.0 
as well as translating the expanded lists into Japa-
nese using the Japanese WordNet (Bond et al., 
2009).
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Emotion 
Classes 

WordNet Affect Synset (S) and Word (W) [After SentiWordNet updating] 
N V Adj Adv 

S W S W S W S W 
Anger 48 [198] 99 [403] 19 [103] 64 [399] 39 [89] 120 [328] 21 [23] 35 [50] 
Disgust 3 [17] 6 [21] 6 [21] 22 [62] 6  [38] 34  [230] 4  [5] 10 [19] 
Fear 23[89] 45 [224] 15  [48] 40 [243] 29  [62] 97  [261] 15 [21] 26 [49] 
Joy 73 [375] 149 [761] 40 [252] 122 [727] 84  [194] 203 [616] 30  [45] 65 [133] 
Sadness 32 [115] 64 [180] 10  [43] 33 [92] 55 [129] 169 [779] 26 [26] 43 [47] 
Surprise 5 [31]    8 [28] 7  [42] 28 [205] 12  [33] 41  [164] 4  [6] 13 [28] 

Table 1: Number of POS based Synsets and Words in six WordNet Affect lists before and after updating 
using SentiWordNet 

 
Linked Affect word:  

n#05587878  07516354-n anger choler ire  
 

SentiWordNet synsets containing  “anger”:  
07516354-n anger, ire, choler 
14036539-n angriness, anger 
00758972-n anger, ira, ire, wrath 
01785971-v anger 
01787106-v see_red, anger 

 
SentiWordNet synsets containing  “choler”:  

07552729-n fretfulness, fussiness, crossness, pe-
tulance, peevishness, irritability, choler 

05406958-n choler, yellow_bile 
 
Expanded Affect word:  

n#05587878 07516354-n anger choler ire 
14036539-n angriness anger 00758972-n anger 
ira, ire wrath 01785971-v anger  

… 05406958-n choler 
Figure 2: Expansion of WordNet Affect synset 

using SentiWordNet 
 

As the Japanese WordNet 7  is freely available 
and it is being developed based on the English 
WordNet, the synsets of the expanded lists are au-
tomatically translated into Japanese equivalent 
synsets based on the synsetIDs. The number of 
translated Japanese words and synsets for six affect 
lists are shown in Table 2 and Table 3 respectively. 
The following are some translated samples that 
contain word as well as phrase level translations. 

07510348-n surprise  愕き, 驚き 
07503260-n disgust  むかつき, 嫌悪 
07532440-n unhappiness, sadness  不仕合せ

さ, 哀情, 悲しみ, 不幸せさ, 不幸さ…  

                                                        
7 http://nlpwww.nict.go.jp/wn-ja/index.en.html 

07527352-n joy, joyousness, joyfulness  ジョ

イ, 愉楽, うれしいこと, 慶び, うれしさ, 歓び, 
悦楽, 歓, 嬉しさ, 欣び, 楽しいこと… 

 
Emotion 
Classes 

Translated WordNet Affect list 
in Japanese (#Words) 
N V Adj Adv 

Anger 861 501 231 9 
Disgust 49 63 219 10 
Fear 375 235 334 104 
Joy 1959 1831 772 154 
Sadness 533 307 575 39 
Surprise 144 218 204 153 

Table 2: Number of POS based translated word 
entries in six Japanese WordNet Affect lists 

 
Emotion 
Classes 

Japanese WordNet Affect list 
Trans 
(#Syn) 

Non-
Trans 
(#Syn) 

Translated 
Morphemes 

(#W) (#P) 
Anger 254 159 1033 450 
Disgust 57 24 218 97 
Fear 146 74 615 315 
Joy 628 238 2940 1273 
Sadness 216 97 846 519 
Surprise 112 25 456 216 

Table 3: Number of translated (Trans) and non-
translated (Non-Trans) synsets (Syn), words (W) 
and phrases (P) in six Japanese WordNet Affects. 

3.4 Analyzing Translation Errors  

Some SentiWordNet synsets (e.g., 00115193-a huf-
fy, mad, sore) are not translated into Japanese as 
there are no equivalent synset entries in the Japa-
nese WordNet. There were a large number of word 
combinations, collocations and idioms in the Japa-
nese WordNet Affect. These parts of synsets show 
problems during translation and therefore manual 
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translation is carried out for these types. Some of 
the English synsets (‘07517292-n lividity’) were 
not translated into Japanese. But, an equivalent 
gloss of the word ‘lividity’ that is present in the 
Japanese WordNet is “a state of fury so great the 
face becomes discolored”. One of the reasons of 
such translation problems may be that no equiva-
lent Japanese word sense is available for such Eng-
lish words. 

4 Evaluation and Analysis 

We have evaluated the lexical coverage of the de-
veloped Japanese WordNet Affect on a small emo-
tional judgment corpus and SemEval 2007 affect 
sensing corpus.  

4.1 Evaluation on Judgment Corpus    

The judgment corpus that is being developed by 
the Japan System Applications Co. Ltd. 8 contains 
only 100 sentences of emotional judgments. But, 
this corpus is not an open source till date. We have 
evaluated our Japanese WordNet Affect based base-
line system on these 100 sentences and the results 
for each of the six emotion classes are shown in 
Table 4. We have also incorporated an open source 
morphological analyzer9 in our baseline system.   

The algorithm is that, if a word in a sentence is 
present in any of the Japanese WordNet Affect lists; 
the sentence is tagged with the emotion label cor-
responding to that affect list. But, if any word is 
not found in any of the six lists, each word of the 
sentence is passed through the morphological 
process to identify its root form which is searched 
through the Japanese WordNet Affect lists again. If 
the root form is found in any of the six Japanese 
WordNet Affect lists, the sentence is tagged accor-
dingly. Otherwise, the sentence is tagged as non-
emotional or neutral. The average F-Score of the 
baseline system has been improved by 4.1% with 
respect to the six emotion classes. Due to the fewer 
number of sentential instances in some emotion 
classes (e.g., joy, sadness, surprise), the perfor-
mance of the system gives poor results even after 
including the morphological knowledge. One of 
the reasons may be the less number of words and 
synset entries in some WordNet Affect lists (e.g., 
fear). Hence, we have aimed to translate the Eng-

                                                        
8 http://www.jsa.co.jp/ 
9 http://mecab.sourceforge.net/ 

lish SemEval 2007 affect sensing corpus into Japa-
nese and evaluate our system on the translated cor-
pus. 

 
Emotion 
Classes  
(#Sentences) 

Judgment Corpus (in %) 
Before Morphology [After Mor-
phology] 
Precision Recall F-Score 

Anger 
 (#32) 

51.61 
[64.29] 

50.00 
[68.12] 

50.79 
[66.14] 

disgust 
 (#18) 

25.00 
[45.00] 

5.56 
[10.56] 

9.09 
[17.10] 

fear (#33) NULL 
joy  
(#3) 

3.45 
[8.08] 

66.67 
[100.00] 

6.56 
[14.95] 

Sadness  (#5) NULL 
surprise  
(#9) 

6.90 
[13.69] 

22.22 
[33.33] 

10.53 
[19.41] 

Table 4: Precision, Recall and F-Scores (in %) 
of the system per emotion class on the Judgment 
corpus by including and excluding morphology. 

4.2 Evaluation on Translated SemEval 2007 
Affect Sensing Corpus    

The English SemEval 2007 affect sensing corpus 
consists of news headlines only. Each of the news 
headlines is tagged with a valence score and scores 
for all the six Ekman’s emotions. The six emotion 
scores for each sentence are in the range of 0 to 
100. We have considered that each sentence is as-
signed a single sentential emotion tag based on the 
maximum emotion score out of six annotated emo-
tion scores. We have used the Google translator 
API 10to translate the 250 and 1000 sentences of 
the trial and test sets of the SemEval 2007 corpus 
respectively. The experiments regarding morphol-
ogy and emotion scores are conducted on the trial 
corpus. We have carried out different experiments 
on 1000 test sentences by selecting different ranges 
of emotion scores. The corresponding experimental 
results are also shown in Table 5. Incorporation of 
morphology improves the performance of the sys-
tem. On the other hand, it is observed that the per-
formance of the system decreases by increasing the 
range of Emotion Scores (ES). The reason may be 
that the numeric distribution of the sentential in-
stances in each of the emotion classes decreases as 
the range in emotion scores increases. 
                                                        
10 http://translate.google.com/# 
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Emotion 
Classes 

Japanese Translated SemEval 2007 Test Corpus (in %) 
Before Morphology [After Morphology] 

Emotion Score (ES) ≥ 0 Emotion Score (ES) ≥ 10 
Precision Recall F-Score Precision Recall F-Score 

Anger 61.01[68.75] 18.83[31.16] 28.78[42.88] 44.65[52.08] 25.54[33.32] 32.49[40.35] 
disgust 79.55[85.05] 8.35[16.06] 15.12[27.01] 40.91[41.46] 9.89[18.07] 15.93[24.97] 
Fear 93.42[95.45] 10.26[16.77] 18.49[28.52] 77.63[81.82] 13.32[21.42] 22.74[34.03] 
Joy 69.07[72.68] 57.03[80.30] 62.48[76.29] 53.89[55.61] 56.50[96.22] 55.17[70.40] 
sadness 83.33[84.29] 10.58[19.54] 18.77[31.67] 67.78[69.87] 11.78[19.88] 20.07[30.86] 
surprise 94.94[94.94] 7.84[13.65] 14.48[23.99] 72.15[74.58] 8.25[15.87] 14.81[26.30] 

Emotion Score (ES) ≥ 30 Emotion Score (ES) ≥ 50 
Anger 21.38[28.12] 39.08[62.45] 27.64[38.59] 6.92[10.42] 57.89[78.02] 12.36[18.26] 
disgust 2.27[5.04] 3.70[6.72] 2.82[6.15] NIL NIL NIL 
Fear 44.74[56.82] 16.67[28.76] 24.29[38.45] 21.05[29.55] 17.98[31.26] 19.39[30.79] 
Joy 31.48[33.42] 56.86[97.08] 40.52[50.53] 12.04[24.98] 61.32[87.66] 20.12[39.10] 
sadness 37.78[69.86] 15.60[25.31] 22.08[37.22] 13.33[23.07] 12.12[22.57] 12.70[18.71] 
surprise 17.72[20.34] 8.14[18.56] 11.16[20.35] 3.80[8.50] 7.50[12.50] 5.04[10.11] 

Table 6: Precision, Recall and F-Scores (in %) of the system per emotion class on the translated Japanese 
SemEval 2007 test corpus before and after including morphology on different ranges of Emotion Scores. 

4.3 Analysis of Morphology  

Japanese affect lists include words as well as 
phrases. We deal with phrases using Japanese 
morphology tool to find affect words in a sentence 
and substitute an affect word into its original con-
jugated form. One of the main reasons of using a 
morphology tool is to analyze the conjugated form 
and to identify the phrases. For example, the Japa-
nese word for the equivalent English word ‘anger’ 
is "怒る (o ko ru)" but there are other conjugated 
word forms such as "怒った(o ko tta)" that means 
‘angered’ and it is used in past tense. Similarly, 
other conjugated form "怒っていた (o ko tte i ta)" 
denotes the past participle form ‘have angered’ of 
the original word ‘anger’. The morphological form 
of its passive sense is "怒られる (o ko ra re ru)" 
that means ‘be angered’. We identify the word 
forms from their corresponding phrases by using 
the morpheme information. For example, the 
phrase "怒られる (o ko ra re ru)" consists of two 
words, one is “怒ら (o ko ra) that is in an imper-
fective form and other word is "れる (re ru) which 
is in an original form. The original form of the im-
perfective word 怒ら (o ko ra) is "怒る (o ko 
ru)". It has been found that some of the English 
multi-word phrases have no equivalent Japanese 
phrase available. Only the equivalent Japanese 
words are found in Japanese WordNet. For exam 

 
ple, the following synset contains a multi-word 
phrase ‘see-red’. Instead of any equivalent phrases, 
only words are found in Japanese WordNet. 
01787106-v anger, see -red  怒る, 憤る, 立腹 

5 Conclusion 

The present paper describes the preparation of Jap-
anese WordNet Affect containing six types of emo-
tion words in six separate lists. The automatic 
approach of expanding, translating and sense dis-
ambiguation tasks reduces the manual effort. The 
resource is still being updated with more number 
of emotional words to increase the coverage. The 
sense disambiguation task needs to be improved 
further in future by incorporating more number of 
translators and considering their agreement into 
account. In future we will adopt a corpus-driven 
approach for updating the resource with more 
number of emotion words and phrases for extend-
ing the emotion analysis task in Japanese. 
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Abstract

In this paper, we focus on the impressions that
people gain from reading articles in Japanese
newspapers, and we propose a method for
extracting and quantifying these impressions
in real numbers. The target impressions are
limited to those represented by three bipo-
lar scales, “Happy – Sad,” “Glad – Angry,”
and “Peaceful – Strained,” and the strength of
each impression is computed as a real num-
ber between 1 and 7. First, we implement a
method for computing impression values of
articles using an impression lexicon. This
lexicon represents a correlation between the
words appearing in articles and the influence
of these words on the readers’ impressions,
and is created from a newspaper database us-
ing a word co-occurrence based method. We
considered that some gaps would occur be-
tween values computed by such an unsuper-
vised method and those judged by the readers,
and we conducted experiments with 900 sub-
jects to identify what gaps actually occurred.
Consequently, we propose a new approach
that uses regression equations to correct im-
pression values computed by the method. Our
investigation shows that accuracy is improved
by a range of 23.2% to 42.7% by using regres-
sion equations.

1 Introduction

In recent years, many researchers have been at-
tempting to model the role of emotion in interac-
tions between people or between people and com-
puters, and to establish how to make computers rec-
ognize and express emotions (Picard, 1997; Mas-

saro, 1998; Bartneck, 2001). However, there have
not been many studies that have extracted the im-
pressions that people form after seeing or listening
to text and multimedia content. For multimedia con-
tent such as music and images, several impression-
based retrieval methods have been proposed for lo-
cating paintings and pieces of music that convey im-
pressions similar to those registered by users (Sato
et al., 2000; Kumamoto, 2005; Takayama et al.,
2005). By comparison, there are only a few studies
that have extracted the readers’ impressions gained
from text such as news articles, novels, and poems
(Kiyoki et al., 1994; Kumamoto and Tanaka, 2005;
Lin et al., 2008).

In this paper, we focus on the impressions that
people gain from reading articles in Japanese news-
papers, and we propose a method for extracting and
quantifying these impressions in real numbers. The
target impressions are limited to those represented
by three bipolar scales, “Happy – Sad,” “Glad – An-
gry,” and “Peaceful – Strained,” and the strength
of each impression is computed as a real number
between 1 and 7 denoting a position on the corre-
sponding scale. Then, interpretation of the position
is grounded based on a seven-point scale. For exam-
ple, on the scale “Happy – Sad,” the score 1 equals
“Happy,” the middle score 4 denotes “Neither happy
nor sad,” and the score 7 equals “Sad.” If the impres-
sion value of an article is 2.5, then the average reader
will experience an intermediate impression between
“Comparatively happy (2)” and “A little happy (3)”
from reading the article.

First, we assumed that words causing a certain im-
pression from articles co-occur often with impres-
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sion words that express that impression, and do not
co-occur very often with impression words that ex-
press the opposite impression. Proceeding with this
assumption, we implemented a method for analyz-
ing co-occurrence relationships between words in
every article extracted from a newspaper database.
We then created an impression lexicon. This lexicon
represents a correlation between the words appear-
ing in articles and the influence of these words on
the readers’ impressions. We then implemented a
method that computes impression values of articles
using the lexicon. We considered that some gaps
occur between values computed by such an unsu-
pervised method and those judged by the readers,
and we conducted experiments with 900 subjects to
identify what gaps actually occurred. In these exper-
iments, each subject read ten news articles and esti-
mated her/his impressions of each article using the
three bipolar scales. Thereafter, for each scale, we
drew a scatter diagram to identify the potential cor-
respondence relationships between the values com-
puted by the method and those judged by the sub-
jects. As a result, we found that the correspondence
relationships could be approximately represented by
cubic and quintic regression equations. We, there-
fore, propose a new approach that uses regression
equations to correct impression values computed by
the method.

The rest of this paper is organized as follows. In
Section 2, we present related work. In Section 3,
we present the design of the three bipolar scales, a
method for the automated construction of an impres-
sion lexicon, and a method for computing impres-
sion values of articles using this lexicon. In Section
4, we analyze the correspondence relationships be-
tween values computed using the lexicon and those
judged by the readers, and based on the results of
this analysis, we propose a method of using regres-
sion equations to correct impression values com-
puted using the lexicon. In Section 5, we investi-
gate how far accuracy can be improved by using the
regression equations. Finally, in Section 6, we con-
clude the paper.

2 Related Work

There are many studies that identify information
givers’ emotions from some sort of information that

they have transmitted (Cowie et al., 2001; Forbes-
Riley and Litman, 2004; Kleinsmith and Bianchi-
Berthouze, 2007). On the other hand, there are only
a few studies that have extracted the impressions
which information receivers gain from the text that
they have received (Kiyoki et al., 1994; Kumamoto
and Tanaka, 2005; Lin et al., 2008).

Kiyoki et al. (1994) have proposed a mathemat-
ical model of meanings, and this model allows a
semantic relation to be established between words
according to a given context. Their method uses a
mathematical model and creates a semantic space
for selecting the impression words that appropriately
express impressions of text according to a given con-
text. In other words, this method does not quantify
impressions of text, but just selects one or more im-
pression words expressing the impressions. Thus,
their aim differs from ours.

Lin et al. (2008) have proposed a method for clas-
sifying news articles into emotion categories from
the reader’s perspective. They have adopted a ma-
chine learning approach to build a classifier for the
method. That is, they obtained Chinese news ar-
ticles from a specific news site on the web which
allows a user to cast a vote for one of eight emo-
tions, “happy,” “sad,” “angry,” “surprising,” “bor-
ing,” “heartwarming,” “awesome,” and “useful.”
They collected 37,416 news articles along with their
voting statistics, and developed a support vector
machine-based classifier using 25,975 of them as
training data. However, their method just classifies
articles into emotion classes and does not quantify
the reader’s emotions. Thus, their aim also differs
from ours.

Kumamoto and Tanaka (2005) have proposed a
word co-occurrence-based method for quantifying
readers’ impressions of news articles in real num-
bers. However, this method is similar to Turney’s
method (Turney, 2002), and it is considered to be a
Japanese version of this method in the broad sense.
Turney’s method is one for classifying various gen-
res of written reviews into “recommended” or “not
recommended.” His method extracts phrases with
specific patterns from text, and calculates pointwise
mutual informationPMI(i, “excellent”) between a
phrasei and the reference word “excellent,” and
PMI(i, “poor”) between the same phrasei and the
reference word “poor.” Then,PMI(i, w) is calcu-
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lated based on a co-occurrence relationship between
i andw. Next, the semantic orientation (SO) of the
phrasei is obtained by calculating the difference be-
tweenPMI(i, “excellent”) andPMI(i, “poor”). Fi-
nally, SO of the text is determined by averaging
the SO of all the phrases. In contrast, Kumamoto
et al.’s method quantifies impressions in real num-
bers, and it can deal with impressions represented
by two bipolar scales, “Sad – Glad” and “Angry –
Pleased.” For that purpose, reference words are se-
lected for each scale. Since all the reference words
are Japanese, Kumamoto et al,’s method extracts
readers’ impressions from Japanese articles only.
Also, conditional probabilities are used instead of
PMI. Since these methods fit our assumption that
words causing a certain impression of articles co-
occur often with the impression words that express
that impression, and do not co-occur very often with
impression words that express the opposite impres-
sion, we decided to implement a new method based
on Kumamoto et al.’s method.

3 Computing impression values of news
articles using an impression lexicon

3.1 Determining target impressions

Kumamoto (2010) has designed six bipolar scales
suitable for representing impressions of news arti-
cles: “Happy – Sad,” “Glad – Angry,” “Interesting –
Uninteresting,” “Optimistic – Pessimistic,” “Peace-
ful – Strained,” and “Surprising – Common.” First,
he conducted nine experiments, in each of which
100 subjects read ten news articles and estimated
their impressions on a scale from 1 to 5 for each of
42 impression words. These 42 impression words
were manually selected from a Japanese thesaurus
(Ohno and Hamanishi, 1986) as words that can ex-
press impressions of news articles. Next, factor anal-
ysis was applied to the data obtained in the experi-
ments, and consequently the 42 words were divided
into four groups: negative words, positive words,
two words that were “uninteresting” and “common,”
and two words that were “surprising” and “unex-
pected.” In the meantime, after cluster analysis of
the data, the 42 words were divided into ten groups.
Based on the results of both analyses, the author cre-
ated the six bipolar scales presented above. How-
ever, he showed that impressions on the “Surpris-

ing – Common” scale differed greatly among indi-
viduals in terms of their perspective. In addition,
he insisted that processing according to the back-
ground knowledge, interest, and character of indi-
viduals was required to deal with the impressions
represented by the two scales “Interesting – Unin-
teresting” and “Optimistic – Pessimistic.” There-
fore, we decided not to use these three scales at
the present stage, and adopted the remaining three
scales, “Happy – Sad,” “Glad – Angry,” and “Peace-
ful – Strained.”

3.2 Constructing an impression lexicon

An impression lexicon plays an important role in
computing impressions of news articles. In this pa-
per, we describe the implementation of a method
for automatically constructing an impression lexicon
based on Kumamoto et al.’s method as described ear-
lier.

First, while two contrasting reference words are
used for each scale in their method, two contrasting
sets, each consisting of multiple reference words, are
used in this paper.

Next, let the set of reference words which ex-
presses an impression at the left of a scale beSL,
and let the set of reference words which expresses
an impression at the right of the scale beSR. Arti-
cles including one or more reference words inSL or
SR are all extracted from a newspaper database, and
the number of reference words belonging to each
set is counted in each article. For this we used the
2002 to 2006 editions of the Yomiuri Newspaper
Text Database as the newspaper database. Then, let
the articles in each of which the number of refer-
ence words belonging toSL is larger than the num-
ber of reference words belonging toSR beAL, and
let the number of articles inAL beNL. Let the arti-
cles in each of which the number of reference words
belonging toSL is smaller than the number of ref-
erence words belonging toSR be AR, and let the
number of articles inAR beNR. Next, all words are
extracted from each ofAL andAR except for par-
ticles, adnominal words1, and demonstratives, and
the document frequency of each word is measured.
Then, let the document frequency inAL of a wordw

1This part of speech exists only in Japanese, not in English.
For example, “that,” “so called,” and “of no particular distinc-
tion” are dealt with as adnominal words in Japanese.
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Table 1: Specifications of our impression lexicon.

Scales # of entries WL WR

Happy – Sad 387,428 4.90 3.80
Glad – Angry 350,388 4.76 3.82
Peaceful – Strained 324,590 3.91 4.67

beNL(w), and let the document frequency inAR of
a wordw beNR(w). The revised conditional prob-
abilities of a wordw are defined as follows.

PL(w) =
NL(w)

NL
, PR(w) =

NR(w)
NR

These formula are slightly different from the condi-
tional probabilities used in their method, and only
articles that satisfy the assumptions described above
are used in order to calculatePL(w) andPR(w).

Finally, the impression valuev(w) of a wordw is
calculated using thesePL(w) andPR(w) as follows.

v(w) =
PL(w) ∗WL

PL(w) ∗WL + PR(w) ∗WR

WL = log10 NL, WR = log10 NR

That is, a weighted interior division ratiov(w) of
PL(w) andPR(w) is calculated using these formu-
las, and stored as an impression value ofw in the
scale “SL – SR” in an impression lexicon. Note that
WL andWR denote weights, and the largerNL and
NR are, the heavierWL andWR are.

The numbers of entries in the impression lexicon
constructed as above are shown in Table 1 together
with the values ofWL andWR obtained. Further,
the two contrasting sets of reference words2, which
were used in creating the impression lexicon, are
enumerated in Table 2 for each scale. These words
were determined after a few of trial and error and
are based on two criteria, namely (i) it is a verb or
adjective that expresses either of two contrasting im-
pressions represented by a scale, and (ii) as far as
possible, it does not suggest other types of impres-
sions.

2These words were translated into English by the authors.

Table 2: Reference words prepared for each scale.

Scales Reference words
Happy tanoshii (happy), tanoshimu (en-

joy), tanosimida (look forward to),
tanoshigeda (joyous)

– Sad kanashii (sad), kanashimu (suffer
sadness), kanashimida (feel sad),
kanashigeda (look sad)

Glad ureshii (glad), yorokobashii
(blessed), yorokobu (feel delight)

– Angry ikaru/okoru (get angry), ikidooru
(become irate), gekidosuru (get en-
raged)

Peaceful nodokada (peaceful), nagoyakada
(friendly), sobokuda (simple), an-
shinda (feel easy)

– Strained kinpakusuru (strained), bukimida
(scared), fuanda (be anxious), os-
oreru (fear)

3.3 Computing impression values of articles

For each scale, the impression value of an article
is calculated as follows. First, the article is seg-
mented into words using “Juman” (Kurohashi et al.,
1994)3, one of the most powerful Japanese morpho-
logical analysis systems, and an impression value
for each word is obtained by consulting the impres-
sion lexicon constructed as described in 3.2. Sev-
enteen rules that we designed are then applied to
the Juman output. For example, there is a rule
that a phrase of a negative form like “sakujo-shi-
nai (do not erase)” should not be divided into a verb
“shi (do),” a suffix “nai (not),” and an action noun
“sakujo (erasion)” but should be treated as a single
verb “sakujo-shi-nai (do-not-erase).” There is also a
rule that an assertive phrase such as “hoomuran-da
(is a home run)” should not be divided into a cop-
ula “da (is)” and a noun “hoomuran (a home run)”
but should form a single copula “hoomuran-da (is-
a-home-run).” Further, there is a rule that a phrase
with a prefix, such as “sai-charenji (re-challenge)”
should not be divided into a prefix “sai (re)” and an

3Since there are no boundary markers between words in
Japanese, word segmentation is needed to identify individual
words.
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action noun “charenji (challenge)” but should form a
single action noun “sai-charenji (re-challenge).” All
the rules are applied to the Juman output in creating
an impression lexicon and computing the impression
values of news articles. Finally, an average of the
impression values obtained for all the words except
for particles, adnominal words, and demonstratives
is calculated and presented as an impression value
of the article.

4 Correcting computed impression values

4.1 Analyzing a correspondence relationship
between computed and manually rated
values

We considered that some gaps would occur be-
tween impression values computed by an unsuper-
vised method such as the one we used and those of
the readers. We, therefore, conducted experiments
in which a total of 900 people participated as sub-
jects, and identified what gaps actually occurred.

First, we conducted experiments with 900 sub-
jects, and obtained data that described correspon-
dence relationships between news articles and im-
pressions to be extracted from the articles. That is,
the 900 subjects were randomly divided into nine
equal groups, each group consisting of 50 males and
50 females, and 90 articles which were selected from
the 2002 edition of the Mainichi Newspaper Text
Database4 were randomly divided into nine equal
parts. Then, each subject was asked to read the ten
articles presented in a random order and rate each
of them using three seven-point bipolar scales pre-
sented in a random order. The scales we used were
“Happy – Sad,” “Glad – Angry,” and “Peaceful –
Strained,” and the subjects were asked to assess, on
a scale of 1 to 7, the intensity of each impression,
represented by each scale, from reading a target ar-
ticle. For example, on the scale “Happy – Sad,” the
score 1 equaled “Happy,” the middle score 4 denoted
“Neither happy nor sad,” and the score 7 equaled
“Sad.” After the experiments, for each scale, we cal-
culated an average of the 100 values rated for every
article. We regarded this average as the impression
value to be extracted from the article. Note that, in
these experiments, we presented only the first para-

4This database is different from the Yomiuri newspaper
database we used in creating an impression lexicon.

graphs of the original news articles to the subjects.
This procedure was derived from the fact that people
can understand the outline of a news article by just
reading the first paragraph of the article, as well as
the fact that impressions of an article may change in
every paragraph. Development of a method for fol-
lowing the change of impressions in an article will
be a future project.

Next, impression values for the first paragraphs
of the 90 articles were computed by the method we
implemented in 3.3, where the first paragraphs were
identical to those presented to the subjects in the ex-
periments. Note that, according to the definition of
our equations, these impression values are close to
1 when impressions on the left of a scale are felt
strongly, and are close to 0 when impressions on the
right of a scale are felt strongly. We therefore used
the following formula and converted the computed
value into a value between 1.0 and 7.0.

Converted = (1− Computed) ∗ 6 + 1

Next, for each scale, we drew a scatter diagram
to identify the potential correspondence relationship
between these converted values and the averages ob-
tained in the experiments, as illustrated in Figure 1.
We can see from any of the scatter diagrams that the
impression values manually rated by the subjects are
positively correlated with those automatically com-
puted by the method we implemented. In fact, their
coefficients of correlation are 0.76, 0.84, and 0.78
from the case at the top of the figure, which are all
high. This not only means that, as an overall trend,
the underlying assumption of this paper is satisfied,
but also indicates that the correspondence relation-
ships can be represented by regression equations.

4.2 Correcting computed impression values
with regression equations

Next, we applied regression analysis to the con-
verted values and the averages, where the converted
values were used as the explanatory variable, and the
averages were used as the objective variable. In this
regression analysis, various regression models (Kan,
2000) such as linear function, logarithmic function,
logistic curve, quadratic function, cubic function,
quartic function, and quintic function were used on
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(a) In the case of “Happy – Sad”
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(b) In the case of “Glad – Angry”
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(c) In the case of “Peaceful – Strained”

Figure 1: Scatter diagrams and regression equations.

a trial basis. As a result, the regression equation,
which had the highest coefficient of determination,
was determined as an optimal function denoting the
correspondence relationship between the converted
values and the averages in each scale. This means
that, for each scale, the impression value of an ar-
ticle was more accurately obtained by correcting a
value computed by the method we implemented us-
ing the corresponding regression equation.

The regression equations obtained here were
“−1.636x3 +18.972x2−70.686x+88.515” for the
“Happy – Sad,” “2.385x5−46.872x4+363.660x3−
1391.589x2 +2627.063x−1955.306” for the “Glad
– Angry,” and “−1.714x3 + 21.942x2 − 90.792x +
124.822” for the “Peaceful –Strained,” and they are

Table 3: Change of the Euclidean distance by using re-
gression equations.

Scales DBefore DAfter Rate1
Happy – Sad 0.94 0.67 29.0%
Glad – Angry 0.83 0.47 42.7%
Peaceful 0.82 0.63 23.2%

– Strained

already illustrated on the corresponding scatter dia-
grams in Figure 1. Their coefficients of determina-
tion were 0.63, 0.81, 0.64, respectively, which were
higher than 0.5 in all scales. This means that the
results of regression analysis were good. In addi-
tion, we can see from Figure 1 that each regression
equation fits the shape of the corresponding scatter
diagram.

5 Performance Evaluation

First, we estimated the accuracy of the proposed
method for learned data. For that, we used the data
obtained in the experiments described in 4.1, and in-
vestigated how far gaps between the computed val-
ues and the averages of the manually rated values
were reduced by using the regression equations. The
results are shown in Table 3. In this table,DBeforede-
notes the Euclidean distance between the computed
values without correction and the averages for the 90
articles, andDAfter denotes the Euclidean distance
between the values corrected with the correspond-
ing regression equation and the averages for the 90
articles. ThenRate1was calculated as an improve-
ment rate by the following formula:

Rate1=
DBefore−DAfter

DBefore
× 100

Table 3 shows fairly high improvement rates in all
the scales, and hence we find that accuracy is im-
proved by using the regression equations. In partic-
ular,DAfter for the scale “Glad – Angry” is less than
0.5 or a half of a step and is sufficiently small.

Next, we calculated the accuracy of the method
(Kumamoto and Tanaka, 2005) on which the pro-
posed method is based, and compared it with that of
the proposed method. The results are shown in Ta-
ble 4. In this table,DBaselinedenotes the Euclidean
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Table 4: Comparison with a baseline method.

Scales DBaseline DProposed Rate2
Happy – Sad 0.99 0.67 32.3%
Glad – Angry 0.82 0.47 42.7%
Peaceful 1.00 0.63 37.0%

– Strained

distance between the values computed by the base-
line method and the averages for the 90 articles, and
DProposed is equivalent toDAfter in Table 3. Then
Rate2is calculated as an improvement rate by the
following formula:

Rate2=
DBaseline−DProposed

DBaseline
× 100

Table 4 also shows that fairly high improvement
rates were obtained in all the scales. Note that the
baseline method was implemented in the following
way. First, a pair of reference words was prepared
for each scale. Actually, the pair “tanoshii (happy)”
and “kanashii (sad)” was used for the scale “Happy
– Sad”; the pair “ureshii (glad)” and “ikaru/okoru
(get angry)” for the scale “Glad – Angry”; and
“nodokada (peaceful)” and “kinpakusuru (strained)”
for the scale “Peaceful – Strained.” Next, an impres-
sion lexicon for the baseline method was constructed
from the news articles which were used to construct
our impression lexicon.

The results shown in Tables 3 and 4 prove that the
proposed method has a high level of accuracy for the
articles used in obtaining the regression equations.

As the next step, we estimated the accuracy of the
proposed method for unlearned data. For that, we
performed five-fold cross-validation using the data
obtained in 4.1. First, the data were randomly di-
vided into five equal parts, each part consisting of
data for 18 articles. Next, a learned data set was cre-
ated arbitrarily from four of the five parts, or data
for 72 articles, and an unlearned data set was cre-
ated from the remaining part, or data for 18 arti-
cles. Regression analysis was then applied to the
learned data set. As a result, an optimal regres-
sion equation that expressed a correspondence rela-
tionship between the computed values and the av-
erages of the manually rated values in the learned

Table 5: Estimation of overall accuracy based on five-fold
cross-validation.

Scales DMean DMax DMin

Happy – Sad 0.69 0.78 0.57
Glad – Angry 0.49 0.58 0.42
Peaceful – Strained 0.64 0.81 0.50

Table 6: Influence of size of target newspaper database to
Euclidean distance.

Editions
Scales 2002-2006 2005-2006 2006
Happy – Sad 0.67 0.69 0.73
Glad – Angry 0.47 0.50 0.54
Peaceful 0.63 0.65 0.69

– Strained

data set was obtained for each scale. Next, we cal-
culated the Euclidean distance between the averages
for 18 articles in the unlearned data set and the val-
ues which were computed from the 18 articles them-
selves and corrected with the corresponding optimal
regression equation. The results are shown in Ta-
ble 5. In this table,DMean, DMax, and DMin de-
note the mean, maximum, and minimum values of
the five Euclidean distances calculated from a total
of five unlearned data sets, respectively. Comparing
DProposedin Table 4 andDMean in Table 5, we find
that they are almost equivalent. This means that the
proposed method is also effective for unlearned data.

Finally, we investigated how the accuracy of the
proposed method was influenced by the size of the
newspaper database used in constructing an impres-
sion lexicon. First, using each of the 2002 to 2006
editions, the 2005 to 2006 editions, and the 2006
edition only, impression lexicons were constructed.
Three regression equations were then obtained for
each lexicon in the same way. Next, for each scale,
we calculated the Euclidean distance between the
values which were computed from all the 90 arti-
cles using each lexicon and corrected with the corre-
sponding regression equation, and the averages ob-
tained in 4.1. The results are shown in Table 6. Table
6 shows that the accuracy of the proposed method is
reduced slightly as the size of newspaper database
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becomes smaller. Conversely, this suggests that the
accuracy of the proposed method can be improved as
the size of newspaper database increases. We would
like to verify this suggestion in the near future.

6 Conclusion

This paper has proposed a method for quantitatively
identifying the impressions that people gain from
reading Japanese news articles. The key element
of the proposed method lies in a new approach that
uses regression equations to correct impression val-
ues computed from news articles by an unsuper-
vised method. Our investigation has shown that ac-
curacy for learned data is improved by a range of
23.2% to 42.7% by using regression equations, and
that accuracy for unlearned data is almost equiva-
lent to the accuracy for learned data. Note that, in
this paper, the target impressions are limited to those
represented by three bipolar scales, “Happy – Sad,”
“Glad – Angry,” and “Peaceful – Strained,” and the
strength of each impression is computed as a real
number between 1 and 7 denoting a position on the
corresponding scale.

Our main future work is described below. Since
the proposed method uses a word co-occurrence
based method to construct an impression lexicon, it
may not be effective for other types of scale. We
therefore need to examine and consider what kinds
of scales are suitable for the proposed method. Per-
sonal adaptation is important in methods dealing
with impressions created by such artworks as music
and paintings. In order to develop a method for more
accurately quantifying readers’ impressions of news
articles, we will also tackle this personal adaptation
problem. Further, we plan to integrate the proposed
method into a search engine, a recommendation sys-
tem, and an electronic book reader, and to verify the
effectiveness of readers’ impressions of news arti-
cles in creating a ranking index for information re-
trieval and recommendation, or in determining the
type of emotional speech used in reading an e-paper.
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Abstract

Recent solutions for sentiment analysis have
relied on feature selection methods ranging
from lexicon-based approaches where the set
of features are generated by humans, to ap-
proaches that use general statistical measures
where features are selected solely on empiri-
cal evidence. The advantage of statistical ap-
proaches is that they are fully automatic, how-
ever, they often fail to separate features that
carry sentiment from those that do not. In this
paper we propose a set of new feature selec-
tion schemes that use a Content and Syntax
model to automatically learn a set of features
in a review document by separating the enti-
ties that are being reviewed from the subjec-
tive expressions that describe those entities in
terms of polarities. By focusing only on the
subjective expressions and ignoring the enti-
ties, we can choose more salient features for
document-level sentiment analysis. The re-
sults obtained from using these features in a
maximum entropy classifier are competitive
with the state-of-the-art machine learning ap-
proaches.

1 Introduction

As user generated data become more commonplace,
we seek to find better approaches to extract and clas-
sify relevant content automatically. This gives users
a richer, more informative, and more appropriate set
of information in an efficient and organized manner.
One way for organizing such data istext classifica-
tion, which involves mapping documents intotopi-
cal categories based on the occurrences of particular

features. Sentiment Analysis (SA) can be framed as
a text classification task where the categories arepo-
larities such aspositiveandnegative. However, the
similarities end here. Whereas general text classi-
fication is concerned with features that distinguish
different topics, sentiment analysis deals with fea-
tures about subjectivity, affect, emotion, and points-
of-view thatdescribeor modify the related entities.
Since user-generated review documents contain both
kinds of features, SA solutions ultimately face the
challenge of separating the factual content from the
subjective content describing it.

For example, taking a segment from a randomly
chosen document in Pang et al.’s movie review cor-
pus1, we see how entities and modifiers are related
to each other:

... Of course, it helps thatKaye has an
actor as talentedas Norton to play this
part . It’s astonishinghow frightening
Norton looks with a shaved head and a
swastika on his chest. ... Visually,the film
is very powerful. Kaye indulges in a lot of
interestingartistic choices, and most of
them work nicely.

Indeed, most of the information about an entity
that relates it to a particular polarity comes from the
modifyingwords. In the example above, these words
are adjectives such astalented, frightening, interest-
ing, andpowerful. They can also be verbs such as
work and adverbs such asnicely. The entities are

1http://www.cs.cornell.edu/people/pabo/movie-review-
data/
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represented by various nouns and pronouns such as:
Kaye, Norton, actor andthem.

Therefore, the task of classifying a review doc-
ument can be explored by taking into account a
mixture of entities and their modifiers. An impor-
tant characteristic of review documents is that the
reviewers tend to discuss the whole set of entities
throughout the entire document, whereas the modi-
fiers for those entities tend to be more localized at
the sentence or phrase level. In other words, each
entity can bepolymorphouswithin the document,
with a long-rangesemanticrelationship between its
forms while the modifiers in each case are bound
to the entity in a short-range,syntacticrelationship.
Generalizing a single entity to all the entities that are
found in a document, and taking all their respective
modifiers into account, we can start to infer the po-
larity of the entire document based on the set of all
the modifiers. This reduces to finding all the syn-
tactic words in the document and disregarding the
entities.

Taking another look at the example modifiers, we
might assume that all of the relevant indicators for
SA come from specific parts of speech categories
such asadjectivesand adverbs, while other parts
of speech classes such as nouns are more relevant
for general text classification, and can be discarded.
However, as demonstrated by Pang et al. (2002),
Pang and Lee (2004), Hu and Liu (2004), and Riloff
et al. (2003), there are some nouns and verbs that
are useful sentiment indicators as well. Therefore,
a clear distinction cannot be made along parts of
speech categories.

To address this issue, we propose afeature selec-
tion scheme in which we can obtain important senti-
ment indicators that:

1. Do not rely on specific parts of speech classes
while maintaining the focus on syntax words.

2. Separate semantic words that do not indicate
sentiment while keeping nouns that do.

3. Reflect the domain for the set of documents.

By using feature selection schemes that focus on
the outlined sentiment indicators as a basis for our
machine learning approach, we should achieve com-
petitive accuracy results when classifying document
polarities.

The rest of this paper is organized as follows. Sec-
tion 2 discusses some important work and results
for SA and outlines the modelling and classification
techniques used by our approach. Section 3 provides
details about our feature selection methods. Our ex-
periments and analyses are given in section 4, and
conclusions and future directions are presented in
section 5.

2 Related Work

2.1 Feature Selection in Sentiment Analysis

The majority of the approaches for SA involve a
two-step process:

1. Identify the parts of the document that will
likely contribute topositiveor negativesenti-
ments.

2. Combine these parts of the document in ways
that increase the odds of the document falling
into one of these two polar categories.

The simplest approach for (1) by Pang et al.
(2002) is to use the most frequently-occurring words
in the corpus as polarity indicators. This approach
is commonly used with general text classification,
and the results achieved indicate that simple docu-
ment frequency cutoffs can be an effective feature
selection scheme. However, this scheme picks up
on many entity words that do not contain any sub-
jectivity.

The most common approach, used by researchers
such as Das and Chen (2007), starts with a manu-
ally created lexicon specific to their particular do-
main whereas others (Hurst and Nigam, 2004; Yi et
al., 2003) attempt to craft a general-purpose opin-
ion lexicon that can be used across domains. More
recent lexicon-based approaches (Ding et al., 2008;
Hu and Liu, 2004; Kim and Hovy, 2004; Riloff et
al., 2003) begin with a small set of ‘seed’ words
and bootstrap this set through synonym detection
or various on-line resources to obtain a larger lex-
icon. However, lexicon-based approaches have sev-
eral key difficulties. First, they take time to com-
pile. Whitelaw et al. (2005) report that their feature
selection process took 20 person-hours, since it in-
volves work done by human annotators. In separate
qualitative experiments done by Pang et al. (2002),
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Wilson et al. (2005) and Kim and Hovy (2004), the
agreement between human judges when given a list
of sentiment-bearing words is as low as 58% and no
higher than 76%. In addition, some words may not
be frequent enough for a classification algorithm.

2.2 Topic Modelling and HMM-LDA

Topic models such asLatent Dirichlet Allocation
(LDA) are generative models that allow documents
to be explained by a set of unobserved (latent) top-
ics. Hidden Markov Model LDA (HMM-LDA)
(Griffiths et al., 2005) is a topic model that simul-
taneously models topics and syntactic structure in a
collection of documents. The idea behind the model
is that a typical word can play different roles. It can
either be part of the content and serve in a seman-
tic (topical) purpose or it can be used as part of the
grammatical (syntactic) structure. It can also be used
in both contexts. HMM-LDA models this behavior
by inducing syntactic classes for each word based
on how they appear together in a sentence using a
Hidden Markov Model. Each word gets assigned to
a syntactic class, but one class is reserved for the se-
mantic words. Words in this class behave as they
would in a regular LDA topic model, participating
in different topics and having certain probabilities of
appearing in a document. More formally, the model
is defined in terms of three sets of variables and a
generative process. Let w = {w1, ..., wn} be a se-
quence of words where each wordwi is one ofV
words; z = {z1, ..., zn}, a sequence of topic as-
signments where eachzi is one ofK topics; and
c = {c1, ..., cn}, a sequence of class assignments
where eachci is one ofC classes. One class,ci = 1
is designated as the ‘semantic class’, and the rest,
the ‘syntactic’ classes.

Since we are dealing with a Hidden Markov
Model, we require a variable representing thetran-
sition probabilitiesbetween the classes, given by a
C × C transition matrixπ that models transitions
between classesci−1 andci. The generative process
is described as follows:

1. Sampleθ(d) from a Dirichlet priorDir(α)

2. For each wordwi in documentd:

(a) Drawzi ∼ θ(d)

(b) Drawci ∼ π(ci−1)

(c) If ci = 1, then drawwi ∼ φ(zi), else draw
wi ∼ φ(ci)

whereφ(zi) ∼ Dir(β) andφ(ci) ∼ Dir(δ), both
from Dirichlet distributions.

2.3 Text Classification Based on Maximum
Entropy Modelling

Maximum Entropy Modelling (Manning and
Scḧutze, 1999) is a framework whereby the features
represent constraints on the overall model and the
idea is to incorporate the knowledge that we have
while preserving as much uncertainty as possible
about the knowledge we do not have. The features
fi are binary functions where there is a vectorx

representing input elements (unigram features in our
case) andc, the class label for one of the possible
categories. More specifically, a feature function is
defined as follows:

fi,c′(x, c) =

{

1 if x containswi andc = c′

0 otherwise
(2.1)

where wordwi and categoryc′ correspond to a spe-
cific feature.

Employing the feature functions described above,
a Maximum Entropy model takes the following
form:

P (x, c) =
1

Z

K
∏

i=1

α
fi(x,c)
i (2.2)

whereK is the number of features,αi is the weight
for featurefi, andZ is a normalizing constant. By
taking the logarithm on both sides, we get the log-
linear model:

log P (x, c) = − log Z +
K

∑

i=1

fi(x, c) log αi (2.3)

To classify a document, we computeP (c|x) so
that thec with the highest probability will be the cat-
egory for the given document.
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3 Feature Selection (FS) Based on
HMM-LDA

3.1 Characteristics of Salient Features

To motivate our approach, we first describe criteria
that are useful in selecting salient features for SA:

1. Features should be expressive enough to add
useful information to the classification process.
As discussed in section 1, the most expressive
features in terms of polarity are themodifying
words that describe an entity in a certain way.
These are usually, but not restricted to, adjec-
tives, adverbs, subjective verbs and nouns.

2. All features together should form a broad and
comprehensive viewpoint of the entire corpus.
In a corpus of many documents, some features
can represent a subset of the corpus very accu-
rately, while other features may represent an-
other subset of the corpus. The problem arises
when representing the whole corpus with a spe-
cific feature set (Sebastiani, 2002).

3. Features should be as domain-dependent as
possible. Examples from Hurst and Nigam
(2004) and Das and Chen (2007) as well as
many other approaches indicate that SA is a
domain-dependant task, and the final features
should reflect the domain of the corpus that
they are representing.

4. Features must be frequent enough.Rare fea-
tures do not occur in many documents and
make it difficult to train a machine learning al-
gorithm. Experiments by Pang et al. (2002) in-
dicate that having more features does not help
learning, and the best accuracy was achieved
by selecting features based ondocument fre-
quency.

5. Features should be discriminative enough.A
learning system needs to be able to pick up on
their presence in certain documents for one out-
come and absence in other documents for an-
other outcome in classification.

3.2 FS Based on Syntactic Classes

Our proposed FS scheme is to utilize HMM-LDA
to obtain words that, for the most part, follow the

criteria we set out in subsection 3.1. We train an
HMM-LDA model to give us the syntactic classes
that we further combine to form our final features.
Let wordwi ∈ V whereV is the vocabulary. Also
let cj ∈ C be a class. We definePcj

(wi) as the prob-
ability of word wi in classcj , and one class,cj = 1
indicates the semantic class. Since each class (syn-
tactic and semantic) has a probability distribution
over all words, we need to select words that offer
a goodrepresentationof the class. The representa-
tive words in each class have a much higher proba-
bility than the other words. Therefore, we can select
the representative words by thecumulative probabil-
ity. Specifically, we select the top percentage of the
words in a class whereby the sum of their probabil-
ities will be within some pre-defined range. This is
necessary since there are many words in each class
with low probabilities in which we are not interested
(Steyvers and Griffiths, 2006). The cumulative dis-
tribution function is defined as:

Fj(wi) =
∑

Pcj
(w)≥Pcj

(wi)

Pcj
(w) (3.1)

Then, we can define the set of words in classcj as:

Wcj
= {wi|Fj(wi) ≤ η} (3.2)

whereη is a pre-defined threshold such that0 ≤ η ≤
1. Next, we define the set of words in all the syntac-
tic classesWsyn as:

Wsyn = {wi|wi ∈ Wcj
andcj 6= 1} (3.3)

and the set of words in the semantic classWsem as:

Wsem = {wi|wi ∈ Wcj
andcj = 1} (3.4)

Since modifying words for sentiment typically
fall into syntactic classes, we could use words in
Wsyn as features for SA. However, as observed by
Pang et al. (2002), the best classification perfor-
mance is achieved by a subset of features (typically
around 2500). As a general step, we can apply a
document frequency (DF) cutoff to select the most
frequent features. Letdf(wi) denote the document
frequency of wordwi, indicating the number of doc-
uments in whichwi occurs in the corpus. Then the
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resulting features selected based ondf can be de-
fined as:

cut(Wsyn, ǫ) = {wi|wi ∈ Wsyn anddf(wi) ≥ ǫ}
(3.5)

where ǫ is the minimum document frequency re-
quired for feature selection.

3.3 FS Based on Set Difference between
Syntactic and Semantic Classes

The main characteristic of using HMM-LDA classes
for feature selection is that the set of words in the
syntactic classes and the set of words in the semantic
class are not disjoint. In fact, there is quite a large
overlap. In this and the next subsections, we dis-
cuss ways to remedy and even exploit this situation
to get a higher level of accuracy. In the Pang et al.
movie review data, there is about 35% overlap be-
tween words in the syntactic and semantic classes
for η = 0.9. Our first systematic approach attempts
to gain better accuracy by lowering the ratio of se-
mantic words in the final feature set.

More formally, given the set of syntactic words
Wsyn, we can reduce the overlap withWsem by do-
ing a set difference operation:

Wsyn −Wsem (3.6)

This will give us all the words that are more
favoured in the syntactic classes. However, as we
shall see shortly, and also as we earlier speculated,
by subtracting all the words in the semantic class, we
are actually getting rid of some useful features. This
is because (a) it is possible for the semantic class
to contain words that are syntactic, and as a result
are useful, and (b) there exist some semantic words
that are good indicators of polarity. Therefore, we
seek to ‘lessen’ the influence of the semantic class
by cutting only a certain portion of it out, but not all
of them.

For the above scheme, we outline Algorithm 1
that enables us to select features fromWsyn by ap-
plying a percentage cutoff forWsem and then doing
a set difference operation. We definetop(Wsem, δ)
to be theδ% of the words with top probabilities in
Wsem.

Note that whenδ = 1.0, we get the same result as
Wsyn − Wsem. In our experiments, we try a range
of δ values for SA.

Algorithm 1 Syntactic-Semantic Set Difference
Require: Wsyn andWsem as input

1: W ′
sem = top(Wsem, δ)

2: Wdiff = Wsyn −W ′
sem

3: W ′
syn = cut(Wdiff , ǫ)

3.4 FS Based on Max Scores of Syntactic
Features

The running theme through the HMM-LDA feature
selection schemes is that if a word is highly ranked
(has a high probability of occurring) in a syntactic
class, we should use that word in our feature set.
Moreover, if a word is highly ranked in the seman-
tic class, we usually do not want to use that word
in our feature set because the word usually indicates
a frequent noun. Therefore, the desirable words are
those that occur with high probability in the syntac-
tic classes, but do not occur with high probability in
the semantic class, or do not occur there at all.

To this end, we have formulated a scheme that
adds such words to our feature set. For each word,
we obtain its highest probability in the set of syn-
tactic classes. Comparing this probability with the
probability of the same word in the semantic class,
we disregard the word if the probability in the se-
mantic class is greater.

We define the max scores for wordwi for both the
syntactic and semantic classes and describe how we
select features based on the max scores in Algorithm
2.

Algorithm 2 Max Scores of Syntactic Features
Require: cj ∈ C where1 ≤ j ≤ |C|

1: for all wi ∈ V do
2: Ssyn(wi) = maxcj 6=1Pcj

(wi)
3: Ssem(wi) = Pc1(wi)
4: Wmax = {wi|Ssyn(wi) > Ssem(wi)}
5: end for
6: W ′

syn = cut(Wmax, ǫ)

4 Experiments

This section describes the steps taken to gener-
ate some experimental results for each scheme de-
scribed in the previous section. Before we can an-
alyze these sets of results, we take a look at some
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baselines.

4.1 Evaluation

We use the corpus of 2000 movie reviews (Pang and
Lee, 2004) that consists of 1000 positive and 1000
negative documents selected from on-line forums.
In our experiments, we randomize the documents
and split the data into 1800 for training / testing pur-
poses and 200 as the validation set. For the 1800
documents, we run a 3-fold cross validation proce-
dure where we train on 1200 documents and test on
600. We compare the resultant feature sets after each
FS scheme using the OpenNLP2 Maximum Entropy
classifier.

Throughout these experiments, we are interested
in the classification accuracy. This is evaluated
simply by comparing the resultant class from the
classifier and the actual class annotated by Pang
and Lee (2004). The number of matches is di-
vided by the number of documents in thetest
set. Thus, given anannotatedtest setdtestA =
{(d1, o1), (d2, o2), . . . (dS , oS)} and the classified
set, dtestB = {(d1, q1), (d2, q2), . . . (dS , qS)}, we
calculate the accuracy as follows:

∑S
i=1 I(oi = qi)

S
(4.1)

whereI(·) is the indicator function.

4.2 Baseline Results

After replicating the results from Pang et al. (2002),
we varied the number of iterations per fold by using
a held-out validation set ‘eval’. The higher accu-
racy achieved suggests that the model was not fully
trained after 10 iterations.

In order to compare with our HMM-LDA based
schemes, we ran experiments to explore a basic
POS-based feature selection scheme. In this ap-
proach, we first tagged the words in each document
with POS tags and selected the most frequently-
occurring unigrams that were not tagged as ‘NN’,
‘NNP’, ‘NNS’ or ‘NNPS’ (the ‘noun’ categories).
This corresponds toPOS (-NN*) in Table 1. Next,
we tagged all the words and only selected the words
that were tagged as ‘JJ*’, ‘RB*’, and ‘VB*’ cate-
gories (the ‘syntactic’ categories). The idea is to

2http://incubator.apache.org/opennlp/

include as part of the feature set all the words that
are not ‘semantically oriented’. This corresponds to
POS (JJ* + RB* + VB*) in Table 1.

Iterations DF
cutoff

POS
(-NN*)

POS
(JJ*+RB*

+VB*)
10 0.821 0.827 0.811
25 0.836 0.831 0.824

eval 0.845 0.848 0.826

Table 1: Baseline results with a different number of iter-
ations. Each column represents a different feature selec-
tion method.

4.3 HMM-LDA Training

Our feature selection methods involve training an
HMM-LDA model on the Pang et al. corpus of
movie reviews, taking the class assignments, and
combining the resultant unigrams to create features
for the MaxEnt classifier. Since HMM-LDA is an
unsupervisedtopic model, we can train it on the en-
tire corpus. We trained the model using the Topic
Modelling Toolbox3 MATLAB package on the 2000
movie reviews. Since the HMM-LDA model re-
quires sentences to be outlined, we used the usual
end-of-sentence markers (‘.’, ‘!’, ‘?’, ‘:’). The train-
ing parameters areT = 50 topics,S = 20classes,AL-
PHA = 1.0, BETA = 0.01, andGAMMA = 0.1 . We
found that 1000 iterations is sufficient as we tracked
the log-likelihood of every 10 iterations.

After training, we have both the topic assignments
z and the class assignmentsc for each word in each
of the samples.

4.4 Selecting Features Based on Syntactic
Classes

In this experiment we fixη = 0.9 to get the top
words in each class having a cumulative probabil-
ity under 0.9. These are therepresentativewords
in each class which we merge intoWsyn. Finally,
we select 2500 words by thedf cutoff method. This
list of words is then used as features for the Max-
Ent classifier. We run the classifier for 10, 25 and
‘eval’ number of iterations in order to compare with
the baseline results.

3http://psiexp.ss.uci.edu/research/programsdata/toolbox.htm
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Iterations FS Based on
Syntactic Features

10 0.823
25 0.839

eval 0.863

Table 2: Results for FS Based on Syntactic Classes at 10,
25 and ‘eval’ iterations.

At η = 0.9, there are 6,189 words inWsyn before
we select the top 2500 using thedf cutoff. From
Table 2, we see that the accuracy has increased from
0.845 to 0.863 at the ‘eval’ number iterations.

In all of our experiments, we usedf cutoff to
get a manageable number of features for the clas-
sifier. This is partly based on Pang et al. (2002)
and partly based on calculating thePearson correla-
tion for each class between the document frequency
and word probability atη = 0.9. Since every class
has a positive correlation in the range of [0.313938,
0.888160] where the average is 0.576, we can say
that there is a correlation between the two values.

4.5 Selecting Features Based on Set Difference

The result for Set Difference is derived by varying
the percentage of top semantic words that should be
excluded in the final feature set. For example, some
words inWsyn∩Wsem that have a higher probability
in Wsem are: ‘hollywod’, ‘war’ , and‘fiction’ while
some words that have a higher probability inWsyn

include: ‘good’, ‘love’ and ‘funny’. Theδ value is
defined by the percentage of the words inWsem that
we exclude fromWsyn. The results for0.0 ≤ δ ≤
1.0 for increments ofδ×|Wsem|, are summarized in
Table 3.

δ FS Based on
Set Difference

δ FS Based on
Set Difference

0.0 0.861 0.5 0.852
0.1 0.862 0.6 0.846
0.2 0.865 0.7 0.849
0.3 0.858 0.8 0.847
0.4 0.857 0.9 0.840

1.0 0.831

Table 3: Results for FS Based on Syntactic-Semantic
set difference method. Each row represents the accuracy
achieved at a particularδ value.

From the results, we can see that as we remove
more and more words fromWsem, the accuracy level
decreases. This suggests thatWsem∩Wsyn contains
some important features and if we subtractWsem en-
tirely, we essentially eliminate them. At each cutoff
level, we are eliminating 10% until we have elimi-
nated the whole set. Clearly, a more fine-grained ap-
proach is needed, and that leads us to the Max-Score
results.

4.6 Selecting Features Based on Max Scores

For the method based on Max Scores, we may select
features that are in bothWsem andWsyn sets as long
as their max scores inWsyn are higher than those in
Wsem.

Iterations FS Based on
Max Scores

eval 0.875

Table 4: Result for FS Based on Max Scores.

Comparing the accuracy in Table 4 with those
in the previous subsections, we can say that using
the fine-grained Max-Score algorithm improves the
classification accuracy. This means that iteratively
removing words that have a relatively higher prob-
ability in Wsem compared toWsyn does not elim-
inate important words occurring in both sets, but
lessens the influence of some high probability words
in Wsem.

4.7 Discussion of the Results

For our experiments, the best accuracy is achieved
by utilizing the Max-Score algorithm (outlined in
subsection 3.4) after a further selection of 2500 with
the df cutoff. As discussed in subsection 3.4, the
Max-Score algorithm enables us to select words that
have a higher score inWsyn than inWsem. This ap-
proach has the dual advantage of keeping the words
that are present in bothWsyn and Wsem but have
higher scores inWsyn and ignoring the words that
are also present in both sets but have higher scores
in Wsem. Ultimately, this decreases the influence of
the frequent and overlapped words that have a high
probability inWsem.

Finally, to quantify the significance level of our
best approach against the baseline methods in sub-
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section 4.2, we calculated the p-values for the one-
tailed t-tests comparing our best approach based on
Max Scores with the DF and POS (-NN*) baselines,
respectively. The resulting p-values of 0.011 and
0.014 suggest that our best approach issignificantly
better than the baseline approaches.

5 Conclusions and Future Directions

In this paper, we have described a method for fea-
ture selection based on long-range and short-range
dependencies given by the HMM-LDA topic model.
By modelling review documents based on the com-
binations of syntactic and semantic classes, we have
devised a method of separating the topical con-
tent that describes theentities under review from
the opinion context (given by sentimentmodifiers)
about that entity in each case. By grouping all the
sentiment modifiers for each entity in a document,
we are selecting the features that are intuitively in
line with the outlined characteristics of salient fea-
tures for SA (see subsection 3.1). This is backed up
by our experiments where we achieve competitive
results for document polarity classification.

One avenue for future development of this frame-
work could include identifying and extractingas-
pectsfrom a review document. So far, we have not
identified aspects from the entities, choosing instead
to classify a document as a whole. However, this
framework can be readily applied to extract relevant
(most probable) aspects using the LDA topic model
and then restrict the syntactic modifiers to the range
of sentences where an aspect occurs. This would
give us anunsupervisedaspect extraction scheme
that we can combine with a classifier to predict po-
larities for each aspect.
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Abstract

We introduce a new emotion classification
task based on Leary’s Rose, a framework for
interpersonal communication. We present a
small dataset of 740 Dutch sentences, out-
line the annotation process and evaluate an-
notator agreement. We then evaluate the per-
formance of several automatic classification
systems when classifying individual sentences
according to the four quadrants and the eight
octants of Leary’s Rose. SVM-based classi-
fiers achieve average F-scores of up to 51% for
4-way classification and 31% for 8-way clas-
sification, which is well above chance level.
We conclude that emotion classification ac-
cording to the Interpersonal Circumplex is a
challenging task for both humans and ma-
chine learners. We expect classification per-
formance to increase as context information
becomes available in future versions of our
dataset.

1 Introduction

While sentiment and opinion mining are popular re-
search topics, automatic emotion classification of
text is a relatively novel –and difficult– natural lan-
guage processing task. Yet it immediately speaks
to the imagination. Being able to automatically
identify and classify user emotions would open up
a whole range of interesting applications, from in-
depth analysis of user reviews and comments to en-
riching social network environments according to
the user’s emotions.

Most experiments in emotion classification focus
on a set of basic emotions such as “happiness”, “sad-

ness”, “fear”, “anger”, “surprise” and “disgust”. The
interpretation of “emotion” we’re adopting in this
paper, however, is slightly more specific. We con-
centrate on the emotions that are at play in interper-
sonal communication, more specifically in the dy-
namics between participants in a conversation: is
one of the participants taking on a dominant role?
Are the speakers working towards a common goal,
or are they competing? Being able to automati-
cally identify these power dynamics in interpersonal
communication with sufficient accuracy would open
up interesting possibilities for practical applications.
This technology would be especially useful in e-
learning, where virtual agents that accept (and inter-
pret) natural language input could be used by players
to practice their interpersonal communication skills
in a safe environment.

The emotion classification task we present in this
paper involves classifying individual sentences into
the quadrants and octants of Leary’s Rose, a frame-
work for interpersonal communication.

We give a brief overview of related work in sec-
tion 2 and the framework is outlined in section 3.
Section 4 introduces the dataset we used for clas-
sification. Section 5 outlines the methodology we
applied, and the results of the different experiments
are reported on in section 6. We discuss these results
and draw conclusions in section 7. Finally, section 8
gives some pointers for future research.

2 Related Work

The techniques that have been used for emotion clas-
sification can roughly be divided into pattern-based
methods and machine-learning methods. An often-
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used technique in pattern-based approaches is to use
pre-defined lists of keywords which help determine
an instance’s overall emotion contents. The AESOP
system by Goyal et al. (2010), for instance, attempts
to analyze the affective state of characters in fables
by identifying affective verbs and by using a set of
projection rules to calculate the verbs’ influence on
their patients. Another possible approach –which
we subscribe to– is to let a machine learner deter-
mine the appropriate emotion class. Mishne (2005)
and Keshtkar and Inkpen (2009), for instance, at-
tempt to classify LiveJournal posts according to their
mood using Support Vector Machines trained with
frequency features, length-related features, semantic
orientation features and features representing special
symbols. Finally, Rentoumi et al. (2010) posit that
combining the rule-based and machine learning ap-
proaches can have a positive effect on classification
performance. By classifying strongly figurative ex-
amples using Hidden Markov Models while relying
on a rule-based system to classify the mildly figura-
tive ones, the overall performance of the classifica-
tion system is improved.

Whereas emotion classification in general is a
relatively active domain in the field of computa-
tional linguistics, little research has been done re-
garding the automatic classification of text accord-
ing to frameworks for interpersonal communication.
We have previously carried out a set of classifica-
tion experiments using Leary’s Rose on a smaller
dataset (Vaassen and Daelemans, 2010), only tak-
ing the quadrants of the Rose into account. To our
knowledge, this is currently the only other work con-
cerning automatic text classification using any real-
ization of the Interpersonal Circumplex. We expand
on this work by using a larger dataset which we eval-
uate for reliability. We attempt 8-way classification
into the octants of the Rose, and we also evaluate a
broader selection of classifier setups, including one-
vs-all and error-correcting systems.

3 Leary’s Rose

Though several frameworks have been developed
to describe the dynamics involved in interpersonal
communication (Wiggins, 2003; Benjamin, 2006),
we have chosen to use the Interpersonal Circum-
plex, better known as “Leary’s Rose” (Leary, 1957).

Figure 1: Leary’s Rose

Leary’s Rose (Figure 1) is defined by two axes: the
above-below axis (vertical), which tells us whether
the speaker is being dominant or submissive towards
the listener; and the together-opposed axis (horizon-
tal), which says something about the speaker’s will-
ingness to co-operate with the listener. The axes di-
vide the Rose into four quadrants, and each quadrant
can again be divided into two octants.

What makes the Circumplex especially interest-
ing for interpersonal communication training is that
it also allows one to predict (to some extent) what
position the listener is most likely going to take
in reaction to the way the speaker positions him-
self. Two types of interactions are at play in Leary’s
Rose, one of complementarity and one of similar-
ity. Above-behavior triggers a (complementary) re-
sponse from the below zone and vice versa, while
together-behavior triggers a (similar) response from
the together zone and opposed-behavior triggers a
(similar) response from the opposed area of the
Rose. The speaker can thus influence the listener’s
emotions (and consequently, his response) by con-
sciously positioning himself in the quadrant that will
likely trigger the desired reaction.

4 Dataset

To evaluate how difficult it is to classify sentences
–both manually and automatically– according to
Leary’s Rose, we used an expanded version of the
dataset described in Vaassen and Daelemans (2010).
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The dataset1 contains a total of 740 Dutch sentences
labeled according to their position on the Interper-
sonal Circumplex. The majority of the sentences
were gathered from works specifically designed to
teach the use of Leary’s Rose (van Dijk, 2000; van
Dijk and Moes, 2005). The remaining sentences
were specifically written by colleagues at CLiPS and
by e-learning company Opikanoba. 31 sentences
that were labeled as being purely neutral were re-
moved from the dataset for the purposes of this clas-
sification experiment, leaving a set of 709 Dutch
sentences divided across the octants and quadrants
of the Interpersonal Circumplex. Table 1 shows the
class distribution within the dataset and also lists the
statistical random baselines for both 8-class and 4-
class classification tasks.

709 sentences

TOG A: 165 sentences
leading: 109 sentences
helping: 56 sentences

TOG B: 189 sentences
co-operative: 92 sentences
dependent: 97 sentences

OPP B: 189 sentences
withdrawn: 73 sentences
defiant: 116 sentences

OPP A: 166 sentences
aggressive: 71 sentences
competitive: 95 sentences

Baseline 25.4% 13.1%

Table 1: Distribution of classes within the dataset2

Below are a few example sentences with their cor-
responding position on the Rose.

• Please have a seat and we’ll go over the options
together. - helping (TOG A)

• So what do you think I should do now? - de-
pendent (TOG B)

• That’s not my fault, administration’s not my re-
sponsibility! - defiant (OPP B)

• If you had done your job this would never have
happened! - aggressive (OPP A)

4.1 Agreement Scores
Placing sentences on Leary’s Rose is no easy task,
not even for human annotators. An added complica-
tion is that the sentences in the dataset lack any form
of textual or situational context. We therefore expect
agreement between annotators to be relatively low.

1Dataset available on request.
2“TOG” and “OPP” stand for together and opposed respec-

tively, while “A” and “B” stand for above and below.

To measure the extent of inter-annotator disagree-
ment, we had four annotators label the same random
subset of 50 sentences. The annotators were given a
short introduction to the workings of Leary’s Rose,
and were then instructed to label each of the sen-
tences according to the octants of the Rose using the
following set of questions:

• Is the current sentence task-oriented (opposed)
or relationship-oriented (together)?

• Does the speaker position himself as the dom-
inant partner in the conversation (above) or is
the speaker submissive (below)?

• Which of the above two dimensions (affinity or
dominance) is most strongly present?

Annotators were also given the option to label a sen-
tence as being purely neutral should no emotional
charge be present.

Table 2 shows Fleiss’ kappa scores calculated for
4 and 8-class agreement.

# of classes κ

4 0.37
8 0.29

Table 2: Inter-annotator agreement, 4 annotators

Though the interpretation of kappa scores is in
itself subjective, scores between 0.20 and 0.40 are
usually taken to indicate “fair agreement”.

The full dataset was also annotated a second time
by the initial rater six months after the first annota-
tion run. This yielded the intra-annotator scores in
Table 3. A score of 0.5 is said to indicate “moderate
agreement”.

# of classes κ

4 0.50
8 0.37

Table 3: Intra-annotator agreement

The relatively low kappa scores indicate that the
classification of isolated sentences into the quad-
rants or octants of Leary’s Rose is a difficult task
even for humans.

As an upper baseline for automatic classification,
we take the average of the overlaps between the

106



main annotator and each of the other annotators on
the random subset of 50 sentences. This gives us an
upper baseline of 51.3% for 4-way classification and
36.0% for the 8-class task.

5 Methodology

Our approach falls within the domain of automatic
text categorization (Sebastiani, 2002), which fo-
cuses on the classification of text into predefined cat-
egories. Starting from a training set of sentences
labeled with their position on the Rose, a machine
learner should be able to pick up on cues that will al-
low the classification of new sentences into the cor-
rect emotion class. Since there are no easily identi-
fiable keywords or syntactic structures that are con-
sistently used with a position on Leary’s Rose, using
a machine learning approach is a logical choice for
this emotion classification task.

5.1 Feature Extraction
The sentences in our dataset were first syntacti-
cally parsed using the Frog parser for Dutch (Van
den Bosch et al., 2007). From the parsed out-
put, we extracted token, lemma, part-of-speech, syn-
tactic and dependency features using a “bag-of-
ngrams” approach, meaning that for each n-gram
(up to trigrams) of one of the aforementioned fea-
ture types present in the training data, we counted
how many times it occurred in the current instance.
We also introduced some extra features, including
average word and sentence length, features for spe-
cific punctuation marks (exclamation points, ques-
tion marks...) and features relating to (patterns of)
function and content words.

Due to efficiency and memory considerations, we
did not use all of the above feature types in the same
experiment. Instead, we ran several experiments us-
ing combinations of up to three feature types.

5.2 Feature Subset Selection
Whereas some machine learners (e.g. Support Vec-
tor Machines) deal relatively well with large num-
bers of features, others (e.g. memory-based learn-
ers) struggle to achieve good classification accuracy
when too many uninformative features are present.
For these learners, we go through an extra feature
selection step where the most informative features
are identified using a filter metric (see also Vaassen

and Daelemans (2010)), and where only the top n
features are selected to be included in the feature
vectors.

5.3 Classification

We compared the performance of different classifier
setups on both the 4-way and 8-way classification
tasks. We evaluated a set of native multiclass clas-
sifiers: the memory-based learner TiMBL (Daele-
mans and van den Bosch, 2005), a Naı̈ve Bayes
classifier and SVM Multiclass (Tsochantaridis et al.,
2005), a multiclass implementation of Support Vec-
tor Machines. Further experiments were run using
SVM light classifiers (Joachims, 1999) in a one-vs-
all setup and in an Error-Correcting Output Code
setup (ECOCs are introduced in more detail in sec-
tion 5.3.1). Parameters for SVM Multiclass and
SVM light were determined using Paramsearch’s
two-fold pseudo-exhaustive search (Van den Bosch,
2004) on vectors containing only token unigrams.
The parameters for TiMBL were determined using
a genetic algorithm designed to search through the
parameter space3.

5.3.1 Error-Correcting Output Codes
There are several ways of decomposing multiclass

problems into binary classification problems. Error-
Correcting Output Codes (ECOCs) (Dietterich and
Bakiri, 1995) are one of these techniques. Inspired
by distributed output coding in signal processing
(Sejnowski and Rosenberg, 1987), ECOCs assign
a distributed output code –or “codeword”– to each
class in the multiclass problem. These codewords,
when taken together, form a code matrix (Table 4).

Class 1 0 1 0 1 0 1 0
Class 2 0 0 0 0 1 1 1
Class 3 1 1 1 1 1 1 1
Class 4 0 0 1 1 0 0 1

Table 4: Example code matrix

Each column of this code matrix defines a binary
classification task, with a 0 indicating that the in-
stances with the corresponding class label should
be part of a larger negative class, and a 1 indicat-

3The fitness factor driving evolution was the classification
accuracy of the classifier given a set of parameters, using token
unigram features in a 10-fold cross-validation experiment.
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ing the positive class. A binary classifier (or “di-
chotomizer”) is trained for each column. When a
new instance is to be classified, it is first classified by
each of these dichotomizers, which each return their
predicted class (1 or 0). The combined output from
each dichotomizer forms a new codeword. The final
class is determined by choosing the codeword in the
code matrix that has the smallest distance (according
to some distance metric) to the predicted codeword.

This method offers one important advantage com-
pared to other, simpler ensemble methods: because
the final class label is determined by calculating the
distance between the predicted codeword and the
class codewords, it is possible to correct a certain
number of bits in the predicted codeword if the dis-
tance between the class codewords is large enough.

Formally, a set of ECOCs can correct bd−1
2 c bits,

where d is the minimum Hamming distance (the
number of differing bits) between codewords in the
code matrix. The error-correcting capacity of an
ECOC setup is thus entirely dependent on the code
matrix used, and a great deal of attention has been
devoted to the different ways of constructing such
code matrices (Ghani, 2000; Zhang et al., 2003;
Álvarez et al., 2007).

In our ECOC classification setup, we used code
matrices artificially constructed to maximize their
error-correcting ability while keeping the number of
classifiers within reasonable bounds. For 4-class
classification, we constructed 7-bit codewords us-
ing the exhaustive code construction technique de-
scribed in Dietterich and Bakiri (1995). For the 8-
class classification problem, we used a Hadamard
matrix of order 8 (Zhang et al., 2003), which has
optimal row (and column) separation for the given
number of columns. Both matrices have an error-
correcting capacity of 1 bit.

6 Results

All results in this section are based on 10-fold cross-
validation experiments. Table 5 shows accuracy
scores and average F-scores for both 4-way and 8-
way classification using classifiers trained on to-
ken unigrams only, using optimal learner parame-
ters. For TiMBL, the number of token unigrams was
limited to the 1000 most predictive according to the

Gini coëfficient4. All other learners used the full
range of token unigram features. The Naı̈ve Bayes
approach performed badly on the 8-way classifica-
tion task, wrongly classifying all instances of some
classes, making it impossible to calculate an F-score.

4-class 8-class
accuracy F-score accuracy F-score

SVM Multiclass 47.3% 46.8% 31.6% 28.3%
Naı̈ve Bayes 42.6% 40.1% 26.1% NaN

TiMBL 41.3% 41.3% 23.6% 22.9%
SVM / one-vs-all 46.0% 45.4% 29.3% 27.2%

SVM / ECOCs 48.1% 47.8% 31.3% 26.3%
Random baseline 25.4% 13.1%

Upper baseline 51.3% 36.0%

Table 5: Accuracy and average F-scores - token unigrams

All classifiers performed better than the random
baseline (25.4% for 4-class classification, 13.1% for
classification into octants) to a very significant de-
gree. We therefore take these token unigram scores
as a practical baseline.

feature types accuracy avg. F-score
SVM Multiclass w1, l3, awl 49.4% 49.4%

TiMBL w1, w2, l1 42.0% 42.0%
SVM / one-vs-all l2, fw3, c3 51.1% 51.0%

SVM / ECOCs l2, c3 52.1% 51.2%

Table 6: Best feature type combinations - quadrants5

feature types accuracy avg. F-score
SVM / one-vs-all w1, l1, c1 34.0% 30.9%

SVM / ECOCs w2, fw3, c3 34.8% 30.2%

Table 7: Best feature type combinations - octants

We managed to improve the performance of some
of the classifier systems by including more and dif-
ferent features types. Tables 6 and 7 show perfor-
mance for 4-way and 8-way classification respec-
tively, this time using the best possible combination

4The filter metric and number of retained features was de-
termined by testing the different options using 10-fold CV and
by retaining the best-scoring combination (Vaassen and Daele-
mans, 2010).

5The “feature types” column indicates the types of features
that were used, represented as a letter followed by an integer
indicating the size of the n-gram: w: word tokens, l: lemmas,
fw: function words, c: characters, awl: average word length
(based on the number of characters)
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of up to three feature types6 for every classifier setup
where an improvement was noted.

We used McNemar’s test (Dietterich, 1998) to
compare the token unigram scores with the best fea-
ture combination scores for each of the above clas-
sifiers. For both 4-way and 8-way classification, the
one-vs-all and ECOC approaches produced signif-
icantly different results7. The improvement is less
significant for TiMBL and SVM Multiclass in the
4-way classification experiments.

Note that for classification into quadrants, the per-
formance of the SVM-based classifiers is very close
to the upper baseline of 50.3% we defined earlier.
It is unlikely that performance on this task will im-
prove much more unless we add context information
to our interpersonal communication dataset. The 8-
way classification results also show promise, with
scores up to 30%, but there is still room for improve-
ment before we reach the upper baseline of 36%.

In terms of classifiers, the SVM-based systems
perform better than their competitors. Naı̈ve Bayes
especially seems to be struggling, performing signif-
icantly worse for the 4-class classification task and
making grave classification errors in the 8-way clas-
sification task. The memory-based learner TiMBL
fares slightly better on the 8-class task, but isn’t able
to keep up with the SVM-based approaches.

When we examine the specific features that are
identified as being the most informative, we see that
most of them seem instinctively plausible as impor-
tant cues related to positions on Leary’s Rose. Ques-
tion marks and exclamation marks, for instance, are
amongst the 10 most relevant features. So too are
the Dutch personal pronouns “u”, “je” and “we” –
“u” being a second person pronoun marking polite-
ness, while “je” is the unmarked form, and “we” be-
ing the first person plural pronoun. Of course, none
of these features on their own are strong enough to
accurately classify the sentences in our dataset. It
is only through complex interactions between many
features that the learners are able to identify the cor-
rect class for each sentence.

6The best feature type combination for each setup was de-
termined experimentally by running a 10-fold cross-validation
test for each of the possible combinations.

74-class SVM one-vs-all: P=0.0014, 4-class SVM ECOCs:
P=0.0170, 8-class SVM one-vs-all: P=0.0045, 8-class SVM
ECOCs: P=0.0092

7 Conclusions

We have introduced a new emotion classification
task based on the Interpersonal Circumplex or
“Leary’s Rose”, a framework for interpersonal com-
munication. The goal of the classification task is to
classify individual sentences (outside of their textual
or situational context), into one of the four quad-
rants or eight octants of Leary’s Rose. We have out-
lined the annotation process of a small corpus of 740
Dutch sentences, and have shown the classification
task to be relatively difficult, even for human anno-
tators. We evaluated several classifier systems in a
text classification approach, and reached the best re-
sults using SVM-based systems. The SVM learners
achieved F-scores around 51% on the 4-way classi-
fication task, which is close to the upper baseline
(based on inter-annotator agreement), and perfor-
mance on 8-class classification reached F-scores of
almost 31%.

8 Future Research

The initial results of the emotion classification tasks
described in this paper are promising, but there is
a clear sense that without some contextual informa-
tion, it is simply too difficult to correctly classify
sentences according to their interpersonal emotional
charge. For this reason, we are currently developing
a new version of the dataset, which will no longer
contain isolated sentences, but which will instead
consist of full conversations. We expect that having
the sentences in their textual context will make the
classification task easier for both human annotators
and machine learners. It will be interesting to see if
and how the classification performance improves on
this new dataset.
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Abstract

In   this   paper   we   explore   the   use   of   phrases 
occurring   maximally   in   text   as   features   for 
sentiment classification of product reviews. The 
goal is to find in a statistical way representative 
words   and   phrases   used   typically   in   positive 
and  negative   reviews.  The approach  does  not 
rely on predefined sentiment lexicons, and the 
motivation   for   this   is   that   potentially   every 
word   could   be   considered   as   expressing 
something positive and/or negative in different 
situations, and that the context and the personal 
attitude of the opinion holder should be taken 
into account when determining the polarity of 
the   phrase,   instead   of   doing   this   out   of 
particular context.

1 Introduction

As human beings we use different ways to express 
opinions   or   sentiments.   The   field   of   sentiment 
analysis tries to identify the ways, in which people 
express opinions or sentiments towards a particular 
target   or   entity.   The   entities   could   be   persons, 
products, events, etc. With the development of the 
Internet technologies and robust search engines in 
the   last   decade,   people   nowadays   have   a   huge 
amount of free information. Because of this huge 
amount,   however,   the   data   needs   to   be   first 

effectively processed so that it could be used in a 
helpful   way.   The   automatic   identification   of 
sentiments would make possible the processing of 
large amounts of such opinionated data.   
   The focus of this paper is sentiment classification 
at document­level, namely classification of product 
reviews   in   the   categories   positive   polarity   or 
negative polarity. Training and testing data for our 
experiments   is   the   Multi­Domain   Sentiment 
Dataset   (Blitzer   et   al.,   2007),   which   consists   of 
product reviews of different domains, downloaded 
from   Amazon1.   We   explore   the   use   of   phrases 
occurring   maximally   in   text   as   features   for 
sentiment   classification   of   product   reviews.  In 
contrast   to   many   related   works   on   sentiment 
classification of documents, we do not use general 
polarity   lexicons,   which   contain   predefined 
positive and negative words. Very often the same 
word or phrase could express something positive in 
one situation and something negative  in  another. 
We identify words and phrases, which are typically 
used in positive and negative documents of some 
specific domains, based on the frequencies of the 
words and phrases in the domain­specific corpora. 
After   that  we  use   these  phrases   to   classify  new 
sentiment   documents   from   the   same   type   of 
documents, from which the phrases are extracted.

1http://www.amazon.com/
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2 Phrase Extraction

In order to extract distinctive phrases we use the 
approach of Burek and Gerdemann (2009), who try 
to identify phrases, which are distinctive for each 
of   the   four  different   categories  of   documents   in 
their   medical   data.   With   distinctive   they   mean 
phrases,   which   occur   predominantly   in   one 
category   of   the   documents   or   another.   The 
algorithm extracts phrases of any length. The idea 
is   that   if   a   phrase   is   distinctive   for   a   particular 
category, it does not matter how long the phrase is. 
The algorithm looks for repeats of phrases of any 
length,   and   could   also   count   different   types   of 
occurrences   of   phrases,   e.g.   maximal,   left­
maximal, or right maximal. Considering such types 
of occurrences, it is possible to restrict the use of 
certain   phrases,   which   might   not   be   much 
distinctive   and   therefore   might   not   be 
representative for a category. Similar to Burek and 
Gerdemann (2009) we experiment with using all 
types  of  occurrences  of   a   phrase   as   long  as   the 
phrase occurs maximally at  least one time in the 
text.

2.1 Distinctiveness of Phrases

Distinctive   phrases   are   phrases,   which 
predominantly   occur   in   one   particular   type   of 
documents   (Burek   and   Gerdemann,   2009).   The 
presence of such phrases in a document is a good 
indicator of the category (or type) of the document. 
The general rule, as Burek and Gerdemann (2009) 
point   out,   is   that   if   some  phrases   are  uniformly 
distributed   in   a   set   of   documents   with   different 
categories,   then   these  phrases  are  not  distinctive 
for any of the categories in the collection. On the 
other hand, if particular phrases appear more often 
in one category of documents than in another, they 
are good representatives for the documents of this 
type, and consequently are said to be distinctive2.  
  There are different weighting schemes, which one 
can use to determine the importance of a term for 
the   semantics   of   a   document.   Burek   and 
Gerdemann   (2009)   implement   their   own   scoring 

2If   the number of  occurrences of   such phrase  in   the whole 
collection of documents is very small, however, the clustering 
of the phrase in some documents of a specific category, may 
be purely accidental. (Burek and Gerdemann, 2009)

function for weighting the extracted phrases. One 
of their reasons not to use the standard weighting 
function tf­idf is that the idf measure does not take 
into account what the category of the documents is, 
in which the term occurs. This is important in their 
case, because their data consist of four categories, 
which   could   be   grouped   in   two   main   classes, 
namely  excellent  and  good  on the one hand, and 
fair  and poor on the other hand. A problem when 
using tf­idf will  appear,   if   there is a rare phrase, 
which   occurs   in   a   small   number   of   documents, 
however,   it   clusters   in  documents   from   the   two 
different classes, for example, in excellent and fair, 
or   in  good  and  poor.   This   will   not   be   a   good 
distinctive   phrase   for   this   categorization   of   the 
data.   Another   motivation   to   develop   their   own 
scoring   function   is   to  cope  with   the  problem of 
burstiness (see section 2.2.1).

2.2 Extraction of Phrases

This section describes the algorithm of Burek and 
Gerdemann   (2009)   for   extracting   distinctive 
phrases and how we have modified and used it in 
the context  of  our work.  We first  show how the 
phrases are ranked, so that one knows what phrases 
are more or less distinctive than others.

2.2.1 The Scoring Algorithm

The   extracted   phrases   are   represented   by 
occurrence   vectors.   These   vectors   have   two 
elements ­ one for the number of documents with 
category  positive   polarity,   and   another   for   the 
negative polarity. Each element of the vector stores 
the  number   of   distinct   documents,   in  which   the 
phrase occurs. For example, if a phrase occurs in 
10   positive   reviews,   and   1   negative   review,   the 
occurrence vector of this phrase is <10, 1> . This 
shows that for the representation of the phrases we 
take  into account  the document frequency of  the 
phrase, and not its term frequency. The motivation 
behind this choice is to cope with the problem of 
burstiness of terms. Madsen et al. (2005) explain 
burstiness   in   the   following   way:  The   term 
burstiness  (Church and Gale,  1995; Katz,  1996)  
describes the behavior of a rare word appearing 
many times in a single document. Because of the  
large  number  of  possible  words,  most  words  do 
not  appear   in  a  given  document.  However,   if  a  
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word does appear once, it is much more likely to  
appear again, i.e. words appear in bursts.
   We  assign   a   score   to   a   phrase   by  giving   the 
phrase   one   point,   if   the   phrase   occurs   in   a 
document with positive polarity and zero points, if 
it occurs in a document with negative polarity.
     Let us take again the occurrence vector of <10, 
1> . According to the way the points are given, the 
vector will be assigned a score of 10 ((1 point * 
10)   + (0 points * 1) = 10). Is this a good score, 
which   indicates   that   the  phrase   is  distinctive   for 
documents of category positive polarity? We can 
answer   this   question,   if   we   randomly   choose 
another phrase, which occurs in 11 documents, and 
see what the probability is, that this phrase would 
have a score, which is higher than or equally high 
to the score of the phrase in question (Burek and 
Gerdemann,   2009).   In   order   to   calculate   this 
probability,   the   scoring   method   performs   a 
simulation,   in   which   occurrence   vectors   for 
randomly chosen phrases are created. Let us pick 
randomly one phrase, which hypothetically occurs 
in 11 reviews. Let also, have a data of 600 positive 
reviews and 600 negative reviews. The probability 
then,   that   the   random phrase  would  occur     in  a 
positive or a negative review is 0.5. Based on these 
probabilities,   the   simulation   process   constructs 
random vectors for the random phrase, indicating 
whether   the   phrase   occurs   in   a   positive   or   in 
negative   review.   For   example,   if   in   a   particular 
run,   the   simulation   says   that   the   random  phrase 
occurs in a positive review, then we have a random 
vector of <1, 0>. Otherwise, <0, 1> for a negative 
review.  The program calculates  as  many random 
vectors   as   the  number  of   reviews,   in  which   the 
random phrase is said to occur. In this example, the 
number of documents is 11. Therefore, 11 random 
vectors  will  be  constructed.  They may  look  like 
this: <1, 0>, <1, 0>, <0, 1> , <1, 0>, <1, 0>, <0, 
1>, <0, 1>, <0, 1>, <1, 0>, <1, 0>, <0, 1>. These 
vectors are then summed up, and the result vector 
<6,   5>   is   the   random  occurrence  vector   for   the 
random   phrase.   It   tells   us   that   the   phrase, 
hypothetically,   occurs   in   6   positive   and   in   5 
negative reviews. The score for the random phrase 
is now calculated in the same way as for the non­
random   phrases:   1   point   is   given   for   each 
occurrence of the phrase in a positive review, and 0 

points otherwise. So, the score for this phrase is 6 ( 
((1 point * 6)  + (0 points * 5) = 6) ). This process 
is  performed a  certain  number  of   times.  For   the 
experiments presented  in section 3.2,  we run the 
simulation 10,000 times for each extracted phrase. 
This means that 10,000 random vectors per phrase 
are created.
   The   last   step   is   to   compare   the   scores  of   the 
random phrase with the score of the actual phrase, 
and to see how many of the 10,000 random vectors 
give   a   score   higher   than  or   equally   high   to   the 
score of the actual phrase. If the number of random 
vectors, which give a higher than or equally high 
score   to   the   actual   phrase,   is   bigger   than   the 
number   of   random   vectors,   which   give   a   score 
lower than the actual phrase, then the actual phrase 
is assigned a positive score, and the value of this 
score   is   the   approximate   number   of   random 
vectors,   from which  higher   than or  equally  high 
scores to the actual phrase score are calculated. If 
the  number   is   lower,   the  phrase   is   assigned   the 
approximate   number   of   random   vectors,   from 
which lower scores than the actual phrase score are 
calculated,   and   a   minus   sign   is   attached   to   the 
number, making the score negative.

2.2.2 The Phrase Extraction Algorithm

The main idea of the algorithm is that if a phrase is 
distinctive   for   a   particular   category,   it   does   not 
matter how long the phrase is ­ as long as it helps 
for   distinguishing   one   type   of   document   from 
another, it should be extracted.  In order to extract 
phrases   in   this   way,   the   whole   collection   of 
documents is represented as one long string. Each 
phrase is then a substring of this string. It will be 
very expensive to compute statistics (i.e. tf and df) 
and to run  the simulation process (see 2.2.1)  for 
each substring in the text.  The reason is that  the 
amount of substrings might be huge ­ there are a 
total   of   N(N   +   1)   /   2   substrings   in   a   corpus 
(Yamamoto   and   Church,   2001).   Yamamoto   and 
Church   (2001)   show   how   this   problem   can   be 
overcome   by   grouping   the   substrings   into 
equivalence classes and performing operations (i.e. 
computing statistics) on these classes instead of on 
the individual elements of the classes. They use for 
this the suffix array data structure. The number of 
the classes is at most 2N – 1.
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2.2.3 Maximal Occurrence of a Phrase

The   suffix   array   data   structure   allows   for   easy 
manipulation of the strings. The algorithm extracts 
phrases   if   they  repeat   in   text,  and if   the  phrases 
occur maximally at   least  once  in   the  text.   If   the 
phrase do not occur maximally at least one time, 
then  it  may not  be a  good linguistic unit,  which 
could  stand on  its  own.  Example of  such  words 
might   be   the   different   parts   of   certain   named 
entities.   For   instance,   the   name  Bugs   Bunny.   If 
Bugs or Bunny never appear apart from each other 
in  the   text,   then  this   imply  that   they comprise a 
single   entity   and   they   should   always   appear 
together in the text. In this case it does not make 
sense,   for   example,   to   count   only  Bugs  or   only 
Bunny  and   calculate   statistics   (e.g.   tf   or   df)   for 
each of them. They should be grouped instead into 
a class.   
  Burek   and   Gerdemann   (2009)   mention   three 
different   types   of   occurrences   of   a   phrase:   left 
maximal,   right   maximal,   and   maximal.   A   left 
maximal occurrence of a phrase S[i,j] means that 
the   longer  phrase  S[i­1,j]  does  not   repeat   in   the 
corpus   (Burek   and   Gerdemann,   2009).   For 
example,   in   the   sentences   below,   the   phrase 
recommend  is not left maximal, because it can be 
extended to the left with the word highly:

I highly recommend the book. 
You highly recommend this camera.

    On the other hand the phrase highly recommend 
is left maximal. 
   In a similar  way we define  the notion of right 
maximal   occurrence   of   a   phrase.   A   maximal 
occurrence of a phrase is when the occurrence of 
the phrase is both left maximal and right maximal 
(Burek and Gerdemann, 2009). The phrase highly  
recommend  in the example sentences above is in 
this sense maximal.
  It is not clear a priori which of these types should 
be taken into account for the successful realization 
of a given application. One could consider only the 
left  maximal,  only   the     right  maximal,  only   the 
maximal   occurrences   of   the   phrases,   or   all 
occurrences.   We   experimented   with  all 
occurrences.   Our   motivation   is   that   using   all 
phrases  would  give  us   a   big   enough  number  of 

distinctive phrases and we will most probably not 
have a problem with data sparseness.

3 Sentiment   Classification   of   Product 
Reviews

For   the   experiments   presented  below we  used   a 
supervised   machine   learning   approach,   and 
different   sets   of   features.   Reviews   from   two 
domains, books and cameras & photos, are used as 
training and testing data.

3.1 Choosing   Distinctive   Phrases   for 
Classification

Once   the   phrases   with   which   we   would   like   to 
represent the documents are extracted, we need to 
consider two things in the very beginning. On the 
one   hand,   the   phrases   should   be   as   much 
distinctive   as   possible.  On   the  other   hand,   even 
though   a   phrase   might   occur   predominantly   in 
negative   reviews,   it   occurs   very   often   also   in 
positive  reviews  (once or  at   least   several   times), 
and vice versa. Should we consider such phrases? 
If yes, what would be the least acceptable number 
of occurrences of the phrases in the opposite type 
of   reviews?   We   might   choose   as   distinctive 
phrases those which occur only in positive or only 
in negative reviews, however, these phrases will be 
very few, and we might have the problem of data 
sparseness. On the other hand, using all extracted 
phrases might bring a lot of noise, because many of 
the phrases will not be very good characteristics of 
the data.  We experimented with several  different 
subsets of the set of all extracted phrases. 
    In   order   to   decide   what   subsets   of   extracted 
phrases to use, we analyzed the set of all extracted 
phrases  paying  attention  to   their  vectors  and   the 
scores, trying to find a trade­off between the two 
mentioned considerations above.

3.2 Experiments 

  SVM is used as a machine learning algorithm for 
the experiments (the implementation of the SVM 
package LibSVM3 in GATE4).

3Libsvm: a library for support vector machines, 2001. software 
available at http://www.csie.ntu.edu.tw/ cjlin/libsvm.
4http://gate.ac.uk/
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   For each experiment we first divide the reviews 
of each domain into training and testing data with 
ratio two to one. From this training data we extract 
the   distinctive   phrases,   which   are   later   used   as 
features   to   the   learning  algorithm.  As evaluation 
method we apply the k­fold cross validation test, 
with k=10. For all experiments we used the default 
tf­idf weight for the n­grams. For each domain we 
conduct five different experiments, each time using 
different   subsets   of   distinctive   phrases.     All 
experiments were performed with GATE.
  For each domain the training data from which the 
phrases   are   extracted   consists   of   about   665 
negative and 665 positive reviews. The testing data 
consists of 333 negative and 333 positive reviews. 
   It is interesting to notice that although the results 
of   the   experiments   are   different,   they   are   very 
close to each other, regardless of the big difference 
in   the   number   of   phrases   used   as   features. 
Therefore,   we   decided   to   experiment   with   all 
extracted phrases. It turned out that the results of 
that experiment are the best. This would imply that 
the   bigger   number   of   phrases   is   helpful   and   it 
compensates   for   the  use  of   phrases   that   are  not 
much distinctive.
   The results of all experiments for domain  books 
are   summarized   in   Table   1.   The   best   achieved 
results of 81% precision, recall, and F­measure are 
given   in   bold.   The   rightmost   column   gives   the 
number of negative (n.) and positive (p.)   phrases 
used in each experiment.

Experiment Reviews P R F­m Phrases used
Exp1 Negative

Positive
Overall

0.77
0.80
0.78

0.80
0.77
0.78

0.79
0.78
0.78

1685 n.
1116 p.

Exp2 Negative
Positive
Overall

0.75
0.80
0.77

0.80
0.74
0.77

0.77
0.76
0.77

924 n.
568 p.

Exp3 Negative
Positive
Overall

0.76
0.78
0.77

0.78
0.76
0.77

0.77
0.77
0.77

349 n. 
178 p.

Exp4 Negative
Positive
Overall

0.77
0.79
0.78

0.79
0.77
0.78

0.78
0.78
0.78

10552 n. 
9084 p.

Exp5 Negative
Positive
Overall

0.80
0.81
0.81

0.81
0.80
0.81

0.80
0.80
0.81

All:
24107 n. 
21149 p.

Table 1: Domain books
    Table   2   summarizes   the   results   for   domain 
camera&photos,  showing the best results of 86% 
precision, recall, and F­measure in bold.
    Similar   to   the   experiments   with   reviews   of 

domain books, the results for camera&photos in all 
five   experiments   are   very   close.   Again   the   best 
results are obtained when all extracted distinctive 
phrases are considered. 

Experiment Reviews P R F­m Phrases 
used

Exp1 Negative
Positive
Overall

0.85
0.83
0.84

0.83
0.85
0.84

0.84
0.84
0.84

1746n. 1883 
p.

Exp2 Negative
Positive
Overall

0.84
0.81
0.83

0.81
0.85
0.83

0.82
0.83
0.83

1013n. 1053 
p.

Exp3 Negative
Positive
Overall

0.86
0.83
0.85

0.83
0.87
0.85

0.85
0.85
0.85

384 n. 
432 p.

Exp4 Negative
Positive
Overall

0.85
0.83
0.84

0.83
0.86
0.84

0.84
0.84
0.84

7572 n. 
9821 p.

Exp5 Negative
Positive
Overall

0.86
0.85
0.86

0.85
0.87
0.86

0.86
0.86
0.86

All:
16378 n. 
17951 p.

Table 2: Domain camera&photos.

In  order   to  evaluate  how well   the   results  of   the 
experiments   are   we   performed   several   more 
experiments,   in which the texts were represented 
with unigrams (1­grams)  and bigrams (2­grams). 
Pang and  Lee   (2008)  note   that:  whether  higher­
order n­grams are useful features appears to be a 
matter of some debate. For example, Pang et al.  
(2002)  report   that  unigrams outperform bigrams 
when   classifying   movie   reviews   by   sentiment  
polarity, but Dave et al. (2003) find that in some 
settings,   bigrams   and   trigrams   yield   better  
product­review polarity classification. Bekkerman 
and  Allan   (2004)   review  the   results   of   different 
experiments   on   text   categorization   in   which   n­
gram approaches were used, and conclude that the 
use of bigrams for the representation of texts does 
not   show   general   improvement   (Burek   and 
Gerdemann,   2009).   It   seems   intuitive   that   when 
bigrams   are   used,   we   would   have   a   better 
representation   of   the   texts,   because   we   would 
know what words combine with what other words 
in  the   texts.  However,   there   is  a  data sparseness 
problem.  
    It   seems   interesting   to   compare   the   results 
obtained   by   representing   the   texts   as   unigrams, 
bigrams,   and   distinctive   (maximally   occurring) 
phrases, because the model based on phrases might 
use both unigrams and bigrams, and it allows also 
any   other   higher   n­grams,   that   is,   more   context 
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(and semantics) of the text is preserved. 
    Tables   3   and   4   present   the   results   of   the 
experiments using bag­of­tokens (1­gram) models, 
while Tables 5 and 6 present the experiments with 
the 2­gram models. GATE was used as a working 
environment, and SVM as learning algorithm.

Reviews Precision Recall F­measure

Negative  0.77 0.82 0.79

Positive  0.82 0.75 0.78

Overall 0.79 0.79 0.79

Table 3: Domain books, 1­gram.

Reviews Precision Recall F­measure

Negative 0.86 0.84 0.85

Positive 0.84 0.86 0.85

Overall 0.85 0.85 0.85

Table 4: Domain camera&photos, 1­gram.

Reviews Precision Recall F­measure

Negative 0.72 0.80 0.75

Positive 0.78 0.69 0.73

Overall 0.75 0.75 0.75

Table 5: Domain books, 2­gram.

Reviews Precision Recall F­measure

Negative 0.84 0.83 0.83

Positive 0.83 0.84 0.83

Overall 0.83 0.83 0.83

Table 6: Domain camera&photos, 2­gram.

Features Precision Recall F­measure

All phrases 0.81 0.81 0.81

1­gram 0.79 0.79 0.79

2­gram 0.75 0.75 0.75

Table 7: Comparison, Domain books.

Features Precision Recall F­measure

All phrases 0.86 0.86 0.86

1­gram 0.85 0.85 0.85

2­gram 0.83 0.83 0.83

Table 8: Comparison, Domain camera&photos.

Tables 7 and 8 summarize the overall results using 

1­gram and 2­gram models and a model based on 
distinctive   phrases   for   the   representation   of   the 
texts.   For   both   domains   the   best   results   are 
achieved   with   the   model   based   on   phrases   (all 
phrases).   For   the   domain  books  the   overall 
precision,   recall   and   F­measure   results   achieved 
with   that   model   (81%)   are   2%   higher   than   the 
results obtained using the 1­gram model, and 6% 
higher than the results obtained using the 2­gram 
model.   For   domain  cameras   &   photos,   an 
improvement of 1% and 3% is achieved with the 
phrase model in comparison with the 1­gram and 
2­gram models, respectively.

4 Related Work

Close to our work seems to be Funk et al. (2008). 
They classify product  and company reviews  into 
one of the 1­star to 5­star categories. The features 
to  the   learning algorithm (also SVM) are simple 
linguistic   features   of   single   tokens.   They   report 
best   results   with   the   combinations  root   & 
orthography,   and  only   root.   Another   interesting 
related work is that of Turney (2002). He uses an 
unsupervised   learning   algorithm   to   classify   a 
review as recommended or not recommended. The 
algorithm   extracts   phrases   from   a  given   review, 
and determines their pointwise mutual information 
with the words  excellent  and  poor. Turney (2002) 
points  out   that   the  contexual   information  is  very 
often necessary for the correct determination of the 
sentiment polarity of a certain word.

5 Conclusion

This   paper   presented   different   experiments   on 
classifying product reviews of domains  books  and 
cameras  &  photos  under   the   categories  positive 
polarity  and  negative   polarity  using   distinctive 
(maximally   occurring)   phrases   as   features.   For 
both domains best results  were achieved with all 
extracted   distinctive   phrases   as   features.   This 
approach outperforms slightly   the 1­gram and 2­
gram experiments on this data and shows that the 
use of phrases occurring maximally in text could 
be   successfully   applied   in   the   classification   of 
sentiment data and that it is worth experimenting 
with classifying sentiment data without necessarily 
relying on general predefined sentiment lexicons.
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Abstract

The research described in this work focuses
on identifying key components for the task of
irony detection. By means of analyzing a set
of customer reviews, which are considered as
ironic both in social and mass media, we try
to find hints about how to deal with this task
from a computational point of view. Our ob-
jective is to gather a set of discriminating el-
ements to represent irony. In particular, the
kind of irony expressed in such reviews. To
this end, we built a freely available data set
with ironic reviews collected from Amazon.
Such reviews were posted on the basis of an
online viral effect; i.e. contents whose ef-
fect triggers a chain reaction on people. The
findings were assessed employing three clas-
sifiers. The results show interesting hints re-
garding the patterns and, especially, regarding
the implications for sentiment analysis.

1 Introduction

Verbal communication is not a trivial process. It im-
plies to share a common code as well as being able
to infer information beyond the semantic meaning.
A lot of communicative acts imply information not
grammatically expressed to be able to decode the
whole sense: if the hearer is not capable to infer that
information, the communicative process is incom-
plete. Let us consider a joke. The amusing effect
sometimes relies on not given information. If such
information is not filled, the result is a bad, or better
said, a misunderstood joke. This information, which
is not expressed with “physical” words, supposes a
great challenge, even from a linguistic analysis, be-
cause it points to social and cognitive layers quite
difficult to be computationally represented. One of
the communicative phenomena which better repre-
sents this problem is irony. According to Wilson

and Sperber (2007), irony is essentially a commu-
nicative act which expresses an opposite meaning of
what was literally said.

Due to irony is common in texts that express sub-
jective and deeply-felt opinions, its presence repre-
sents a significant obstacle to the accurate analysis
of sentiment in such texts (cf. Councill et al. (2010)).
In this research work we aim at gathering a set of
discriminating elements to represent irony. In par-
ticular, we focus on analyzing a set of customer re-
views (posted on the basis of an online viral effect)
in order to obtain a set of key components to face the
task of irony detection.

This paper is organized as follows. Section 2 in-
troduces the theoretical problem of irony. Section 3
presents the related work as well as the evaluation
corpus. Section 4 describes our model and the ex-
periments that were performed. Section 5 assesses
the model and presents the discussion of the results.
Finally, Section 6 draws some final remarks and ad-
dresses the future work.

2 Pragmatic Theories of Irony

Literature divides two primaries classes of irony:
verbal and situational. Most theories agree on the
main property of the former: verbal irony conveys
an opposite meaning; i.e. a speaker says some-
thing that seems to be the opposite of what s/he
means (Colston and Gibbs, 2007). In contrast, sit-
uational irony is a state of the world which is per-
ceived as ironical (Attardo, 2007); i.e. situations that
should not be (Lucariello, 2007). Our work focuses
on verbal irony. This kind of irony is defined as a
way of intentionally denying what it is literally ex-
pressed (Curcó, 2007); i.e. a kind of indirect nega-
tion (Giora, 1995). On the basis of some pragmatic
frameworks, authors focus on certain fine-grained
aspects of this term. For instance, Grice (1975) con-

118



siders that an utterance is ironic if it intentionally
violates some conversational maxims. Wilson and
Sperber (2007) assume that verbal irony must be
understood as echoic; i.e. as a distinction between
use and mention. Utsumi (1996), in contrast, sug-
gests an ironic environment which causes a nega-
tive emotional attitude. According to these points
of view, the elements to conceive a verbal expres-
sion as ironic point to different ways of explaining
the same underlying concept of opposition, but spe-
cially note, however, that most of them rely on lit-
erary studies (Attardo, 2007); thus, their computa-
tional formalization is quite challenging. Further-
more, consider that people have their own concept
of irony, which often does not match with the rules
suggested by the experts. For instance, consider the
following expressions retrieved from the web:

1. “If you find it hard to laugh at yourself, I would be happy to do
it for you.”

2. “Let’s pray that the human race never escapes from Earth to
spread its iniquity elsewhere.”

These examples, according to some user-
generated tags, could be either ironic, or sarcastic,
or even satiric. However, the issue we want to fo-
cus does not lie on what tag should be the right
for every expression, but on the fact that there is
not a clear distinction about the boundaries among
these terms. For Colston (2007), sarcasm is a term
commonly used to describe an expression of verbal
irony; whereas for Gibbs (2007), sarcasm along with
jocularity, hyperbole, rhetorical questions, and un-
derstatement, are types of irony. Attardo (2007) in
turn, considers that sarcasm is an overtly aggressive
type of irony. Furthermore, according to Gibbs and
Colston (2007), irony is often compared to satire and
parody.

In accordance with these statements, the limits
among these figurative devices are not clearly dif-
ferentiable. Their differences rely indeed on matters
of usage, tone, and obviousness, which are not so
evident in ordinary communication acts. Therefore,
if there are no formal boundaries to separate these
concepts, even from a theoretical perspective, peo-
ple will not be able to produce ironic expressions as
the experts suggest. Instead, there will be a mix-
ture of expressions pretending to be ironic but being
sarcastic, satiric, or even humorous. This get worse

when dealing with non prototypical examples. Ob-
serve the following fragment from our corpus:

3. “I am giving this product [a t-shirt] 5 stars because not everyone
out there is a ladies’ man. In the hands of lesser beings, it can
help you find love. In the hands of a playa like me, it can only
break hearts. That’s why I say use with caution. I am passing the
torch onto you, be careful out there folks.”

In this text irony is perceived as a mixture of sar-
casm and satire, whose effect is not only based on
expressing an opposite or negative meaning, but a
humorous one as well.

Taking into account these assumptions, we begin
by defining irony as a verbal subjective expression
whose formal constituents attempt to communicate
an underlying meaning, focusing on negative or hu-
morous aspects, which is opposite to the one ex-
pressed. Based on this definition, we consider sar-
casm, satire, and figures such as the ones suggested
in (Gibbs, 2007), as specific extensions of a gen-
eral concept of irony, and consequently, we will not
make any fine-grained distinction among them; i.e.
irony will include them.

3 Approaching Irony Detection

As far as we know, very few attempts have been
carried out in order to integrate irony in a compu-
tational framework. The research described by Ut-
sumi (1996) was one of the first approaches to com-
putationally formalize irony. However, his model
is too abstract to represent irony beyond an ide-
alized hearer-listener interaction. Recently, from
a computational creativity perspective, Veale and
Hao (2009) focused on studying irony by analyz-
ing humorous similes. Their approach gives some
hints to explain the cognitive processes that underly
irony in such structures. In contrast, Carvalho et
al. (2009) suggested some clues for automatically
identifying ironic sentences by means of identifying
features such as emoticons, onomatopoeic expres-
sions, punctuation and quotation marks. Further-
more, there are others approaches which are focused
on particular devices such as sarcasm and satire,
rather than on the whole concept of irony. For in-
stance, Tsur et al. (2010) and Davidov et al. (2010)
address the problem of finding linguistic elements
that mark the use of sarcasm in online product re-
views and tweets, respectively. Finally, Burfoot and
Baldwin (2009) explore the task of automatic satire
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detection by evaluating features related to headline
elements, offensive language and slang.

3.1 Evaluation Corpus

Due to the scarce work on automatic irony process-
ing, and to the intrinsic features of irony, it is quite
difficult and subjective to obtain a corpus with ironic
data. Therefore, we decided to rely on the wisdom
of the crowd and use a collection of customer re-
views from the Amazon web site. These reviews
are considered as ironic by customers, as well as by
many journalists, both in mass and social media. Ac-
cording to such means, all these reviews deal with
irony, sarcasm, humor, satire and parody (hence,
they are consistent with our definition of irony). All
of them were posted by means of an online viral
effect, which in most cases, increased the popular-
ity and sales of the reviewed products. The Three
Wolf Moon T-shirt is the clearest example. This item
became one of the most popular products, both in
Amazon as well as in social networks, due to the
ironic reviews posted by people1.

Our positive data are thus integrated with reviews
of five different products published by Amazon. All
of them were posted through the online viral effect.
The list of products is: i) Three Wolf Moon T-shirt
(product id: B002HJ377A); ii) Tuscan Whole Milk
(product id: B00032G1S0); iii) Zubaz Pants (prod-
uct id: B000WVXM0W); iv) Uranium Ore (prod-
uct id: B000796XXM); and v) Platinum Radiant
Cut 3-Stone (product id: B001G603AE). A total of
3,163 reviews were retrieved. Then, in order to au-
tomatically filter the ones more likely to be ironic
without performing a manual annotation (which is
planned to be carried out in the near feature), we re-
moved the reviews whose customer rating, accord-
ing to the Amazon rating criteria, was lesser than
four stars. The assumptions behind this decision rely
on two facts: i) the viral purpose, and ii) the ironic
effect. The former caused that people to post reviews
whose main purpose, and perhaps the only one, was
to exalt superficial properties and non-existent con-
sequences; thus the possibilities to find real reviews
were minimal. Considering this scenario, the lat-

1According to results obtained with Google, apart from the
more than one million of results retrieved when searching this
product, there are more than 10,000 blogs which comment the
effect caused by these reviews.

ter supposes that, if someone ironically wants to re-
flect properties and consequences such as the previ-
ous ones, s/he will not do it by rating the products
with one or two stars, instead, s/he will rate them
with the highest scores.

After applying this filter, we obtained an ironic set
integrated with 2,861 documents. On the other hand,
two negative sets were automatically collected from
two sites: Amazon.com (AMA) and Slashdot.com
(SLA). Each contains 3,000 documents. The prod-
ucts selected from AMA were: Bananagrams (toy),
The Help by Kathryn Stockett (book), Flip Ul-
traHD Camcorder (camera), I Dreamed A Dream
(CD), Wii Fit Plus with Balance Board (Videogame
console). Finally, the data collected from SLA
contain web comments categorized as funny in a
community-driven process. The whole evaluation
corpus is integrated with 8,861 documents. It is
available at http://users.dsic.upv.es/grupos/nle.

4 Model

We define a model with six categories which at-
tempts to represent irony from different linguistic
layers. These categories are: n-grams, POS n-
grams, funny profiling, positive/negative profiling,
affective profiling, and pleasantness profiling.

4.1 N-grams

This category focuses on representing the ironic
documents in the simplest way: with sequences of
n-grams (from order 2 up to 7) in order to find a set
of recurrent words which might express irony. Note
that all the documents were preprocessed. Firstly,
the stopwords were removed, and then, all the doc-
uments were stemmed. The next process consisted
in removing irrelevant terms by applying a tf − idf
measure. This measure assesses how relevant a word
is, given its frequency both in a document as in the
entire corpus. Irrelevant words such as t-shirt, wolf,
tuscan, milk, etc., were then automatically elimi-
nated. The complete list of filtered words, stopwords
included, contains 824 items. Examples of the most
frequent sequences are given in Table 1.

4.2 POS n-grams

The goal of this category is to obtain recurrent se-
quences of morphosyntactic patterns. According to
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Table 1: Statistics of the most frequent word n-grams.

Order Sequences Examples

2-grams 160 opposit sex; american flag; alpha male
3-grams 82 sex sex sex; fun educ game
4-grams 78 fun hit reload page; remov danger reef pirat
5-grams 76 later minut custom contribut product
6-grams 72 fals function player sex sex sex
7-grams 69 remov danger reef pirat fewer shipwreck surviv

our definition, irony looks for expressing an oppo-
site meaning; however, the ways of transmitting that
meaning are enormous. Therefore, we pretend to
symbolize an abstract structure through sequences
of POS tags (hereafter, POS-grams) instead of only
words. It is worth highlighting that a statistical sub-
string reduction algorithm (Lü et al., 2004) was em-
ployed in order to eliminate redundant sequences.
For instance, if the sequences “he is going to look so
hot in this shirt” and “he is going to look hot in this
shirt” occur with similar frequencies in the corpus,
then, the algorithm removes the last one because is
a substring of the first one. Later on, we labeled the
documents employing the FreeLing resource (Atse-
rias et al., 2006). The N-best sequences of POS-
grams, according to orders 2 up to 7, are given in
Table 2.

4.3 Funny profiling

Irony takes advantage of humor aspects to produce
its effect. This category intends to characterize the
documents in terms of humorous properties. In or-
der to represent this category, we selected some of
the best humor features reported in the literature:
stylistic features, human centeredness, and keyness.
The stylistic features, according to the experiments
reported in (Mihalcea and Strapparava, 2006), were
obtained by collecting all the words labeled with the
tag “sexuality” in WordNet Domains (Bentivogli et
al., 2004). The second feature focuses on social re-
lationships. In order to retrieve these words, the el-
ements registered in WordNet (Miller, 1995), which
belong to the synsets relation, relationship and
relative, were retrieved. The last feature is repre-
sented by obtaining the keyness value of the words
(cf. (Reyes et al., 2009)). This value is calculated
comparing the word frequencies in the ironic doc-
uments against their frequencies in a reference cor-
pus. Google N-grams (Brants and Franz, 2006) was

Table 2: Statistics of the most frequent POS-grams.

Order Sequences Examples

2-grams 300 dt nn; nn in; jj nn; nn nn
3-grams 298 dt nn in; dt jj nn; jj nn nn
4-grams 282 nn in dt nn; vb dt jj nn
5-grams 159 vbd dt vbg nn jj
6-grams 39 nnp vbd dt vbg nn jj
7-grams 65 nns vbd dt vbg nn jj fd

used as the reference corpus. Only the words whose
keyness was ≥ 100 were kept.

4.4 Positive/Negative Profiling
As we have already pointed out, one of the most im-
portant properties of irony relies on the communi-
cation of negative information through positive one.
This category intends to be an indicator about the
correlation between positive and negative elements
in the data. The Macquarie Semantic Orientation
Lexicon (MSOL) (Saif et al., 2009) was used to la-
bel the data. This lexicon contains 76,400 entries
(30,458 positive and 45,942 negative ones).

4.5 Affective Profiling
In order to enhance the quality of the information
related to the expression of irony, we considered to
represent information linked to psychological lay-
ers. The affective profiling category is an attempt
to characterize the documents in terms of words
which symbolize subjective contents such as emo-
tions, feelings, moods, etc. The WordNet-Affect
resource (Strapparava and Valitutti, 2004) was em-
ployed for obtaining the affective terms. This re-
source contains 11 classes to represent affectiveness.
According to the authors, these classes represent
how speakers convey affective meanings by means
of selecting certain words and not others.

4.6 Pleasantness Profiling
The last category is an attempt to represent ideal
cognitive scenarios to express irony. This means
that, like words, the contexts in which irony ap-
pears are enormous. Therefore, since it is impos-
sible to make out all the possibilities, we pretend to
define a schema to represent favorable and unfavor-
able ironic contexts on the basis of pleasantness val-
ues. In order to represent those values, we used the
Dictionary of Affect in Language (Whissell, 1989).
This dictionary assigns a score of pleasantness to
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∼ 9,000 English words. The scores were obtained
from human ratings. The range of scores goes from
1 (unpleasant) to 3 (pleasant).

5 Evaluation

In order to verify the effectiveness of our model, we
evaluated it through a classification task. Two un-
derlying goals were analyzed: a) feature relevance;
and b) the possibility of automatically finding ironic
documents.

The classifiers were evaluated by comparing the
positive set against each of the two negative subsets
(AMA and SLA, respectively). All the documents
were represented as frequency-weighted term vec-
tors according to a representativeness ratio. This ra-
tio was estimated using Formula 1:

δ(dk) =

∑
i,j fdfi,j

|d|
(1)

where i is the i-th conceptual category (i = 1. . . 6);
j is the j-th feature of i; fdfi,j (feature dimension
frequency) is the frequency of features j of cate-
gory i; and |d| is the length of the k-th document
dk. For categories funny, positive/negative, affec-
tive, and pleasantness, we determined an empirical
threshold of representativeness ≥ 0.5. A document
was assigned the value = 1 (presence) if its δ ex-
ceeded the threshold, otherwise a value = 0 (ab-
sence) was assigned. A different criterion was de-
termined for the n-grams and POS-grams because
we were not only interested in knowing whether or
not the sequences appeared in the corpus, but also in
obtaining a measure to represent the degree of simi-
larity among the sets. In order to define a similarity
score, we used the Jaccard similarity coefficient.

The classification accuracy was assessed employ-
ing three classifiers: Naı̈ve Bayes (NB), support vec-
tor machines (SVM), and decision trees (DT). The
sets were trained with 5,861 instances (2,861 posi-
tive and 3,000 negative ones). 10-fold cross valida-
tion method was used as test. Global accuracy as
well as detailed performance in terms of precision,
recall, and F −measure, are given in Table 3.

5.1 Discussion
Regarding the first goal (feature relevance), our a-
priori aim of representing some irony features in

Table 3: Classification results.

Accuracy Precision Recall F-Measure

AMA 72,18% 0,745 0,666 0,703
NB SLA 75,19% 0,700 0,886 0,782

AMA 75,75% 0,771 0,725 0,747
SVM SLA 73,34% 0,706 0,804 0,752

AMA 74,13% 0,737 0,741 0,739
DT SLA 75,12% 0,728 0,806 0,765

terms of six general categories seems to be accept-
able. According to the results depicted in Table 3,
the proposed model achieves good rates of classifi-
cation which support this assumption: from 72% up
to 89%, whereas a classifier that labels all texts as
non-ironic would achieve an accuracy around 54%.
Moreover, both precision and recall, as well as F-
measure rates corroborate the effectiveness of such
performance: most of classifiers obtained scores >
0.7. This means that, at least regarding the data sets
employed in the experiments, the capabilities for dif-
ferentiating an ironic review from a non-ironic one,
or a web comment, are satisfactory.

With respect to the second goal, an information
gain filter was applied in order to verify the rel-
evance of the model for finding ironic documents
regarding the different discourses profiled in each
negative subset. In Table 4 we detailed the most dis-
criminating categories per subset according to their
information gain scores. On the basis of the re-
sults depicted in this table, it is evident how the
relevance of the categories varies in function of the
negative subset. For instance, when classifying the
AMA subset, it is clear how the POS-grams (order
3), pleasantness and funny categories, are the most
informative ones; in contrast, the pleasantness, n-
grams (order 5) and funny categories, are the most
relevant ones regarding the SLA subset. Moreover,
it is important to note how the negative words, with-
out being the most differentiable ones, function as
discriminating elements.

Table 4: The 5 most discriminating categories regarding
information gain results.

AMA POS 3-grams Pleasantness Funny POS 2-grams POS 4-grams

SLA Pleasantness 5-grams Funny Affectiveness 6-grams

Taking into consideration all previous remarks,
we would like to stress some observations with re-
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spect to each category. Regarding the n-grams, it
is important to note the presence of some interesting
sequences which are not common to the three sub-
sets. For instance: pleasantly surprised. How-
ever, we cannot define irony only in terms of these
sequences because they might represent domain-
specific information such as the bigram: customer
service.

With respect to the POS-grams, the fact of
focusing on morphosyntactic templates instead of
only on words seem to be more affective. For
instance, the sequence noun + verb + noun +
adjective would represent more information than
the sum of simple words: [grandpa/hotel/bed]
+ [looks/appears/seems] + [years/days/months] +
[younger/bigger/dirtier]. These sequences of POS
tags show how an abstract representation could be
more useful than a simple word representation.

The funny category seems to be a relevant ele-
ment to express irony. However, its relevance might
be supported by the kind of information profiled in
the positive set. Considering the comic trend in the
reviews posted by Amazon’s customers, it is likely
that many of the words belonging to this category
appeared in such reviews. For instance, in the fol-
lowing example the words in italics represent funny
elements: “I am an attractive guy. Slender, weak,
and I have never shaved in my 19 years, but sexy as
hell, and I cannot tell you how many women have
flocked to me since my purchase”. Regardless, it
is important to stress that this category is equally
discriminating for all sets, funny web comments in-
cluded.

Concerning the positive/negative profiling, it is
necessary to emphasize that, despite the greater
number of negative words in the MSOL (more than
15,000 words of difference; cf. Section 4.4), the
positive elements are the most representative in
the ironic documents. This fact corroborates the
assumption about the use of positive information
in order to express an underlying negative mean-
ing: “The coolPOS, refreshingPOS tastePOS of the
milkPOS washed away my painNEG and its kosherPOS

sourcePOS of calciumPOS wash away my fearNEG”.
Regarding the affective category, its relevance is

not as important as we have a-priori considered, de-
spite it is one of the categories used to discriminate
the SLA subset: “Man, that was weird . . . I think is

funny, because there’s a good overlap”. However,
if we take into account the whole accuracy for this
subset, then we can conclude that its relevance is mi-
nor. Nonetheless, we still consider that the affective
information is a valuable factor which must be taken
into account in order to provide rich knowledge re-
lated to subjective layers of linguistic representation.

The role played by the pleasantness category on
the classifications is significant. Despite the cate-
gory is not the most discriminating, its effectiveness
for increasing the classification accuracy is remark-
able. For instance, consider the following ironic sen-
tence: “I became the man I always dreamed I
could be all those nights staying up late watching
wrestling”, where most of its constituents are words
whose pleasantness score is ≥ 2.5; i.e. these words
(in italics) should communicate information related
to favorable pleasant contexts.

6 Conclusions and Future Work

Irony is one of the most subjective phenomena re-
lated to linguistic analysis. Its automatic processing
is a real challenge, not only from a computational
perspective but from a linguistic one as well. In this
work we have suggested a model of six categories
which attempts to describe salient characteristics of
irony. They intend to symbolize low and high level
properties of irony on the basis of formal linguis-
tic elements. This model was assessed by creating
a freely available data set with ironic reviews. The
results achieved with three different classifiers are
satisfactory, both in terms of classification accuracy,
as well as precision, recall, and F-measure. Further
work consists of improving the quality of every cat-
egory, as well as of identifying new ones in order to
come up with an improved model capable to detect
better ironic patterns in different kinds of texts.
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L. Padró, and M Padró. 2006. Freeling 1.3: Syntac-
tic and semantic services in an open-source nlp library.
In Proceedings of the 5th International Conference on
Language Resources and Evaluation, pages 48–55.

S. Attardo. 2007. Irony as relevant inappropriateness.
In R. Gibbs and H. Colston, editors, Irony in Lan-
guage and Thought, pages 135–174. Taylor and Fran-
cis Group.

L. Bentivogli, P. Forner, B. Magnini, and E. Pianta. 2004.
Revising the wordnet domains hierarchy: semantics,
coverage and balancing. In Gilles Sérasset, editor,
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C. Curcó. 2007. Irony: Negation, echo, and metarepre-
sentation. In R. Gibbs and H. Colston, editors, Irony
in Language and Thought, pages 269–296. Taylor and
Francis Group.

D. Davidov, O. Tsur, and A. Rappoport. 2010. Semi-
supervised recognition of sarcastic sentences in Twit-
ter and Amazon. In Proceeding of the 23rd interna-
tional conference on Computational Linguistics, July.

R. Gibbs and H. Colston. 2007. The future of irony stud-
ies. In R. Gibbs and H. Colston, editors, Irony in Lan-
guage and Thought, pages 339–360. Taylor and Fran-
cis Group.

R. Gibbs. 2007. Irony in talk among friends. In
R. Gibbs and H. Colston, editors, Irony in Lan-
guage and Thought, pages 339–360. Taylor and Fran-
cis Group.

R. Giora. 1995. On irony and negation. Discourse Pro-
cesses, 19(2):239–264.

H. Grice. 1975. Logic and conversation. In Peter Cole
and Jerry L. Morgan, editors, Syntax and semantics,
volume 3, pages 41–58. New York: Academic Press.
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Abstract

In most tasks related to opinion mining and
sentiment analysis, it is necessary to compute
the semantic orientation (i.e., positive or neg-
ative evaluative implications) of certain opin-
ion expressions. Recent works suggest that se-
mantic orientation depends on application do-
mains. Moreover, we think that semantic ori-
entation depends on the specific targets (fea-
tures) that an opinion is applied to. In this pa-
per, we introduce a technique to build domain-
specific, feature-level opinion lexicons in a
semi-supervised manner: we first induce a lex-
icon starting from a small set of annotated
documents; then, we expand it automatically
from a larger set of unannotated documents,
using a new graph-based ranking algorithm.
Our method was evaluated in three different
domains (headphones, hotels and cars), using
a corpus of product reviews which opinions
were annotated at the feature level. We con-
clude that our method produces feature-level
opinion lexicons with better accuracy and re-
call that domain-independent opinion lexicons
using only a few annotated documents.

1 Introduction

Sentiment analysis is a modern subdiscipline of nat-
ural language processing which deals with subjec-
tivity, affects and opinions in texts (a good survey on
this subject can be found in (Pang and Lee, 2008)).
This discipline is also known as opinion mining,
mainly in the context of text mining and information
extraction. Many classification and extraction prob-
lems have been defined, with different levels of gran-
ularity depending on applications requirements: e.g.

classification of text documents or smaller pieces
of text into objective and subjective, classification
of opinionated documents or individual sentences
regarding the overall opinion (into “positive” and
“negative” classes, or into a multi-point scale) or ex-
traction of individual opinions from a piece of text
(may include opinion target, holder, polarity or in-
tensity of the opinions, among others). As a key in
solving most of these problems, the semantic orien-
tation of some opinion expressions should be com-
puted: a numeric value, usually between −1 and 1,
referring to the negative or positive affective impli-
cations of a given word or prhase. These values can
be collected in an opinion lexicon, so this resource
can be accessed when needed.

Many recent works (Popescu and Etzioni, 2005;
Kanayama and Nasukawa, 2006; Cruz et al., 2010;
Qiu et al., 2011) suggest the need for domain-
specific opinion lexicons, containing semantic ori-
entations of opinion expressions when used in a par-
ticular domain (e.g., the word “predictable” has op-
posite semantic orientations when used to define the
driving experience of a car or the plot of a movie).
Moreover, within a given domain, the specific target
of the opinion is also important to induce the po-
larity and the intensity of the affective implications
of some opinion expressions ( consider for example
the word “cheap” when referring to the price or to
the appearance of an electronic device). This is es-
pecially important to extract opinions from product
reviews, where users write their opinions about indi-
vidual features of a product. These domain-specific,
feature-level opinion lexicons can be manually col-
lected, but it implies a considerable amount of time
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and effort, especially if a large number of different
domains are considered.

In this work, we propose a method to automati-
cally induce feature-level, domain-specific opinion
lexicons from an annotated corpus. As we are com-
mitted to reduce the time and effort, we research
about the automatic expansion of this kind of lexi-
cons, so we keep the number of required annotated
documents as low as possible. In order to do so, we
propose a graph-based algorithm which can be ap-
plied to other knowledge propagation problems.

In the next section, we review some related previ-
ous works to contextualize our approach. In section
3, we define the feature-level opinion lexicons and
describe our method to induce and expand them in a
semi-supervised manner. In section 4, we carry out
some experiments over a dataset of reviews of three
diferent domains. Finally, we discuss the results and
draw some conclusions in section 5.

2 Related work

In this section, we briefly discuss some related
works about semantic orientation induction and
opinion lexicon expansion, pointing out the main
differences with our contribution. We also intro-
duce the feature-based opinion extraction task, since
it is the natural application context for feature-level
opinion lexicons.

2.1 Semantic orientation induction

Many methods for computing semantic orientations
of words or phrases have been proposed over the
last years. Some of them rely on a large set of
text documents to compute semantic orientations of
words in an unsupervised manner (Hatzivassiloglou
and McKeown, 1997; Turney and Littman, 2003; Yu
and Hatzivassiloglou, 2003). They all start from a
few positive and negative seeds, and calculate the se-
mantic orientation of target words based on conjunc-
tive constructions (Hatzivassiloglou and McKeown,
1997) or co-occurrences (Turney and Littman, 2003;
Yu and Hatzivassiloglou, 2003) of target words and
seeds. These methods allow computing domain-
specific semantic orientations, just using a set of
documents of the selected domain, but they obtain
modest values of recall and precision. We are us-
ing the observations about conjunctive constructions

from (Hatzivassiloglou and McKeown, 1997) in our
approach.

Other works use the lexical resource Word-
Net(Fellbaum, 1998) to compute the semantic ori-
entation of a given word or phrase. For example, in
(Kamps et al., 2004), a distance function between
words is defined using WordNet synonymy rela-
tions, so the semantic orientation of a word is cal-
culated from the distance to a positive seed (“good”)
and a negative seed (“bad”). Other works use a big-
ger set of seeds and the synonyms/antonyms sets
from WordNet to build an opinion lexicon incremen-
tally (Hu and Liu, 2004a; Kim and Hovy, 2004).
In other works (Esuli and Sebastiani, 2006; Bac-
cianella et al., 2010; Esuli and Sebastiani, 2005), the
basic assumption is that if a word is semantically
oriented in one direction, then the words in its gloss
(i.e. textual definitions) tend to be oriented in the
same direction. Two big sets of positive and nega-
tive words are built, starting from two initial sets of
seed words and growing them using the synonymy
and antonymy relations in WordNet. For every word
in those sets, a textual representation is obtained by
collecting all the glosses of that word. These textual
representations are transformed into vectors by stan-
dard text indexing techniques, and a binary classifier
is trained using these vectors. The same assumption
about words and their glosses is made by Esuli and
Sebastiani (2007), but the relation between words
and glosses are used to build a graph representation
of WordNet. Given a few seeds as input, two scores
of positivity and negativity are computed, using a
random-walk ranking algorithm similar to PageR-
ank (Page et al., 1998). As a result of these works, an
opinion lexicon named SentiWordNet (Baccianella
et al., 2010) is publicly available. We are also us-
ing a ranking algorithm in our expansion method,
but applying it to a differently built, domain-specific
graph of terms.

The main weakness of the dictionary-based ap-
proaches is that they compute domain-independent
semantic orientations. There are some manually-
collected lexicons (Stone, 1966; Cerini et al., 2007),
with semantic orientations of terms set by humans.
However, they are also domain-independent re-
sources.
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2.2 Opinion lexicon expansion

There are a couple of works that deal with the more
specific problem of opinion lexicon expansion. In
(Kanayama and Nasukawa, 2006), the authors pro-
pose an algorithm to automatically expand an initial
opinion lexicon based on context coherency, the ten-
dency for same polarities to appear successively in
contexts. In (Qiu et al., 2011), a method to automat-
ically expand an initial opinion lexicon is presented.
It consists of identifing the syntactic relations be-
tween opinion words and opinion targets, and using
these relations to automatically identify new opinion
words and targets in a bootstrapping process. Then,
a polarity (positive or negative) is assigned to each
of these new opinion words by applying some con-
textual rules. In both works, the opinion lexicons
being expanded are domain-specific, but they are not
taking into account the dependency between the spe-
cific targets of the opinions and the semantic orienta-
tions of terms used to express those opinions. To our
knowledge, there are no previous works on inducing
and expanding feature-level opinion lexicons.

2.3 Feature-based opinion extraction

Feature-based opinion extraction is a task related to
opinion mining and information extraction. It con-
sists of extracting individual opinions from texts, in-
dicating the polarity and the specific target of each
opinion; then, these opinions can be aggregated,
summarized and visualized. It was first defined by
Hu and Liu (2004b), and attemped by many oth-
ers (Popescu and Etzioni (2005), Ding et al. (2008)
and Cruz et al. (2010), among others), because of
its practical applications. Being a key element in
this task, most of these works propose algorithms to
compute semantic orientations of terms, generally
domain-specific orientations. We aim to build not
only domain-specific but also feature-level opinion
lexicons, in an attempt to improve the performance
of a feature-based opinion extraction system (a de-
scription of our system can be found in (Cruz et al.,
2010)).

3 Proposed method

In this section we define feature-level opinion lex-
icons and propose a semi-supervised method to ob-
tain it. The method consists of two main steps. First,

a small lexicon is induced from a set of annotated
documents. Then, the lexicon is automatically ex-
panded using a set of unannotated documents.

3.1 Definitions

A domain D is a class of entities with a fixed set of
opinable features FD. A feature is any component,
part, attribute or property of an entity. A feature-
based opinion is any piece of text with positive or
negative implications on any feature of an entity. We
name opinion words to the minimun set of words
from an opinion from which you can decide the po-
larity (i.e., if it is a positive or a negative opinion). A
feature-level opinion lexicon LD for a given domain
D is a function T ×FD → [−1.0, 1.0], where T is a
set of terms (i.e., individual words or phrases), and
FD is the set of opinable features for the domain D.
LD assign a semantic orientation to each term from
T when used as opinion words in an opinion on a
particular feature from FD.

3.2 Induction

In order to generate a feature-based opinion lexicon
to be used as seed in our expansion experiments,
we collect a set of text reviews RD on a partic-
ular domain D, and annotate all the feature-based
opinions we encounter. Each opinion is a tuple
(polarity, f, opW ), where polarity is + (positive)
or - (negative), f is a feature from FD, and opW
is a set of opinion words from the text. Each anno-
tated opinion gives information about the semantic
orientation of the opinion words. Most of the times,
the polarity of the opinion implies the polarity of the
opinion words. But sometimes, the opinion words
include some special expressions that have to be
considered to induce the polarity of the rest of opin-
ion words, as negation expressions1, which invert
the polarity of the rest of opinion words; and domi-
nant polarity expressions2, which completely deter-
mine the polarity of an opinion, no matter which
other opinion words take part. For each opinion term
observed (individual words or phrases included as
opinion words, once negation and dominant polarity

1Negation expressions: barely, hardly, lack, never, no, not,
not too, scarcely.

2Dominant polarity expressions: enough, sufficient, suffi-
ciently, reasonably, unnecessarily, insufficient, insufficiently,
excessive, excessively, overly, too, at best, too much.
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expressions been removed), the final semantic orien-
tation for a given feature is the mean of the semantic
orientations suggested by each annotated opinion on
that feature containing the opinion expression (we
take 1.0/-1.0 for each positive/negative annotation).

3.3 Expansion
Starting from a big set of unannotated text reviews
R′D, we use the information provided by conjunctive
constructions to expand the lexicon previously in-
duced. As explained by Hatzivassiloglou and McK-
eown (1997), two opinion terms appearing in a con-
junctive constructions tend to have semantic orienta-
tions with the same or opposite directions, depend-
ing on the conjunction employed. Based on this
principle, we build a graph linking those terms ap-
pearing in a conjunctive expression. We compute
the semantic orientation of each term spreading the
information provided by those terms in the initial
lexicon through the graph. In order to do that, we
propose a new random-walk ranking algorithm with
the ability to deal with graphs containing positively
and negatively weighted edges.

3.3.1 Building the graph
The graph is built from R′D, searching for con-

junctive constructions between terms. Two terms
participate in a conjunctive construction if they ap-
pear consecutively in the text separated by a con-
junction and or but, or the puntuation mark comma
(,). There are two types of conjunctive construc-
tions, direct and inverse, depending on the conjunc-
tion and the negation expressions participating. In
a direct conjunctive construction, both terms seems
to share the same semantic orientation; in a reverse
one, they might have opposite semantic orientations.
Some examples are shown next:

• Direct conjunctive constructions

The camera has a bright and accurate len.
It is a marvellous, really entertaining movie.
. . . clear and easy to use interface.
. . . easy to understand, user-friendly interface.

• Inverse conjunctive constructions

The camera has a bright but inaccurate len.
It is a entertaining but typical film.
The driving is soft and not aggresive.

The terms observed in conjunctive constructions
(in bold type in the previous examples) are the nodes
of the graph. If two terms participate in a con-
junctive cosntruction, the corresponding nodes are
linked by an edge. Each edge is assigned a weight
equal to the number of direct conjunctive construc-
tions minus the number of inverse conjunctive con-
structions observed between the linked terms.

3.3.2 PolarityRank
We propose a new random-walk ranking algo-

rithm, named PolarityRank. It is based on PageRank
(Page et al., 1998). In summary, PageRank com-
putes the relevance of each node in a graph based on
the incoming edges and the relevance of the nodes
participating in those edges; an edge is seen as a rec-
ommendation of one node to another. PolarityRank
generalizes the concept of vote or recommendation,
allowing edges with positive and negative weights.
A positive edge still means a recommendation, more
strongly the greater the weight of the edge. By con-
trast, a negative edge represents a negative feedback,
more strongly the greater the absolute value of the
weight. PolarityRank calculates two scores for each
node, a positive and a negative one (PR+ and PR−,
respectively). Both scores are mutually dependent:
the positive score of a node n is increased in pro-
portion to the positive score of the nodes linked to n
with positively weighted edges; in addition, the pos-
itive score of n is also increased in proportion to the
negative score of the nodes linked to n with nega-
tively weighted edges. The same principles apply to
the calculus of the negative scores of the nodes.

The algorithm definition is as follows. Let G =
(V,E) be a directed graph where V is a set of
nodes and E a set of directed edges between pair of
nodes. Each edge of E has an associated real value
or weight, distinct from zero, being pji the weight
associated with the edge going from node vj to vi.
Let us define Out(vi) as the set of indices j of the
nodes for which there exists an outgoing edge from
vi. Let us define In+(vi) and In−(vi) as the sets of
indices j of the nodes for which there exists an in-
coming edge to vi whose weight is positive or neg-
ative, respectively. We define the positive and neg-
ative PolarityRank of a node vi (equation 1), where
the values e+ and e− are greater than zero for cer-
tain nodes acting as positive or negative seeds, re-
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spectively. The parameter d is a damping factor that
guarantees convergence; in our experiments we use
a value of 0.85 (as recommended in the original def-
inition of PageRank). The computation of PR+ and
PR− is done iteratively as described by Page et al.
(1998).

PR+(vi) = (1− d)e+i +

+ d
( ∑

j∈In+(vi)

pji∑
k∈Out(vj)

|pjk|
PR+(vj)+

+
∑

j∈In−(vi)

−pji∑
k∈Out(vj)

|pjk|
PR−(vj)

)
PR−(vi) = (1− d)e−i +

+ d
( ∑

j∈In+(vi)

pji∑
k∈Out(vj)

|pjk|
PR−(vj)+

+
∑

j∈In−(vi)

−pji∑
k∈Out(vj)

|pjk|
PR+(vj)

)
(1)

The sum of the values of e+ and e− must be equal
to the number of nodes in the graph.

3.3.3 Extending the lexicon
Based on a seed lexicon LD, and a set of unanno-

tated reviews R′D, the expanded lexicon L′D is ob-
tained following these steps:

1. Build a graph G = (V,E) representing the
conjunctive relations observed in R′D.

2. For each feature f from FD:

(a) For each vi from V with associated term
ti, such that LD(ti, f) is defined, assign
that value to e+i if it is greater than 0, else
assign it to e−i .

(b) Linearly normalize the values of e+i and
e−i , so that the sum of the values is equal
to |V |.

(c) Compute PR+ and PR−.
(d) For each vi from V with associated term

ti, assign SO(vi) to L′D(ti, f), where:

SO(vi) =
PR+(vi)− PR−(vi)

PR+(vi) + PR−(vi)

Note that these values are contained in the
interval [−1.0, 1.0].

4 Experiments

In this section we report the results of some exper-
iments aimed to evaluate the quality of the feature-
level opinion lexicons obtained by our method.

4.1 Data

We used a set of reviews of three different domains
(headphones, hotels and cars). We retrieved them
from Epinions.com, a website specialized in prod-
uct reviews written by customers. Some reviews
from the dataset were labeled, including the polarity,
the feature and the opinion words of each individual
opinion found. Some information of the dataset is
shown in table 1. The dataset is available for public
use3.

Domain Reviews Opinions Features
Headphones 587 (2591) 3897 31
Hotels 988 (6171) 11054 60
Cars 972 (23179) 8519 91

Table 1: Information of the dataset. The number of un-
nanotated reviews available for each domain is shown in
parenthesis.

4.2 Experimental setup

All the experiments were done using 10-fold cross-
validation. Each annotated dataset was randomly
partitioned into ten subsets. The results reported for
each experiment are the average results obtained in
ten different runs, taking a different subset as testing
set and the remaining nine subsets as training set (to
induce seed lexicons). To evaluate the lexicons, we
compute recall and precision over the terms partic-
ipating as opinion words in the opinions annotated
in the testing set. Recall is the proportion of terms
which are contained in the lexicon; precision is the
proportion of terms with a correct sentiment orien-
tation in the lexicon.

4.3 Results

Table 2 shows the results of the evaluation of the in-
duced and expanded lexicons. In order to figure out
the gain in precision and recall obtained by our ex-
pansion method, we induced lexicons for each do-
main using different numbers of annotated reviews

3http://www.lsi.us.es/˜fermin/index.php/Datasets
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Induced Lexicon Expanded Lexicon
Domain |RD| p r F1 p r F1 δ(p) δ(r) δ(F1)

Headphones
9 0.9941 0.4479 0.6176 0.9193 0.7332 0.8158 -0.0748 +0.2853 +0.1982

45 0.9821 0.7011 0.8181 0.9440 0.8179 0.8764 -0.0381 +0.1168 +0.0583
108 0.9665 0.8038 0.8777 0.9525 0.8562 0.9018 -0.0140 +0.0524 +0.0241
531 0.9554 0.9062 0.9302 0.9526 0.9185 0.9352 -0.0028 +0.0123 +0.0051

Hotels
9 0.9875 0.3333 0.4984 0.9416 0.8131 0.8726 -0.0459 +0.4798 +0.3743

117 0.9823 0.7964 0.8796 0.9716 0.8802 0.9236 -0.0107 +0.0838 +0.0440
324 0.9822 0.8732 0.9245 0.9775 0.9128 0.9440 -0.0047 +0.0396 +0.0195
891 0.9801 0.9449 0.9622 0.9792 0.9507 0.9647 -0.0009 +0.0058 +0.0026

Cars
9 0.9894 0.4687 0.6361 0.9536 0.8262 0.8853 -0.0358 +0.3575 +0.2493

117 0.9868 0.8008 0.8841 0.9712 0.8915 0.9296 -0.0156 +0.0907 +0.0455
279 0.9849 0.8799 0.9294 0.9786 0.9116 0.9439 -0.0063 +0.0317 +0.0145
882 0.9847 0.9300 0.9566 0.9831 0.9408 0.9615 -0.0016 +0.0108 +0.0049

Table 2: Results of expansion of lexicons induced from different numbers of annotated reviews. The second and third
experiments for each domain are done selecting the number of annotated reviews needed to achieve F1 scores for the
induced lexicon similar to the F1 scores for the expanded lexicon from the previous experiment.

and expanding them using the whole set of unanno-
tated reviews. For each domain, we show the re-
sults of experiments using only nine annotated re-
views (one from each subset of reviews of the cross-
validation process), and using all the available anno-
tated reviews. The second and third experiments for
each domain are those where F1 scores for the in-
duced lexicon is similar to the F1 scores for the ex-
panded lexicon from the previous experiment. Thus,
we can measure the number of additional anno-
tated reviews needed to obtain similar results with-
out expansion. Using only nine annotated reviews,
the expanded feature-level opinion lexicon achieves
0.8158 of F1 for the headphones domain, 0.8764 for
the hotels domain and 0.8853 for the cars domain,
a far better result that using a domain-independent
opinion lexicon4. To obtain similar F1 scores with-
out using the expansion method, you should anno-
tate between six and thirteen times more reviews.

5 Conclusions

There is evidence that the semantic orientation of
an opinion term not only depends on the domain,
but also on the specific feature which that term is
applied to. In this paper, we propose a method to
automatically induce domain-specific, feature-level

4We perform some experiment using the domain-
independent opinion lexicon SentiWordNet (Baccianella
et al., 2010), obtaining F1 values equal to 0.7907, 0.8199 and
0.8243 for the headphones, hotels and cars domains.

opinion lexicons from annotated datasets. We re-
search about the automatic expansion of this kind of
lexicons, so we keep the number of required anno-
tated documents as low as possible. The results of
the experiments confirm the utility of feature-level
opinion lexicons in opinion mining tasks such as
feature-based opinion extraction, reaching 0.9538 as
average of F1 in three tested domains. Even though
if only a few annotated reviews are available, the lex-
icons produced by our automatic expansion method
reach an average F1 of 0.8592, which is far bet-
ter that using domain-independent opinion lexicon.
Our expansion method is based on the representa-
tion of terms and their similarities and differences
in a graph, and the application of a graph-based
algorithm (PolarityRank) with the ability to deal
with positively and negatively weighted graphs. The
same algorithm can be applied to other knowledge
propagation problems, whenever a small amount of
information on some of the entities involved (and
about the similarities and differences between the
entities) is available. For example, we applied the
same algorithm to compute trust and reputation in
social networks(Ortega et al., 2011).
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Abstract

The new trend in sentiment classification is
to use semantic features for representation
of documents. We propose a semantic space
based on WordNet senses for a supervised
document-level sentiment classifier. Not only
does this show a better performance for sen-
timent classification, it also opens opportuni-
ties for building a robust sentiment classifier.
We examine the possibility of using similar-
ity metrics defined on WordNet to address the
problem of not finding a sense in the training
corpus. Using three popular similarity met-
rics, we replace unknown synsets in the test
set with a similar synset from the training set.
An improvement of 6.2% is seen with respect
to baseline using this approach.

1 Introduction

Sentiment classification is a task under Sentiment
Analysis (SA) that deals with automatically tagging
text as positive, negative or neutral from the perspec-
tive of the speaker/writer with respect to a topic.
Thus, a sentiment classifier tags the sentence ‘The
movie is entertaining and totally worth your money!’
in a movie review as positive with respect to the
movie. On the other hand, a sentence ‘The movie is
so boring that I was dozing away through the second
half.’ is labeled as negative. Finally, ‘The movie is
directed by Nolan’ is labeled as neutral. For the pur-
pose of this work, we follow the definition of Pang
et al. (2002) & Turney (2002) and consider a binary
classification task for output labels as positive and
negative.

Lexeme-based (bag-of-words) features are com-
monly used for supervised sentiment classifica-
tion (Pang and Lee, 2008). In addition to this, there
also has been work that identifies the roles of dif-
ferent parts-of-speech (POS) like adjectives in sen-
timent classification (Pang et al., 2002; Whitelaw et

al., 2005). Complex features based on parse trees
have been explored for modeling high-accuracy po-
larity classifiers (Matsumoto et al., 2005). Text
parsers have also been found to be helpful in mod-
eling valence shifters as features for classifica-
tion (Kennedy and Inkpen, 2006). In general, the
work in the context of supervised SA has focused on
(but not limited to) different combinations of bag-
of-words-based and syntax-based models.

The focus of this work is to represent a document
as a set of sense-based features. We ask the follow-
ing questions in this context:

1. Are WordNet senses better features as com-
pared to words?

2. Can a sentiment classifier be made robust with
respect to features unseen in the training cor-
pus using similarity metrics defined for con-
cepts in WordNet?

We modify the corpus by Ye et al. (2009) for the
purpose of our experiments related to sense-based
sentiment classification. To address the first ques-
tion, we show that the approach that uses senses (ei-
ther manually annotated or obtained through auto-
matic WSD techniques) as features performs better
than the one that uses words as features.

Using senses as features allows us to achieve ro-
bustness for sentiment classification by exploiting
the definition of concepts (sense) and hierarchical
structure of WordNet. Hence to address the second
question, we replace a synset not present in the test
set with a similar synset from the training set us-
ing similarity metrics defined on WordNet. Our re-
sults show that replacement of this nature provides a
boost to the classification performance.

The road map for the rest of the paper is as fol-
lows: Section 2 describes the sense-based features
that we use for this work. We explain the similarity-
based replacement technique using WordNet synsets
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in section 3. Details about our experiments are de-
scribed in Section 4. In section 5, we present our
results and discussions. We contextualize our work
with respect to other related works in section 6. Fi-
nally, section 7 concludes the paper and points to
future work.

2 WordNet Senses as Features

In their original form, documents are said to be in
lexical space since they consist of words. When the
words are replaced by their corresponding senses,
the resultant document is said to be in semantic
space.

WordNet 2.1 (Fellbaum, 1998) has been used as
the sense repository. Each word/lexeme is mapped
to an appropriate synset in WordNet based on
its sense and represented using the corresponding
synset id of WordNet. Thus, the word love is dis-
ambiguated and replaced by the identifier 21758160
which consists of a POS category identifier 2 fol-
lowed by synset offset identifier 1758160. This
paper refers to POS category identifier along with
synset offset as synset identifiers or as senses.

2.1 Motivation
We describe three different scenarios to show the
need of sense-based analysis for SA. Consider the
following sentences as the first scenario.

1. “Her face fell when she heard that she had
been fired.”

2. “The fruit fell from the tree.”

The word ‘fell’ occurs in different senses in the
two sentences. In the first sentence, ‘fell’ has the
meaning of ‘assume a disappointed or sad expres-
sion, whereas in the second sentence, it has the
meaning of ‘descend in free fall under the influence
of gravity’. A user will infer the negative polarity
of the first sentence from the negative sense of ‘fell’
in it. This implies that there is at least one sense of
the word ‘fell’ that carries sentiment and at least one
that does not.

In the second scenario, consider the following ex-
amples.

1. “The snake bite proved to be deadly for the
young boy.”

2. “Shane Warne is a deadly spinner.”

The word deadly has senses which carry opposite
polarity in the two sentences and these senses as-
sign the polarity to the corresponding sentence. The
first sentence is negative while the second sentence
is positive.

Finally in the third scenario, consider the follow-
ing pair of sentences.

1. “He speaks a vulgar language.”

2. “Now that’s real crude behavior!”

The words vulgar and crude occur as synonyms
in the synset that corresponds to the sense ‘conspic-
uously and tastelessly indecent’. The synonymous
nature of words can be identified only if they are
looked at as senses and not just words.

As one may observe, the first scenario shows that
a word may have some sentiment-bearing and some
non-sentiment-bearing senses. In the second sce-
nario, we show that there may be different senses
of a word that bear sentiments of opposite polarity.
Finally, in the third scenario, we show how a sense
can be manifested using different words, i.e., words
in a synset. The three scenarios motivate the use of
semantic space for sentiment prediction.

2.2 Sense versus Lexeme-based Feature
Representations

We annotate the words in the corpus with their
senses using two sense disambiguation approaches.

As the first approach, manual sense annotation
of documents is carried out by two annotators on
two subsets of the corpus, the details of which are
given in Section 4.1. The experiments conducted on
this set determine the ideal case scenario- the skyline
performance.

As the second approach, a state-of-art algorithm
for domain-specific WSD proposed by Khapra et
al. (2010) is used to obtain an automatically sense-
tagged corpus. This algorithm called iterative WSD
or IWSD iteratively disambiguates words by rank-
ing the candidate senses based on a scoring function.

The two types of sense-annotated corpus lead us
to four feature representations for a document:

1. A group of word senses that have been manu-
ally annotated (M)
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2. A group of word senses that have been anno-
tated by an automatic WSD (I)

3. A group of manually annotated word senses
and words (both separately as features) (Sense
+ Words(M))

4. A group of automatically annotated word
senses and words (both separately as features)
(Sense + Words(I))

Our first set of experiments compares the four fea-
ture representations to find the feature representa-
tion with which sentiment classification gives the
best performance. Sense + Words(M) and Sense
+ Words(I) are used to overcome non-coverage of
WordNet for some noun synsets.

3 Similarity Metrics and Unknown Synsets

3.1 Synset Replacement Algorithm

Using WordNet senses provides an opportunity to
use similarity-based metrics for WordNet to reduce
the effect of unknown features. If a synset encoun-
tered in a test document is not found in the training
corpus, it is replaced by one of the synsets present
in the training corpus. The substitute synset is deter-
mined on the basis of its similarity with the synset
in the test document. The synset that is replaced is
referred to as an unseen synset as it is not known to
the trained model.

For example, consider excerpts of two reviews,
the first of which occurs in the training corpus while
the second occurs in the test corpus.

1. “ In the night, it is a lovely city and... ”

2. “ The city has many beautiful hot spots for hon-
eymooners. ”

The synset of ‘beautiful’ is not present in the train-
ing corpus. We evaluate a similarity metric for all
synsets in the training corpus with respect to the
sense of beautiful and find that the sense of lovely is
closest to it. Hence, the sense of beautiful in the test
document is replaced by the sense of lovely which is
present in the training corpus.

The replacement algorithm is described in
Algorithm 1. The term concept is used in place
of synset though the two essentially mean the

same in this context. The algorithm aims to find a
concept temp concept for each concept in the test
corpus. The temp concept is the concept closest to
some concept in the training corpus based on the
similarity metrics. The algorithm follows from the
fact that the similarity value for a synset with itself
is maximum.

Input: Training Corpus, Test Corpus,
Similarity Metric
Output: New Test Corpus
T:= Training Corpus;
X:= Test Corpus;
S:= Similarity metric;
train concept list = get list concept(T) ;
test concept list = get list concept(X);
for each concept C in test concept list do

temp max similarity = 0 ;
temp concept = C ;
for each concept D in train concept list do

similarity value = get similarity value(C,D,S);
if (similarity value > temp max similarity) then

temp max similarity= similarity value;
temp concept = D ;

end
end
replace synset corpus(C,temp concept,X);

end
Return X ;

Algorithm 1: Synset replacement using similarity
metric

The for loop over C finds a concept temp concept
in the training corpus with the maximum
similarity value. The method replace synset corpus
replaces the concept C in the test corpus with
temp concept in the test corpus X.

3.2 Similarity Metrics Used
We evaluate the benefit of three similarity metrics,
namely LIN’s similarity metric, Lesk similarity
metric and Leacock and Chodorow (LCH) similarity
metric for the synset replacement algorithm stated.
These runs generate three variants of the corpus.
We compare the benefit of each of these metrics by
studying their sentiment classification performance.
The metrics can be described as follows:

LIN: The metric by Lin (1998) uses the infor-
mation content individually possessed by two con-
cepts in addition to that shared by them. The infor-
mation content shared by two concepts A and B is
given by their most specific subsumer (lowest super-

134



ordinate(lso). Thus, this metric defines the similarity
between two concepts as

simLIN (A, B) =
2× log Pr(lso(A, B))

log Pr(A) + log Pr(B)
(1)

Lesk: Each concept in WordNet is defined
through gloss. To compute the Lesk similar-
ity (Banerjee and Pedersen, 2002) between A and
B, a scoring function based on the overlap of words
in their individual glosses is used.

Leacock and Chodorow (LCH): To measure
similarity between two concepts A and B, Leacock
and Chodorow (1998) compute the shortest path
through hypernymy relation between them under the
constraint that there exists such a path. The final
value is computed by scaling the path length by the
overall taxonomy depth (D).

simLCH(A, B) = − log

(
len(A, B)

2D

)
(2)

4 Experimentation

We describe the variants of the corpus generated and
the experiments in this section.

4.1 Data Preparation
We create different variants of the dataset by Ye et
al. (2009). This dataset contains 600 positive and
591 negative reviews about seven travel destinations.
Each review contains approximately 4-5 sentences
with an average number of words per review being
80-85.

To create the manually annotated corpus, two hu-
man annotators annotate words in the corpus with
senses for two disjoint subsets of the original cor-
pus by Ye et al. (2009). The inter-annotation agree-
ment for a subset(20 positive reviews) of the corpus
showed 91% sense overlap. The manually annotated
corpus consists of 34508 words with 6004 synsets.

The second variant of the corpus contains word
senses obtained from automatic disambiguation us-
ing IWSD. The evaluation statistics of the IWSD is
shown in Table 1. Table 1 shows that the F-score for
noun synsets is high while that for adjective synsets
is the lowest among all. The low recall for adjec-
tive POS based synsets can be detrimental to classi-
fication since adjectives are known to express direct
sentiment (Pang et al., 2002).

POS #Words P(%) R(%) F-Score(%)
Noun 12693 75.54 75.12 75.33
Adverb 4114 71.16 70.90 71.03
Adjective 6194 67.26 66.31 66.78
Verb 11507 68.28 67.97 68.12
Overall 34508 71.12 70.65 70.88

Table 1: Annotation Statistics for IWSD; P- Precision,R-
Recall

4.2 Experimental Setup

The experiments are performed using C-SVM (lin-
ear kernel with default parameters1) available as a
part of LibSVM2 package. We choose to use SVM
since it performs the best for sentiment classification
(Pang et al., 2002). All results reported are average
of five-fold cross-validation accuracies.

To conduct experiments on words as features, we
first perform stop-word removal. The words are
not stemmed as per observations by (Leopold and
Kindermann, 2002). To conduct the experiments
based on the synset representation, words in the
corpus are annotated with synset identifiers along
with POS category identifiers. For automatic sense
disambiguation, we used the trained IWSD engine
(trained on tourism domain) from Khapra et al.
(2010). These synset identifiers along with POS cat-
egory identifiers are then used as features. For re-
placement using semantic similarity measures, we
used WordNet::Similarity 2.05 package by Pedersen
et al. (2004).

To evaluate the result, we use accuracy, F-score,
recall and precision as the metrics. Classification
accuracy defines the ratio of the number of true in-
stances to the total number of instances. Recall is
calculated as a ratio of the true instances found to
the total number of false positives and true posi-
tives. Precision is defined as the number of true
instances divided by number of true positives and
false negatives. Positive Precision (PP) and Posi-
tive Recall (PR) are precision and recall for positive
documents while Negative Precision (NP) and Nega-
tive Recall (NR) are precision and recall for negative
documents. F-score is the weighted precision-recall

1C=0.0,ε=0.0010
2http://www.csie.ntu.edu.tw/ cjlin/libsvm
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Feature Representation Accuracy PF NF PP NP PR NR
Words 84.90 85.07 84.76 84.95 84.92 85.19 84.60
Sense (M) 89.10 88.22 89.11 91.50 87.07 85.18 91.24
Sense + Words (M) 90.20 89.81 90.43 92.02 88.55 87.71 92.39
Sense (I) 85.48 85.31 85.65 87.17 83.93 83.53 87.46
Sense + Words(I) 86.08 86.28 85.92 85.87 86.38 86.69 85.46

Table 2: Classification Results; M-Manual, I-IWSD, W-Words, PF-Positive F-score(%), NF-Negative F-score (%),
PP-Positive Precision (%), NP-Negative Precision (%), PR-Positive Recall (%), NR-Negative Recall (%)

score.

5 Results and Discussions

5.1 Comparison of various feature
representations

Table 2 shows results of classification for different
feature representations. The baseline for our results
is the unigram bag-of-words model (Words).

An improvement of 4.2% is observed in the ac-
curacy of sentiment prediction when manually an-
notated sense-based features (M) are used in place
of word-based features (Words). The precision of
both the classes using features based on semantic
space is also better than one based on lexeme space.
Reported results suggest that it is more difficult to
detect negative sentiment than positive sentiment
(Gindl and Liegl, 2008). However, using sense-
based representation, it is important to note that neg-
ative recall increases by around 8%.

The combined model of words and manually an-
notated senses (Sense + Words (M)) gives the best
performance with an accuracy of 90.2%. This leads
to an improvement of 5.3% over the baseline accu-
racy 3.

One of the reasons for improved performance is
the feature abstraction achieved due to the synset-
based features. The dimension of feature vector is
reduced by a factor of 82% when the document is
represented in synset space. The reduction in dimen-
sionality may also lead to reduction in noise (Cun-
ningham, 2008).

A comparison of accuracy of different sense rep-
resentations in Table 2 shows that manual disam-

3The improvement in results of semantic space is found to
be statistically significant over the baseline at 95% confidence
level when tested using a paired t-test.

biguation performs better than using automatic al-
gorithms like IWSD. Although overall classification
accuracy improvement of IWSD over baseline is
marginal, negative recall also improves. This bene-
fit is despite the fact that evaluation of IWSD engine
over manually annotated corpus gave an overall F-
score of 71% (refer Table 1). For a WSD engine
with a better accuracy, the performance of sense-
based SA can be boosted further.

Thus, in terms of feature representation of docu-
ments, sense-based features provide a better overall
performance as compared to word-based features.

5.2 Synset replacement using similarity metrics

Table 3 shows the results of synset replacement ex-
periments performed using similarity metrics de-
fined in section 3. The similarity metric value NA
shown in the table indicates that synset replacement
is not performed for the specific run of experiment.
For this set of experiments, we use the combina-
tion of sense and words as features (indicated by
Senses+Words (M)).

Synset replacement using a similarity metric
shows an improvement over using words alone.
However, the improvement in classification accu-
racy is marginal compared to sense-based represen-
tation without synset replacement (Similarity Met-
ric=NA).

Replacement using LIN and LCH metrics gives
marginally better results compared to the vanilla set-
ting in a manually annotated corpus. The same phe-
nomenon is seen in the case of IWSD based ap-
proach4. The limited improvement can be due to
the fact that since LCH and LIN consider only IS-A

4Results based on LCH and LIN similarity metric for auto-
matic sense disambiguation is not statistically significant with
α=0.05
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Features Representa-
tion

SM A PF NF

Words (Baseline) NA 84.90 85.07 84.76
Sense+Words (M) NA 90.20 89.81 90.43
Sense+Words (I) NA 86.08 86.28 85.92
Sense+Words (M) LCH 90.60 90.20 90.85
Sense+Words (M) LIN 90.70 90.26 90.97
Sense+Words (M) Lesk 91.12 90.70 91.38
Sense+Words (I) LCH 85.66 85.85 85.52
Sense+Words (I) LIN 86.16 86.37 86.00
Sense+Words (I) Lesk 86.25 86.41 86.10

Table 3: Similarity Metric Analysis using different
similarity metrics with synsets and a combinations of
synset and words; SM-Similarity Metric, A-Accuracy,
PF-Positive F-score(%), NF-Negative F-score (%)

relationship in WordNet, the replacement happens
only for verbs and nouns. This excludes adverb
synsets which we have shown to be the best features
for a sense-based SA system.

Among all similarity metrics, the best classifica-
tion accuracy is achieved using Lesk. The system
performs with an overall classification accuracy of
91.12%, which is a substantial improvement of 6.2%
over baseline. Again, it is only 1% over the vanilla
setting that uses combination of synset and words.
However, the similarity metric is not sophisticated as
LIN or LCH. A good metric which covers all POS
categories can provide substantial improvement in
the classification accuracy.

6 Related Work

This work deals with studying benefit of a word
sense-based feature space to supervised sentiment
classification. This work assumes the hypothesis
that word sense is associated with the sentiment as
shown by Wiebe and Mihalcea (2006) through hu-
man interannotator agreement.

Akkaya et al. (2009) and Martn-Wanton et al.
(2010) study rule-based sentiment classification us-
ing word senses where Martn-Wanton et al. (2010)
uses a combination of sentiment lexical resources.
Instead of a rule-based implementation, our work
leverages on benefits of a statistical learning-based
methods by using a supervised approach. Rentoumi
et al. (2009) suggest an approach to use word senses
to detect sentence level polarity using graph-based

similarity. While Rentoumi et al. (2009) targets us-
ing senses to handle metaphors in sentences, we deal
with generating a general-purpose classifier.

Carrillo de Albornoz et al. (2010) create an emo-
tional intensity classifier using affective class con-
cepts as features. By using WordNet synsets as fea-
tures, we construct feature vectors that map to a
larger sense-based space.

Akkaya et al. (2009), Martn-Wanton et al. (2010)
and Carrillo de Albornoz et al. (2010) deal with
sentiment classification of sentences. On the other
hand, we associate sentiment polarity to a document
on the whole as opposed to Pang and Lee (2004)
which deals with sentiment prediction of subjectiv-
ity content only. Carrillo de Albornoz et al. (2010)
suggests expansion using WordNet relations which
we perform in our experiments.

7 Conclusion & Future Work

We present an empirical study to show that sense-
based features work better as compared to word-
based features. We show how the performance im-
pact differs for different automatic and manual tech-
niques. We also show the benefit using WordNet
based similarity metrics for replacing unknown fea-
tures in the test set. Our results support the fact that
not only does sense space improve the performance
of a sentiment classification system but also opens
opportunities for building robust sentiment classi-
fiers that can handle unseen synsets.

Incorporation of syntactical information along
with semantics can be an interesting area of
work. Another line of work is in the context of
cross-lingual sentiment analysis. Current solutions
are based on machine translation which is very
resource-intensive. Using a bi-lingual dictionary
which maps WordNet across languages can prove to
be an alternative.
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Abstract 

In this paper, we concentrate on the 3 of 

the tracks proposed in the NTCIR 8 

MOAT, concerning the classification of 

sentences according to their 

opinionatedness, relevance and polarity. 

We propose a method for the detection of 

opinions, relevance, and polarity 

classification, based on ISR-WN (a 

resource for the multidimensional analysis 

with Relevant Semantic Trees of sentences 

using different WordNet-based information 

sources). Based on the results obtained, we 

can conclude that the resource and methods 

we propose are appropriate for the task, 

reaching the level of state-of-the-art 

approaches. 

1 Introduction 

In recent years, textual information has become 

one of the most important sources of knowledge to 

extract useful and heterogeneous data. Texts can 

provide from factual information such as 

descriptions, lists of characteristics or instructions 

to opinionated information such as reviews, 

emotions or feelings. This heterogeneity has 

motivated that dealing with the identification and 

extraction of opinions and sentiments in texts 

require special attention. In fact, the development 

of different tools to help government information 

analysts, companies, political parties, economists, 

etc to automatically get feelings from news and 

forums is a challenging task (Wiebe et al., 2005). 

Many researchers such as Balahur et al., (2010), 

Hatzivassiloglou et al.(2000), Kim and Hovy 

(2006), Wiebe et al. (2005) and many others have 

been working in this way and  related areas. 

Moreover, in the course of years we find a long 

tradition on developing Question Answering (QA) 

systems. However, in recent years, researchers 

have concentrated on the development of Opinion 

Questions Answering (OQA) systems (Balahur et 

al., 2010). This new task has to deal with different 

problems such as Sentiment Analysis where 

documents must be classified according to 

sentiments and subjectivity features. Therefore, a 

new kind of evaluation that takes into account this 

new issue is needed.  

One of the competitions that establishes the 

benchmark for opinion question answering 

systems, in a monolingual and cross-lingual 

setting, is the NTCIR Multilingual Opinion 

Analysis Task (MOAT)
1

. In this competition,  

researchers work hard to achieve better results on 

Opinion Analysis, introducing different 

techniques.  

In this paper, we only concentrate on three 

tracks proposed in the NTCIR 8 MOAT, 

concerning to the classification of sentences 

according to their opinionatedness, relevance and 

polarity. We propose a method for the detection of 

opinions, relevance and polarity classification, 

based on ISR-WN which is a resource for the 

multidimensional analysis with Relevant Semantic 

Trees of sentences using different WordNet-based 

information sources. 

2 Related works 

Related to Opinion Analysis task we can find 

many points of view. Some researchers say that 

adjectives combined with semantic characteristics 

provide vital information to the performance of 

Opinion Analysis (Hatzivassiloglou et al., 2000). 

Others like Zubaryeva and Savoy (2010) assume 

                                                 
1http://research.nii.ac.jp/ntcir/ntcir-ws8/meeting/ 
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that the extraction of relevant terms on the 

documents could define their polarity, designing a 

method capable of selecting terms that clearly 

belong to one type of polarity. Another research 

based on features extraction was conducted by Lai 

et al. (2010), they developed a trained system on 

Japanese Opinionated Sentence Identification. And 

Balahur and Montoyo (2009) proposed a method to 

extract, classify and summarize opinions on 

products from web reviews. It was based on the 

prior building of product characteristics taxonomy 

and on the semantic relatedness given by the 

Normalized Google Distance (Cilibrasi and 

Vitányi, 2007) and SVM learning. As we can see, 

the usage of features extraction is a suitable mode 

to work on Opinion Analysis task. Apart from that 

other authors have used semantic resources, for 

example, Kim and Hovy (2006, 2005) used 

semantic resources to get an approach on Holder 

Detection and Opinion Extraction tasks. 

In general, using semantic resources is one of 

the most applied procedures over different tasks 

such as Document Indexing, Document 

Classification, Word Sense Disambiguation, etc. In 

Natural Language Processing (NLP), one of the 

most used resources for WSD and other tasks is 

WordNet (WN) (Fellbaum, 1998). WN is a lexical 

dictionary with word senses and descriptions. In 

order to enrich the WN resource, it has been linked 

with different lexical resources such as WordNet 

Domains (WND) (Magnini and Cavaglia, 2000) a 

lexical resource containing the  domains of the 

synsets in WordNet, SUMO (Niles, 2001) an 

ontology relating the concepts in WordNet, 

WordNet Affect (WNA) an extension of WN 

where different synsets are annotated with one of 

the six basic emotions proposed by Ekman (1999), 

SentiWordNet (Esuli and Sebastiani, 2006) a 

lexical resource  where each synset is annotated 

with polarity, Semantic Classes (SC) (Izquierdo et 

al., 2007) a set of Base Level Concepts (BLC) 

based on WN, etc. The usage of these resources 

allows the tackling of NLP tasks from different 

points of view, depending on the resource used.  

Our approach proposes using different semantic 

dimensions according to different resources. In 

order to achieve this, we use the Integration of 

Semantic Resources based on WordNet, which we 

explain in the next section and the Semantic 

Classes (SC). 

2.1 Integration of Semantic Resources based on 

WordNet (ISR-WN) 

ISR-WN (Gutiérrez et al., 2010b) is a new 

resource that allows the integration of several 

semantic resources mapped to WN. In ISR-WN, 

WordNet 1.6 or 2.0 is used as a core to link several 

resources: SUMO, WND and WNA. As Gutiérrez 

et al. (2010a) describe, the integrated resource 

allows navigate inside the semantic network. 

2.2 Semantic Classes (SC) 

The Semantic Classes resource (Izquierdo et al., 

2007) consists of a set of Base Level Concepts 

(BLC) from WN obtained before applying a 

bottom-up process using the chain of hypernym 

relations. For each synset in WN, the process 

selects as its Base Level Concept the first local 

maximum, according to the relative number of 

relations. As a result, a resource with a set of BLCs 

linked semantically to several synsets is obtained. 

In order to apply the multidimensionality that 

ISR-WN and SC provide, we have analyzed 

related approaches like (Magnini et al., 2002; 

2008) ,(Vázquez et al., 2004), (Villarejo et al., 

2005), (Zouaq et al., 2009) and others that take 

into account semantic dimensionality. Then, we 

have decided to use Relevant Semantic Trees 

(Gutiérrez et al., 2010a) because it is an approach 

capable of being applied over several dimensions 

(resources) at once. 

2.3 Relevant Semantic Trees (RST) 

RST (Gutiérrez et al., 2010a) is a method able to 

disambiguate the senses of the words contained in 

a sentence by obtaining the Relevant Semantic 

Trees from different resources. In order to measure 

the association between concepts in each sentence 

according to a multidimensional perspective, RST 

uses the Association Ratio (AR) measure (Vázquez 

et al., 2004). Our purpose is to include the 

Multidimensional Semantic Analysis into the 

Opinion Analysis using RSTs. 

In order to evaluate our approach the rules and 

corpus that concern the English monolingual 

subtasks from MOAT were used. 

2.4 English monolingual subtasks 

In these tasks the participants were provided with 

twenty topics. For each one of the topics, a 

question was given with a short and concise query, 
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the expected polarity of the answer and the period 

of time. For each of the topics, a set of documents 

were assigned and they had to be splitted into 

sentences for the opinionated and relevance 

judgements and into opinion units for the polarity, 

opinion target and source tasks. In this work, we 

describe twelve runs for the opinionated, relevance 

and polarity judgement tasks. 

3 WSD method 

We propose an unsupervised knowledge-based 

method that uses the RST technique combined 

with SentiWordNet 3.0 (Esuli and Sebastiani, 

2006) to tackle 3 of the monolingual English tasks 

proposed in the NTCIR 8 MOAT. In this approach 

WN 2.0 version is used.  

The aim of this method is to obtain a RST of 

each sentence and then associate the RST with 

polarity values. The process involves the following 

resources: WND, WNA, the WN taxonomy, 

SUMO and Semantic Classes (SC). Because of SC 

does not have a tree structure we simply obtain the 

Relevant Semantic Classes. Subsequently, we 

determine the polarities collected for each label of 

each RST obtained according to the analyzed 

sentence. Our proposal involves four steps 

presented on sections 3.1, 3.2, 3.3 and 3.4. 

3.1 Obtaining the Relevant Semantic Trees  

In this section, we use a fragment of the original 

RST method with the aim of obtaining Relevant 

Semantic Trees of the sentences. Notice that this 

step must be applied for each resource. 

Once each sentence is analyzed, the AR value is 

obtained and related to each concept in the trees. 

Equation 1 is used to measure and to obtain the 

values of Relevant Concepts:  

                  

 

   

  (1) 

Where: 

                   

      

    
  (2) 

In both equations C is a concept; f is a sentence 

or set of words (w); fi is the i-th word of the 

sentence f; P (C, w) is the joint probability 

distribution; P (C) is the marginal probability. 

In order to illustrate the processing steps, we 

will consider the following example: “But it is 

unfair to dump on teachers as distinct from the 

educational establishment”. Using the WND 

resource, we show the manner in which we obtain 

the RST. 

The first stage involves the lemmatization of the 

words in the sentence. For the example considered, 

the obtained lemmas are:  

Lemmas [unfair; dump; teacher, distinct, 

educational; establishment] 

Next, each lemma is looked up in ISR-WN and 

it is correlated with the WND concepts. Table 1 

shows the results after applying Equation 1 over 

the example. 

Vector 

AR Domain AR Domain 

0.90 Pedagogy 0.36 Commerce 

0.90 Administration 0.36 Quality 

0.36 Buildings 0.36 Psychoanalysis 

0.36 Politics 0.36 Economy 

0.36 Environment   

Table 1. Initial Concept Vector of Domains 

After obtaining the Initial Concept Vector of 

Domains we apply Equation 3 in order to obtain 

the Relevant Semantic Tree related to the sentence.  

                               ;(3) 

Where:  

           
         

  
 ;(4) 

Here AR(PC, f) represents the AR value of PC 

related to the sentence f;           is the AR 

value calculated with equation 1 in case of ChC 

was included in the Initial Vector, otherwise is 

calculated with the equation 3; ChC is the Child 

Concept of PC; ND is a Normalized Distance; IC 

is the Initial Concept from we have to add the 

ancestors; PC is Parent Concept; TD is Depth of 

the hierarchic tree of the resource to use; and MP 

is Minimal Path. 

Applying the Equation 3, the algorithm to 

decide which parent concept will be added to the 

vector is shown here: 

if (         value > 0 ){ 
 if ( PC had not been added to vector) 

       PC is added to the vector with AR(PC, f) value;  
else PC value = PC value + AR(PC, f) value; } 

The result after processing is shown in Table 2. 

This vector represents the Domain tree associated 

to the sentence.  After the Relevant Semantic Tree 

is obtained, the Factotum Domain is eliminated 
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from the tree. Due to the fact that Factotum is a 

generic Domain associated to words that appear in 

general contexts it does not provide useful 

information and experimentally we confirmed that 

it introduced errors; so we eliminate it (Magnini 

and Cavaglia, 2000). 

Vector 

AR Domain AR Domain 
1.63 Social_Science  0.36 Buildings  
0.90 Administration  0.36 Commerce  

0.90 Pedagogy  0.36 Environment  
0.80 Root_Domain  0.11 Factotum 

0.36 Psychoanalysis 0.11 Psychology  
0.36 Economy  0.11 Architecture  

0.36 Quality 0.11 Pure_Science  

0.36 Politics 
  

Table 2. Final Domain Vector 

3.2 Obtaining the Positive Semantic Trees  

In order to obtain the Positive Semantic Trees 

(PST) of the sentence, we will follow the same 

process described in section 3.1. In this case, the 

AR values will be replaced by the polarity value 

pertaining to the analyzed sense. The polarity is 

obtained from the SentiWordNet 3.0 resource, 

where each given sense from ISR-WN for 

WordNet version 2.0 is mapped to WordNet 

version 3.0. Hence, we can find each given sense 

from ISR-WN in SentiWordNet 3.0 and obtain the 

respective polarities. This new value will be called 

Positive Association (PosA). The PosA value is 

calculated using Equation 4 . 

                      

 

   

  (4) 

Where: 

                      

 

   

  (5) 

Where C is a concept; f is a sentence or set of 

words (w); fi is a i-th word of the sentence f; PosA 

(C, wi) is the positive value of the sense (wi) 

related to C. 

The PosA is used to measure the positive value 

associated to the leaves of the Semantic Trees 

where Concepts are placed. Subsequently, using 

the same structure of RST we create new Semantic 

Trees without AR values. Instead, the leaves with 

Concepts of this new Semantic Trees will be 

annotated with the PosA value.  

Later, to assign some Positive value to the 

parent Concepts, each parent Concept will 

accumulate the positive values from child 

Concepts. Equation 6 shows the bottom-up 

process. 

                     

 

   

  (6) 

Where PC is the Parent Concept; ChC is the 

Child Concept of PC; and PosA(ChC) represents 

the positive value of the ChC. 

3.3 Obtaining the Negative Semantic Trees 

(NST)  

In this phase, we repeat the step described in 

Section 3.2, but for negative values. Table 3 shows 

the PST and NST obtained from the example. 

Vectors Pos-Neg 

PosA NegA Domain PosA NegA Domain 

0.00 1.00 Social_Science  0.00 0.00 Buildings  
0. 00 0.00 Administration  0.00 0.50 Commerce  

0.00 0.00 Pedagogy  0.00 0.00 Environment  

0.00 0.00 Root_Domain  0.375 0.375 Factotum 
0.00 0.00 Psychoanalysis 0.00 0.00 Psychology  

0.00 0.50 Economy  0.00 0.00 Architecture  
0.375 0.375 Quality 0.00 0.00 Pure_Science  

0.00 0.00 Politics 
   

Table 3. Final Domain Vectors Pos-Neg 

As we can see, the analyzed sentence is more 

linked to the Social_Science domain and it 

accumulates a negative value of 1 and a positive 

value of 0. This indicates that the sentence is more 

negative than positive. 

3.4 Obtaining polarities of the sentences 

In this step, we concentrate on detecting which 

polarity is more representative according to the 

Semantic Trees obtained for each resource 

(dimension). For that, we combine the RST with 

PST and RST with NST. Depending on the obtained 

results we classify the sentence as Positive, 

Negative or Neutral. Before performing this step, 

we have to normalize the three types of Semantic 

Trees (RST, PST and NST) for each dimension to 

work with values between 0 and1.  

Our main goal is to assign more weight to the 

polarities related to the most relevant Concepts in 

each Relevant Semantic Tree. Equation 7 shows 

the steps followed in order to obtain the positive 

semantic value. 
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  (7) 

Where ACPosA is the Positive Semantic Value 

of the analyzed sentence obtained for one 

Dimension, RST is the Relevant Semantic Tree 

sorted with the format: RST [Concept| AR]; PST is 

the Positive Semantic Tree sorted according RST 

structure with format: PST [Concept|PosA]; RSTi 

     is the i-th AR value of Concept i;      PSTi 

is the i-th PosA value of the concept i. 

In order to measure the negative semantic value 

(ACNegA), we employ a similar equation replacing 

PST with NST. After obtaining the semantic 

opinion requirements, we evaluate our approach 

over three of the tasks proposed in the NTCIR 8 

MOAT, for the monolingual English setting. 

3.5 Judging sentence opinionatedness 

The “opinionated” subtask requires systems to 

assign the values YES or NO to each of the 

sentences in the document collection provided. 

This value is given depending on whether the 

sentence contains an opinion (Y) or it does not (N). 

In order to tackle this task, we analyze the PST and 

NST of all dimensions (WN, WSD, WNA, SUMO 

and SC). After reviewing the PSTs and NSTs if at 

least one Concept has assigned a value distinct 

from zero the result will be “YES” in other cases 

will be “NO”.  

3.6 Determining sentence relevance 

In the sentence relevance judgement task, the 

systems have to decide whether a sentence is 

relevant to the given question or not (Y|N). We 

assume that the given question is related to each 

sentence per topic if it has a RST 50% similar (the 

similarity is obtained by quantity of Concept labels 

that match). The analyzed sentence is relevant only 

if the PST and the NST values of all dimensions 

that are taken into account contain at least a 

positive or a negative value. 

3.7 Polarity and topic-polarity classification  

The polarity judgment task requires the systems to 

assign a value of “POS”, “NEG” or “NEU” 

(positive, negative or neutral) to each of the 

sentences in the documents provided. 

Our proposal consists of accumulating the 

ACPos values and ACNeg values of all Dimensions 

and comparing them. These accumulated values 

will be named ACPosD and ACNegD respectively. 

In case ACPosD > ACNegD the assigned value is 

POS, if ACPosD < ACNegD the assigned value is 

NEG, otherwise, the assigned value is NEU. 

4 Evaluation and analysis  

In this section we concentrated on measuring the 

influence of each Dimension (resource) taken 

separately and jointly in our proposal. Also, we 

have compared our results with the best results 

obtained by the participant systems in the NTCIR 

8 MOAT competition. 

4.1 Influence of each dimension 

In this section, we present the results of the three 

tasks described above using the combination of all 

dimensions and using each of the resources 

separately. Moreover, we describe the experiments 

we have performed. Exp1: Combining all 

Dimensions (WND, WNA, WN taxonomy, SUMO 

and SC). Exp2: Using WNA. Exp3: Using WND. 

Exp4: Using SC. Exp5: Using SUMO. Exp6: 

Using WN taxonomy. The results are presented in 

Table 4. 

Exp 
Opinion Relevance Polarity 

P R F P R F P R F 

1 20.6 87.8 33.3 78.8 86.8 82.6 39.4 34.5 36.8 

2 23.8 57.2 33.6 77.9 55.8 65.1 39.7 22.2 28.5 

3 22.6 69.5 34.1 79.4 69.2 74.0 40.3 27.5 32.7 

4 20.1 88.5 33.3 78.8 87.3 82.3 39.7 34.9 37.2 

5 21.3 86.5 34.2 79.0 85.8 82.3 40.6 33.7 36.8 

6 21.1 87.6 34.1 78.8 86.6 82.5 40.5 34.2 37.1 

Table 4. Results on each task. Precision (P), Recall (R) 

and F-Measure (F). 

As we can see, the best results are obtained in 

Experiment 4 and 6, which use the WN taxonomy 

and SC to obtain the RST, PST and NST. However, 

the other experiments results are similar in 

performance level. This indicates that our proposal 

can be successfully applied to opinion mining 

tasks. 

4.2 Influence of the semantic dimensions 

without normalizing the vector 

In order to prove that the value normalization 

introduces noise, we performed the same 

experiments without normalizing vectors. In Table 

5, we show in bold font the F-Measure obtained 
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that constitutes an improvement to previous 

results. It is important to remark that not 

normalizing the vectors helps the Polarity 

Classification task. All the experiments presented 

in Table 5 improved the previous results and the 

SC obtained one of the best results for the Polarity 

and the Relevance task. 

 
Exp Opinion Relevance Polarity 

P R F P R F P R F 

7 20.1 88.5 33.3 78.8 87.3 82.8 39.7 34.9 37.2 

8 23.3 61.1 33.7 78.4 60.0 68.0 42.3 25.5 31.8 

9 21.9 77.9 34.2 79.2 77.3 78.2 39.4 30.5 34.4 

10 20.6 87.7 33.4 78.9 86.7 82.6 44.6 38.9 41.6 

11 20.6 85.0 33.2 78.5 83.6 81.0 44.6 37.7 40.9 

12 20.5 85.5 33.1 78.7 84.4 81.5 43.7 37.0 40.1 

Table 5. Results without normalized vectors. Precision 

(P), Recall (R) and F-Measure (F). 

4.3 Comparison with other proposals 

In this section, we present a comparison between 

our proposal and the best participating systems in 

NTCIR 8 MOAT. In the sentence opinionatedness 

judgement task , the only systems that obtained 

better results compared to our proposal are UNINE 

(Zubaryeva and Savoy, 2010) and NECLC 

systems. These systems obtained F-measure values 

of 40.1% and 36.52% respectively. These results 

are not so far from our results, with the simple 

difference of 5.9% and 2.32% respectively.  

In comparison to our proposal, UNINE is based 

on selecting terms that clearly belong to one type 

of polarity compared to the others and the value 

types of polarities are defined summing the count 

number of terms that tend to be overused in 

positive, negative and neutral opinionated 

sentences possibilities (Zubaryeva and Savoy, 

2010). The opinionated score is the sum of Positive 

Scores and Negative Scores for each selected term. 

The score of non-opinionated sentences is 

computed as a sum of Objectivity Score for each 

selected term, divided by the number of words in 

the sentence. Our proposal neither takes into 

account the detection of relevant terms, nor the 

objective scores. UNINE also obtained better 

results than us in the Polarity task; we think that 

the combination of this proposal with ours could 

obtain better results. Taking into account that both 

proposals use Features Extraction we could 

combine not only Lexical Features but also 

Semantic Features. 

In the Polarity task we could obtain similar 

results to the first run of UNINE system around 

37% of F-measure but with results some distance 

of the best system that obtained a 51.03% of F-

measure. For the relevance task, our proposal 

obtained a difference of 3.22% as far as F-measure 

is concerned from the best result of all runs 

submitted by the National Taiwan University 

(NTU). So, our proposal could be located around 

the first places among the three tasks mentioned.  

5 Conclusion and further works 

In this paper our research was focused on solving a 

recent problem stemmed from the availability of 

large volumes of heterogeneous data which 

provides different kind of information. We have 

conducted an analysis of how the scientific 

community confronts the tasks related to Opinion 

Analysis. One of the most used approaches is to 

apply Features Extraction and based on this idea, 

our proposal is to apply Semantic Features 

Extraction based on Relevant Semantic Trees. 

With our proposal we are able to associate the 

polarities presented on the sentences with Concept 

Semantic Trees. Thus, the Semantic Trees allow 

the classification of sentences according to their 

opinionatedness, relevance and polarity, according 

to MOAT competition. The obtained results were 

compared with the best results obtained on this 

competition achieving values very close to the best 

systems. Several experiments were conducted 

applying vector normalization and without 

normalization to know which semantic dimension 

performed better. 

After a comparative analysis with the systems 

which results were not improved, we propose as 

further work to include the lexical features 

extraction in our proposal. We have planned to use 

Latent Semantic Analysis and other techniques to 

do this work. 
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Abstract

In recent years microblogs have taken on an
important role in the marketing sphere, in
which they have been used for sharing opin-
ions and/or experiences about a product or ser-
vice. Companies and researchers have become
interested in analysing the content generated
over the most popular of these, the Twitter
platform, to harvest information critical for
their online reputation management (ORM).
Critical to this task is the efficient and accurate
identification of tweets which refer to a com-
pany distinguishing them from those which do
not. The aim of this work is to present and
compare two different approaches to achieve
this. The obtained results are promising while
at the same time highlighting the difficulty of
this task.

1 Introduction

Twitter1 - a microblog of the Web 2.0 genre that al-
lows users to publish brief message updates - has
become an important channel through which users
can share their experiences or opinions about a prod-
uct, service or company. In general, companies have
taken advantage of this medium for developing mar-
keting strategies.

Online reputation management - the monitoring
of media and the detection and analysis of opinions
about an entity - is becoming an important area of
research as companies need up to the minute infor-
mation on what is being send on the WWW about
them and their products. Being unaware of negative

1http://twitter.com

comments regarding a company may affect its repu-
tation and misguide consumers into not buying par-
ticular products. On the other hand companies may
identify user feedback and use it in order to provide
better products and services which could make them
more competitive.

A first step in this process is the automatic col-
lection of tweets relating to a company. In this pa-
per we present an approach to the categorisation of
tweets which contain a company name, into two
clusters corresponding to those which refer to the
company and those which do not. Clearly this is not
as straightforward as matching keywords due to the
potential for ambiguity. Providing a solution to this
problem will allow companies to access to the im-
mediate user reaction to their products or services,
and thereby manage their reputations more effec-
tively (Milstein et al., 2008).

The rest of this paper is organised as follows. Sec-
tion 2 describes the problem and the related work.
Section 3 presents the data set used in the experi-
ments. Section 4 explains the approaches used in
this research work. Section 5 shows the experi-
ments, the obtained results and a discussion of them.
Finally, Section 6 presents the conclusions.

2 Problem Description and Related Work

We are interested in discriminating between Twit-
ter entries that correspond to a company from those
that do not, in particular where the company name
also has a separate meaning in the English language
(e.g. delta, palm, ford, borders). In this research
work, we regard a company name as ambiguous if
the word/s that comprise its name can be used in
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different contexts. An example can be seen in Ta-
ble 1 where the wordborders is used in the con-
text of a company (row 1 & 3) and as the bound-
ary of a country (row 2). We adapt a clustering ap-
proach to solving this problem although the size of
tweets presents a considerable challenge. Moreover
the small vocabulary size in conjunction with the
writing style makes the task more difficult. Tweets
are written in an informal style, and may also con-
tain misspellings or be grammatically incorrect. In
order to improve the representation of the tweets we
have proposed two approaches based on an expan-
sion procedure (enriching semantic similarity hid-
den behind the lexical structure). In this research

Table 1: Examples of “True” and “False” tweets that con-
tains theBorders word

TRUE excessively tracking the book i
ordered from borders.com. kfjgjdfkgjfd.

FALSE With a severe shortage of manpower, existing threat
to our borders, does it make any sense to send troops

to Afghanistan? @centerofright
TRUE 33% Off Borders Coupon : http://wp.me/pKHuj-qj

work we demonstrate that a term expansion method-
ology, as presented in this paper, can improve the
representation of the microblogs from a clustering
perspective, and as a consequence the performance
of the clustering task. In addition, we test the hy-
pothesis that specific company names - names that
can not be found in a dictionary - such asLennar or
Warner may be more easily identified than generic
company names such asBorders, Palm or Delta,
because of the ambiguity of the latter.

We describe briefly here the work related to the
problem of clustering short texts related to compa-
nies. In particular those works in the field of cate-
gorisation of tweets and clustering of short texts.

In (Sankaranarayanan et al., 2009) an approach is
presented for binary classification of tweets (class
“breaking news” or other). The class “breaking
news” is then clustered in order to find the most
similar news tweets, and finally a location of the
news for each cluster is provided. Tweets are con-
sidered short texts as mentioned in (Sriram et al.,
2010) where a proposal for classifying tweets is pre-
sented. This work addressed the problem by using a
small set of domain-specific features extracted from

the author’s profile and the tweet text itself. They
claim to effectively classify the tweet to a predefined
set of generic classes such as News, Events, Opin-
ions, Deals, and Private Messages. Therefore, it is
important to analyse some techniques for categori-
sation of short texts.

The main body of relevant related research em-
anates from the WePS-3 evaluation campaign in
the task 2 called Online Reputation Management
(Amigó et al., 2010). In (Garcı́a-Cumbreras et al.,
2010) the authors based their approach on recog-
nising named entities, extracting external informa-
tion and predefining rules. They use the well-known
Name Entity Recogniser (NER) included in GATE2

for recognising all the entities in their Tweets. They
also use the web page of the organisation, Wikipedia
and DBpedia3. Predefined rules are then applied to
determine if a Twitter entry belongs to an organisa-
tion or not.

The work presented in (Kalmar, 2010) uses data
from the company website. This data is used to cre-
ate a initial model from which to bootstrap a model
from the Tweets, the keywords and description are
weighted. The features used are the co-occurring
words in each tweet and the relevance of them was
calculated according to the Pointwise Mutual Infor-
mation value. Although it seems to be an interesting
approach the results shown are disappointing.

In (Yerva et al., 2010) a support vector machine
(SVM) classifier is used with the profiles built a
priori. Profiles are constructed for each company
which are sets of keywords that are related to the
company or sets of keywords unrelated to the com-
pany. This system uses external resources such as
Wordnet4, meta-data from the company web page,
GoogleSet5 and user feedback. The research pre-
sented in (Yoshida et al., 2010) propose that organi-
sation names can be classified as “organization-line
names” or “general-word-like names”. The authors
have observed that the fact that ratio of positive or
negative (if the tweet is related to the organisation or
not) has a strong correlation with the types of organ-
isation names i.e., “organization-like names” have
high percentages of tweets related to the company

2http://gate.ac.uk/
3http://dbpedia.org/
4http://wordnet.princeton.edu/
5http://labs.google.com/sets
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and when compared to “general-word-like names”
Another approach is described in (Tsagkias and Ba-
log, 2010), in which the authors trained the well-
known J48 decision tree classifier using as features
the company name, content value such as the pres-
ence of URLs, hashtags or is-part-of-a-conversation,
content quality such as ratio of punctuation and cap-
ital characters and organisational context. This ap-
proach is quite interesting but they require a training
set.

3 Dataset Description

We base our experiments on the corpus provided for
task two of the WePS-3 evaluation campaign6, re-
lated to Online Reputation Management for organi-
sations, or specifically on the problem of organisa-
tion (company) name ambiguity.

Table 2: Statistics of company tweets used in the experi-
ments.

Company T/F 3 △ © ▽

Bestbuy 24/74 704 14.70 6 22
Borders 25/69 665 12.29 2 20
Delta 39/57 584 12.27 5 20
Ford 62/35 700 12.79 2 22
Leapfrog 70/26 1262 13.14 3 20
Opera 25/73 671 12.32 1 25
Overstock 70/24 613 13.84 3 22
Palm 28/71 762 14.20 4 22
Southwest 39/60 665 13.61 4 21
Sprint 56/38 624 12.10 3 22
Armani 312/103 2325 13.64 2 23
Barclays 286/133 2217 14.10 2 24
Bayer 228/143 2105 13.63 3 22
Blockbuster 306/131 5595 11.75 3 21
Cadillac 271/156 2449 12.19 2 24
Harpers 142/295 2356 12.20 2 23
Lennar 74/25 438 13.37 5 21
Mandalay 322/113 2085 12.42 2 22
Mgm 177/254 1977 13.63 2 24
Warner 23/76 596 13.15 4 20

T/F - No. of true/false Tweets,
3 - Vocabulary size,
△ - Average words in Tweets,
© - Minimum number of words in Tweets,
▽ - Maximum number of words in Tweets.

The corpus was obtained from thetrial andtrain-
ing data sets of this evaluation campaign. Thetrial
corpus of task 2 contains entries for 17 (English)

6WePS3: searching information about entities in the Web,
http://nlp.uned.es/weps/, February 2010

and 6 (Spanish) organisations; whereas thetrain-
ing data set contains 52 (English) organisations. The
corpus was labelled by five annotators: thetrue la-
bel means that the tweet is associated to a company,
whereas thefalse one means that the tweet is not
related to any company, and theunknown label is
used where the annotators were unable to make a
decision.

In order to gauge the problem and to estab-
lish a baseline for the potential of a clustering ap-
proach. We decided to cluster the data sets (trial
and training) using theK-means algorithm (Mac-
Queen, 1967) withk equal to three in order to have
a clear reference and detect possible drawbacks that
the collections may contain. The results were eval-
uated using the F-measure (van Rijsbergen, 1979)
and gave values of 0.52 and 0.53 for thetrial and
training data sets respectively. This was expected, as
clustering approaches typically work best with long
documents and balanced groups (Perez-Tellez et al.,
2009). Using this baseline, we then considered how
a clustering approach could be improved by apply-
ing text enrichment methods. In order to compare
only the effect of the enrichment however, we have
modified the data set by including only those tweets
written in English and for which atrue or false
label has been established, i.e., in the experiments
carried out we do not consider theunknown label.

Furthermore, the subset used in the experiments
includes only those 20 companies with a sufficient
number of positive and negative samples (true/false),
i.e., at least 20 items must be in each category. Fi-
nally, each selected company must contain at least
90 labeled tweets, which was the minimum num-
ber of tweets associated with a company found in
the collection. In Table 2 we present a detailed de-
scription of the corpus features such as the number
of true andfalse tweets, the average length of the
tweets (average number of words),the minimum and
maximum number of words contained in tweets. In
the following section we present and compare the
different approaches we propose for dealing with
this problem.

4 Clustering Company Tweets

The purpose of this research work is to cluster tweets
that contain a possible company entity into two
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groups, those that refer to the company and those
that refer to a different topic. We approach this
problem by introducing and, thereafter, evaluating
two different methodologies that use term expan-
sion. The term expansion of a set of documents is a
process for enriching the semantic similarity hidden
behind the lexical structure. Although the idea has
been previously studied in literature (Qiu and Frei,
1993; Grefenstette, 1994; Banerjee and Pedersen,
2002; Pinto et al., 2010) we are not aware of any
work in which has applied it to microblog texts. In
this paper, we evaluate the performance of two dif-
ferent approaches for term enriching in the task of
clustering company tweets.

In order to establish the difficulty of clustering
company tweets, we split the 20 companies group
into two groups that we hypothetically considered
easier and harder to be clustered. The first group
is composed of 10 companies with generic names,
i.e., names that can be ambiguous (i.e., they have an-
other common meaning and appear in a dictionary).
The second group contains specific names which are
considered to be less ambiguous (words that can be
used in limited number of contexts or words that do
not appear in a dictionary). We expect the latter
group will be easier to be categorised than the for-
mer one. In Table 3 we see the distribution of the
two groups. We have selected theK-means cluster-

Table 3: Types of Company names
Generic Company Names

BestBuy Borders Delta Ford
Leapfrog Opera Overstock Palm
Southwest Sprint

Specific Company Names
Armani Barclays Bayer Blockbuster
Cadillac Harpers Mandalay Mgm
Lennar Warner

ing method (MacQueen, 1967) for the experiments
carried out in this paper. The reason is that it is a
well-known method, it produces acceptable results
and our approaches may be compared with future
implementations. The clustering algorithm (includ-
ing the representation and matrix calculation) is ap-
plied after we have improved the representation of
tweets in order to show the improvement gained by
applying the enriching process.

Figure 1: Full Term Expansion Methodology

4.1 Full Term Expansion Methodology
(TEM-Full)

In this methodology we expand only the ambiguous
word (the company name) with all the words that co-
occur alongside it, without restrictions for the level
of co-occurrence. Our hypothesis states that the
ambiguous words may bring important information
from the identification of co-occurrence-relations to
the next step of filtering relevant terms. It is impor-
tant to mention that we have used the Term Selection
technique in order to select the most discriminative
terms for the categories. The process is shown in
Figure 1. Note that this expansion process does not
use an external resource. We believe that due to the
low term frequency and the shortness of the data, it
is better to include all the information that co-occurs
in the corpus of a company and provide more infor-
mation to the enriching process.

The Term Selection Technique helps us to identify
the best features for the clustering process. How-
ever, it is also useful to reduce the computing time
of the clustering algorithms.

4.2 Full Tem Expansion Methodology with a
Text Formaliser (TEM-Full+F)

In this approach, we test the hypothesis that we can
improve the cluster quality by increasing the level
of formality in the document text. Due to the length
restriction of 140 characters users tend to write com-
ments using abbreviations. We have used an ab-
breviation dictionary7 that contains 5,173 abbrevi-
ations commonly used in microblogs, tweets and
short messages. After the formalisation step, the ex-
pansion is performed but it is only applied to the
ambiguous word (the company name) and words

7http://noslang.com/dictionary
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Figure 2: Full Term Expansion Methodology with a Text
Formaliser (TEM-Full+F)

which highly co-occur with it. These words were
selected as they appear in frequently with the am-
biguous word in positive tweets (i.e., those related
to the companies). We consider that this kind of
word may help us take the correct decision during
the clustering process because they are highly re-
lated with the company tweets. The words selected
to be expanded were closely related to the company
such as crew, jet, flight, airlines, airplane forDelta
company name. In the case of theOpera company
name the words expanded were software, technol-
ogy, developers, interface, web, browser. The num-
ber of words per company name were between five
and ten, showing that even a small number of words
that co-occur highly may help in the enriching pro-
cess. We have used the Term Selection Technique
as described in 4.1 and no external resource. The
process is shown in Figure 2.

5 Experimental Results

In this section we present the results obtain by the
related approaches and also the results obtained by
our methodologies proposed.

5.1 Related Approaches

Although the results are not directly comparable
with our approaches due to the slightly different
dataset used in the experiments (see Section 3), we
would like to provide a clear description of the dif-
ferent approaches with the objective of highlight the
strengths of the related approaches developed for
this purpose.

In Table 4, the best results (F-measure related
classes) reported by the approaches presented to
the task two of the WePS-3 evaluation campaign

Table 4: Related approaches (F-measure related)
Approaches

L S I U K
0.74 0.36 0.51 0.36 0.47

L = LSIR-EPFL, S = SINAI, I = ITC-UT,
U = UVA, K = KALMAR

(Amigó et al., 2010). It is important to mention that
all these systems used the whole collection even if
the companies subsets where very imbalanced. In
our case, we are interested in proposing approaches
that can deal with two different kind of company
names such as “generic” and “specific” rather than
one methodology for both.

In Table 4 the LSIR-EPFL system (Yerva et al.,
2010) showed very good performance even when
the subsets are very imbalanced. The SINAI sys-
tem (Garćıa-Cumbreras et al., 2010) took advan-
tage of the entity recognition process and they re-
port that named entities contained in the microblog
documents seem to be appropriate for certain com-
pany names. ITC-UT (Yoshida et al., 2010) incor-
porated a classifier and made use of Named Entity
Recognition and Part-of-Speech tagger is also good
in their performance but as the authors in (Amigó
et al., 2010) have mentioned “it is difficult to know
what aspect lead the system to get ahead other sys-
tems” as each takes advantage of different aspects
available such as external resources or tools. UVA
(Tsagkias and Balog, 2010) is an interesting contri-
bution but the only problem is training data will not
always be available for some domains. Finally, the
KALMAR system (Kalmar, 2010) seems to achieve
good performance when applied to well-balanced
collections. In contrast to these approaches, we
would like to emphasize that our approaches are pre-
dominantly based on the information to be clustered.

5.2 Results of Our Experiments

In order to present the performance of the different
proposed approaches, we have calculated a baseline
based on clustering, withK-means, and with no en-
riching procedure. The obtained results using the
two methodologies are compared in Table 5. We
have shown in bold text the cases in which the result
equalled or improved upon the baseline. We have
compared the methodologies presented with the two
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subsets (generic and specific company names sub-
sets) described previously.

Table 5: A comparison of each methodology with respect
to one baseline using theF -measure.

Company Methodologies
TEM-Full TEM-Full+F B

Generic Company Names Subset
Bestbuy 0.74 0.75 0.62
Borders 0.73 0.72 0.60
Delta 0.71 0.70 0.61
Ford 0.67 0.65 0.64

Leapfrog 0.71 0.63 0.63
Opera 0.73 0.74 0.70

Overstock 0.66 0.72 0.58
Palm 0.72 0.70 0.62

Southwest 0.67 0.72 0.64
Sprint 0.67 0.65 0.64

Average 0.70 0.69 0.62
Specific Company Names Subset

Armani 0.73 0.70 0.62
Barclays 0.72 0.72 0.55

Bayer 0.71 0.70 0.63
Blockbuster 0.71 0.71 0.66

Cadillac 0.69 0.69 0.61
Harpers 0.68 0.68 0.63

Mandalay 0.74 0.84 0.64
Mgm 0.54 0.75 0.69

Lennar 0.72 0.97 0.96
Warner 0.54 0.67 0.67
Average 0.67 0.74 0.66

OA 0.68 0.72 0.64

B - Baseline, OA - Overall Average

We consider that there still some limitations on
obtaining improved results due to the particular writ-
ing style of tweets. The corpus exhibits a poor
grammatical structure and many out-of-vocabulary
words, a fact that makes the task of clustering tweets
very difficult. There is, however, a clear improve-
ment in most cases in comparison with the baseline.
This indicates that the enriching procedure yields
benefits for the clustering process.

The TEM-Full methodology has demonstrated
good performance with the corpus of generic com-
pany names with 0.70 average (F-measure value) 8
points over the average baseline. In this case, we
have expanded only the ambiguous word (the name
of the company), whereas the TEM-Full+F method-
ologies performed well (0.74 F-measure) with the
corpus of specific company names. We have ob-
served that, regardless of whether or not we are

using an external resource in TEM-Full and TEM-
Full+F approaches, we may improve the representa-
tion of company tweets for the clustering task. It
is important to mention that the good results pre-
sented in companies such asBestbuy or Lennar
were obtained because the low overlapping vocabu-
lary between the two categories (positive and neg-
ative) and, therefore, the clustering process could
find well-delimited groups. We also would like to
note that sometimes the methodologies have pro-
duced only minor performance improvement. This
we believe is largely due to the length of the tweets,
as it has been demonstrated in other experiments that
better results can be achieved with longer documents
(Perez-Tellez et al., 2009; Pinto et al., 2010).

The best result has been achieved with the TEM-
Full+F methodology which achieved an overall av-
erage F-measure value 0.72, it is 8 points more than
the overall average of the baseline. This methodol-
ogy has not disimproved on the baseline in any in-
stance and it produces good results in most cases.
Although the term expansion procedure has been
shown to be effective for improving the task of clus-
tering company tweets, we believe that there is still
room for improving the obtainedF -Measure values
by detecting and filtering stronger relations that may
help in the identification of the positive company
tweets. This fact may lead us to consider that re-
gardless of the resource used (internal or external),
the clustering company tweets is a very difficult task.

6 Conclusions

Clustering short text corpora is a difficult task. Since
tweets are by definition short texts (having a maxi-
mum of 140 characters), the clustering of tweets is
also a challenging problem as stronger results typ-
ically achieved with longer text documents. Fur-
thermore, due to the nature of writing style of these
kinds of texts - typically they exhibits an informal
writing style, with poor grammatical structure and
many out of vocabulary words - this kind of data
typically causes most clustering methods to obtain
poor performance.

The main contribution of this paper has been to
propose and compare two different approaches for
representing tweets on the basis term expansion and
their impact on the problem of clustering company

151



tweets. In particular, we introduced two methodolo-
gies for enriching term representation of tweets. We
expected that these different representations would
lead classical clustering methods, such asK-means,
to obtain a better performance than when clustering
the same data set and the enriching methodology is
not applied.

We consider that TEM-Full performed well on
the former data set and, another methodology ob-
tained the best results on the latter data set TEM-
Full+F. However, the TEM-Full+F methodology
appears suitable for both kinds of corpora, and
does not require any external resource. TEM-Full
and TEM-Full+F are completely unsupervised ap-
proaches which construct a thesaurus from the same
data set to be clustered and, thereafter, uses this re-
source for enriching the terms. On the basis of the
results presented, we can say that using this par-
ticular data, the unsupervised methodology TEM-
Full+F has shown improved results.

This paper has reported on our efforts to ap-
ply clustering and term enrichment to the important
problem of company identification in microblogs.
We expect to do further work in proposing highly
scalable methods that may be able to deal with the
huge amounts of information published every day in
Twitter.
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Abstract 

In this paper we present a method to 
automatically identify linguistic contexts 
which contain possible causes of 
emotions or emotional states from Italian 
newspaper articles (La Repubblica 
Corpus). Our methodology is based on 
the interplay between relevant linguistic 
patterns and an incremental repository of 
common sense knowledge on emotional 
states and emotion eliciting situations. 
Our approach has been evaluated with 
respect to manually annotated data. The 
results obtained so far are satisfying and 
support the validity of the methodology 
proposed. 

1 Introduction 

As it has been demonstrated in Balahur et al. 
(2010), mining the web to discriminate between 
objective and subjective content and extract the 
relevant opinions about a specific target is today 
a crucial as well as a challenging task due to the 
growing amount of available information.  
Opinions are just a part of the subjective content, 
which is expressed in texts. Emotions and 
emotional states are a further set of subjective 
data. Natural Language is commonly used to 
express emotions, attribute them and, most 
importantly, to indicate their cause(s).  
Due to the importance of linking the emotion to 
its cause, a recent subtask of Sentiment Analysis 

(SA) consists in the detection of the emotion 
cause event (ECE, Lee et al., 2010; Chen et al., 
2010) and focuses on the identification of the 
phrase (if present, as in 1 in bold) mentioning 
the event that is related to the emotional state (in 
italics):  

 
(1) Non poteva mancare un accenno alla 

strage di Bologna, che costringe l' animo 
a infinita vergogna. 
[There was a mention of Bologna 

massacre,   
that forces us to feel ashamed.] 

 
This kind of information is extremely 
interesting, since it can provide pragmatic 
knowledge about content words and their 
emotional/subjective polarity and consequently 
it can be employed for building up useful 
applications with practical purposes.  
The paper focuses on the development of a 
method for the identification of Italian sentences 
which contain an emotion cause phrase. Our 
approach is based on the interplay between 
linguistic patterns which allow the retrieval of 
emotion – emotion cause phrase couples and on 
the exploitation of an associated incremental 
repository of commonsense knowledge about 
events which elicit emotions or emotional states. 
The methodology is only partially language 
dependent and this approach can be easily 
extended to other languages such as Spanish. 
The repository is one of the main results of this 
work. It allows the discovery of pragmatic 
knowledge associated with various content 
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words and can assign them a polarity value 
which can be further exploited in more complex 
SA and Opinion Mining tasks. 
The present paper is structured as follows. 
Section 2 shortly describes related work and 
state of the art on this task. Section 3 focuses on 
the description of the methodology. Section 4 
describes the annotation scheme and the corpus 
used for the creation of the test set. Section 5 
reports on the experiments and their results. 
Conclusions and future works are described in 
Section 6. 

1 Related Works 

Emotional states are often triggered by the 
perception of external events (pre-events) 
(Wierzbicka, 1999). In addition to this, 
emotional states can also be the cause of events 
(post-events; Chun-Ren, 2010). This suggests to 
consider emotional states as a pivot and structure 
the relations between emotional states and 
related events as a tri-tuple of two pairs: 
 

(2) <<pre-events, emotional state> 
<emotional state, post-event>> 

 
This study focuses on the relationship between 
the first pair of the tri-tuple, namely pre-events 
(or ECE), and emotional states.  
Previous works on this task have been carried 
out for Chinese (Lee et al., 2009, Chen et al., 
2009, Lee et al., 2010). ECE can be explicitly 
expressed as arguments, events, propositions, 
nominalizations and nominals. Lee et al (2010) 
restrict the definition of ECE as the immediate 
cause of the emotional state which does not 
necessarily correspond to the actual emotional 
state trigger or what leads to the emotional state.  
Their work considers all possible linguistic 
realization of EKs (nouns, verbs, adjectives, 
prepositional phrases) and ECEs.  On the basis 
of an annotated corpus, correlations between 
emotional states and ECEs have been studied in 
terms of different linguistic cues (e.g. position of 
the cause events, presence of epistemic 
markers...) thus identifying seven groups of 
cues. After that, they have been implemented in 
a rule-based system, which is able to identify: i.) 
the EK; ii.) the ECE and its position (same 
sentence as the EK, previous sentence with 

respect to the EK, following sentence with 
respect to the EK) and (iii.) the experiencer of 
the emotional state(s).The system evaluation has 
been performed on the annotated corpus in two 
phases: firstly, identifying those sentences 
containing a co-occurrence of EK and ECE; 
secondly, for those contexts where an EK and 
ECE co-occurs, identifying the correct ECE. 
Standard Precision, Recall and F-measure have 
been used. The baseline is computed by 
assuming that the first verb on the left of the EK 
is the ECE. The system outperforms the baseline 
f-score by 0.19. Although the results are not 
very high, the system accuracy for the detection 
of ECEs is reported to be three times more 
accurate than the baseline. 

2 Emotional states between linguistic 
patterns and commonsense 
knowledge 

The work of Lee et al. (2010) represents the 
starting point for the development of our 
method. We depart from their approach in the 
following points: i.) use of data mining 
techniques (clustering plus a classifier) to 
automatically induce the rules for sentential 
contexts in which an event cause phrase is 
expressed; and ii.) exploitation of a 
commonsense repository of EK - eliciting ECE 
noun couples for the identification of the correct 
ECE noun. The remaining of this section will 
describe in details the creation of the repository 
and the methodology we have adopted. 

2.1 A source for commonsense knowledge 
of EKs and ECEs in Italian 

Recently crowdsourcing techniques that exploit 
the functionalities of the Web 2.0 have been 
used in AI and NLP for reducing the efforts, 
costs and time for the creation of Language 
Resources. We have exploited the data from an 
on-line initiative launched in December 2010 by 
the Italian newspaper “Il Corriere della Sera” 
which asked its readers to describe the year 2010 
with 10 words. 2,378 people participated in the 
data collection for a total of 22,469 words. We 
exploited these data to identify preliminary 
couples of emotional states and cause events, 
and thus create a repository of affective 
commonsense knowledge, by extracting all 
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bigrams realized by nouns for a total of 18,240 
couples noun1-noun2. After this operation, an 
adapted Italian version of WN-Affect 
(Strapparava – Valitutti, 2004) obtained by 
means of mapping procedures through 
MultiWordNet (MWN) has been applied to each 
item of the bigrams. By means of a simple 
query, we have extracted all bigrams where at 
least one item has an associated sense 
corresponding to the “emotion” category in WN-
Affect. We have applied WN-Affect again to 
these results and extracted only those bigrams 
where the unclassified item corresponded to the 
WN-Affect label of “emotion eliciting 
situation”. Finally, two lists of keywords have 
been obtained: one denoting EKs (133 lemmas) 
and the other denoting possible ECEs associated 
with a specific EK. The possible ECEs have 
been extended by exploiting MWN synsets and 
lexical relations of similar-to, pertains-
to, attribute and is-value-of. We 
have filtered the set of ECE keywords by 
selecting only those nouns whose top nodes 
uniquely belongs to the following ontological 
classes, namely: event, state, phenomenon, and 
act. After this operation we have 161 nominal 
lemmas of possible ECEs.  

2.2 Exploiting the repository for pattern 
induction 

The preliminary version of the repository of EK 
- ECE couples has been exploited in order to 
identify relevant syntagmatic patterns for the 
detection of nominal ECEs. The pattern 
induction phase has been performed on a parsed 
version of a large corpus of Italian, the La 
Repubblica Corpus (Baroni et al., 2004).  
We have implemented a pattern extractor that 
takes as input the couples of the seed words 
from the commonsense repository and extracted 
all combinations of EKs and its/their associated 
ECEs occurring in the same sentence, with a 
distance ranging from 1 to 8 possible intervening 
parts-of-speech. We have thus obtained 1,339 
possible patterns. This set has been cleaned both 
on the basis of pattern frequencies and with 
manual exploration. In total 47 patterns were 
selected and were settled among the features for 
the clustering and classifier ensemble which will 
be exploited for the identification of the 

sentential contexts which may contain an 
emotion cause phrase (see Section 5 for details). 

3 Developing a gold standard and 
related annotation scheme 

With the purpose of evaluating the validity and 
reliability of our approach, a reference annotated 
corpus (gold standard) has been created.  
The data collection has been performed in a 
semi-automatic way. In particular, we have 
extracted from an Italian lexicon, 
SIMPLE/CLIPS (Ruimy et al., 2003), all nouns 
marked with semantic type “Sentiment” to avoid 
biases for the evaluation and measure the 
coverage of the commonsense repository. The 
keywords have been used to query the La 
Repubblica Corpus and thus creating the corpus 
collection. We have restricted the length of the 
documents to be annotated to a maximum of 
three sentences, namely the sentence containing 
the emotion keyword, the one preceding it and 
the sentence immediately following. As a 
justification for this choice, we have assumed 
that causes are a local focus discourse 
phenomenon and should not be found at a long 
distance with respect to their effects (i.e. the 
emotion keyword). Finally, the corpus is 
composed by 6,000 text snippets for a total of 
738,558 tokens.  
The corresponding annotation scheme, It-
EmoCause, is based on recommendations and 
previous experience in event annotation (ISO-
TimeML), emotion event annotation (Lee et al., 
2009, Chen et al., 2010), emotion and affective 
computing annotation (EARL1, the HUMAINE 
Emotion Annotation and Representation 
Language, EmotiBlog, Boldrini et al, 2010). The 
scheme applies at two levels: phrase level and 
token level and it allows nested tags. Figure 1 
reports the BNF description of the scheme.  
Text consuming markables are  
<emotionWord>, <causePhrase> and 
<causeEmotion> tags, which are 
responsible, respectively, for marking the 
emotion keyword, the phrase expressing the 
cause emotion event and the token expressing 
the cause emotion. The values of the attribute 
emotionClass is derived from Ekman 

                                                             
1 http://emotion-research.net/earl 
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(1972)'s classification and extended with the 
value UNDERSPECIFIED. This value is used as 
a cover term for all other types of emotion 
reducing disagreement and allowing further 
classifications on the basis of more detailed and 
different lists of emotions that each user can 
specify. Finally, the non-text consuming 
<EmLink> link puts in relation the cause 
emotion event or phrase with the emotion 
keyword. 

 
entry ::= <emotionWord> <causePhrase>+ 
<ELink>* 
 
<emotionWord> ::= ewid lemma 
emotionClass appraisalDimension, 
emotionHolder polarity comment 
ewid ::= ew<digit> 
lemma ::= CDATA 
emotionClass ::= HAPPINESS | ANGER | 
FEAR | SURPRISE| SADNESS| DISGUST |              
 UNDERSPECIFIED 
appraisalDimension ::= CDATA 
emotionHolder ::= CDATA 
polarity ::= POSITIVE | NEGATIVE 
comment ::= CDATA 
 
<causePhrase> ::= epid <causeEmotion>+ 
epid ::= ep<digit> 
<causeEmotion> ::= eid lemma 
eid ::= e<digit> 
lemma ::= CDATA 
 
<EmLink> ::= elid linkType 
emotionInstanceID causeEventInstanceID 
causePhraseID comment 
elid ::= el<digit> 
linkType ::= POSITIVE | NEGATIVE  
relatedToEmotion ::= IDREF 
{relatedToEmotion ::= ewid} 
causeEventID ::= IDREF 
{causeEventID ::= eid} 
causePhraseID  ::= IDREF 
{causePhraseID ::= epid} 
comment ::= CDATA 

Figure 1 – BNF description of the EmoContext 
Scheme 

 
The annotation has been performed by two 
expert linguists and validated by a judge. The 
tool used for the annotation is the Brandeis 
Annotation Tool (BAT)2. The corpus is currently 
under annotation and we concentrated mainly on 
the development of a test set. Not all markables 
and attributes have been annotated in this phase.  

                                                             
2 http://www.batcaves.org/bat/tool/ 

The inter-annotator agreement (IAA)3 on the 
detection of the cause event and the cause phrase 
are not satisfactory. To have reliable data, we 
have adopted a correction strategy by asking the 
annotators to assign a common value to 
disagreements. This has increased the IAA on 
cause emotion to K=0.45, and P&R= 0.46. A 
revision procedure of the annotation guidelines 
is necessary and annotation specifications must 
be developed so that the disagreement can be 
further reduced. Table 1 reports the figures 
about the annotated data so far. 

 
It-EmoContext Corpus 

# of tokens 32,525 

# of emotion keyword 356 

# of cause emotion 84 

# of causePhrase emotion  104 

# emotion – cause emotion 
couples 

95 

# of emotion – cause phrase 
couples 

121 

Agreement on emotion 
keyword detection 

K = 0.91 
P&R = 0.91 

Agreement on cause 
emotion detection 

K = 0.34 
P&R = 0.33 

Agreement on causePhrase 
detection 

K = 0.21 
P&R = 0.26 

Table 1 - It-EmoContext Corpus Figures 

4 Emotion cause detection: experiments 
and results 

In order to find out a set of rules for the 
detection of emotion cause phrase contexts, we 
experimented a combination of Machine 
Learning techniques, namely clustering and rule 
induction classifier algorithms. In particular, we 
want to exploit the output of a clustering 
algorithm as input to a rule learner classifier 
both available in the Weka platform (Witten and 
Frank, 2005). 
The clustering algorithm is the Expectation-
Maximization algorithm (EM; Hofmann and 
Puzicha, 1998). The EM is an unsupervised 
algorithm, commonly used for model-based 
                                                             
3 Cohen's Kappa, Precision and Recall have been 
used for computing the IAA. 
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clustering and also applied in SA tasks 
(Takamura et al. 2006). In this work, we 
equipped the EM clustering model with 
syntagmatic, lexical and contextual features. The 
clustering algorithm has been trained on 2,000 
corpus instances of the potential EK - ECE 
couples of the repository from the La 
Repubblica corpus along with a three sentence 
context (i.e the sentence immediately preceding 
and that immediately following the sentence 
containing the EK). 
Four groups of features have been identified: the 
first set of features corresponds to a re-
adaptation of the rules implemented in Lee et al. 
(2010); the second set of features implements 
the 47 syntagmatic patterns that specifically 
codify the relation between the EK and the ECE 
(see Section 3.2); the last two set of features are 
composed, respectively, by a list of intra-
sentential bigrams, trigrams and fourgrams for a 
total of 364 different part-of-speech sequences 
with the EK as the first element and by a list of 6 
relevant collocational patterns which express 
cause-effect relationship between the  ECE and 
the EK, manually identified on the basis of the 
authors' intuitions. In Table 2 some examples of 
each group of features are reported4.  

 
Group of feature Instance 

Re-adaptation of Lee et 
al., 2010's rules 

Presence of an ECE after 
the EK in the same 
sentence 

Syntagmatic patterns 
manually identified 

S E S | S E RI S | S V RI 
A S ... 

Bigrams, trigrams and 
fourgrams POS 
sequences 

S EA | S EA AP | S EA 
AP S  

Relevant collocational 
patterns 

S A per RD/RI S ... 

Table 2 – Features for the EM cluster. 
 

We expected two data clusters, one which 
includes cause emotion sentential contexts 
where the EK and the emotion cause co-occurs 
in the same sentence and another where either 

                                                             
4 The tags S, EA, RI and similar reported for the 
last three groups of features are abbreviations for the POS 
used by the parser. The complete list can be found at 
http://medialab.di.unipi.it/wiki/Tanl_POS_Tagset 

the emotion cause it is not present or it occurs in 
a different sentence (i.e. the one before the EK 
or in the one following it). 
In order to evaluate the goodness of the cluster 
configuration created by the Weka version of the 
EM algorithm, we have run different clustering 
experiments. The results of each clustering 
analysis have been passed to the Weka PART 
rule-induction classifier. The best results were 
those which confirmed our working hypothesis, 
i.e. two clusters. The first cluster contains 869 
items while the second 1,131 items.  
The PART classifier provided a total of 49 
detection rules for the detection of EK – ECE 
contexts. The classifier identifies the occurrence 
of a cause phrase in the same sentence but is not 
able to identify the noun which corresponds to 
the ECE. 
The evaluation of the classifier has been 
performed on the 121 couples of EK – cause 
phrase of the test set. As we are aiming at 
spotting nominal causes of EKs, we have 
computed the baseline by considering as the 
correct phrase containing the ECE the first noun 
phrase occurring at the right of the emotion 
keyword and in the same sentence since this 
kind of ECEs tends to occur mostly at this 
position. In this way the baseline has an 
accuracy of  0.14 (only 33 NPs were correct 
over a total of 227 NPs at the right of the EKs). 
By applying the rules of the PART classifier, we 
have obtained an overall accuracy of 0.71, 
outperforming the baseline. As for the 
identification of the EK - cause phrase couples 
occurring in the same sentence, we computed 
standard Precision, Recall and F-measure. The 
results are reported in Table 3. The system tends 
to have a high precision (0.70) and a low recall 
(0.58).  
 
 Total Correct P R F 

EK – cause 
phrase couple 

121 85 0.70 0.58 0.63 

Table 3 – Evaluation of the classifier in detecting 
EF – cause phrase couples. 

 
After this, we tried to identify the correct 
nominal ECE in the cause phrase. Provided the 
reduced dimensions of the annotated corpus, no 
training set was available to train a further 
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classifier. Thus, to perform this task we decided 
to exploit the commonsense repository. 
However, the first version of the repository is 
too small to obtain any relevant results. We 
enlarged it by applying two set of features (the 
syntagmatic patterns manually identified and the 
collocational patterns used for the clustering 
analysis). 

4.1 Incrementing the repository and 
discovering EK – ECE couples 

Our hypothesis is that the identification of the 
ECE(s) in context could be performed by 
looking for a plausible set of nouns which are 
associated with a specific EK and assumed to be 
its cause. This type of information is exactly the 
one contained in the repository described in 
Section 3.1. 
In order to work with a larger data set of ECE 
entries per emotion keyword, we have applied 
the syntagmatic patterns manually identified and 
the collocational patterns on two corpora: i.) La 
Repubblica and ii.) ItWaC5 (Baroni et al., 2009). 
For each EK - ECE couple identified we have 
kept track of the co-occurrence frequencies and 
computed the Mutual Information (MI). 
Frequency and MI are extremely relevant 
because they provide a reliability threshold for 
each couple of EK and ECE. In Table 4 we 
report some co-occurrences of the EK “ansia” 
[anxiety] and ECEs. 

 
ECE Frequency (La 

Repubblica Corpus) 
Mutual  
Information 

crisi [crisis] 119 5,514 

angoscia 
[anguish] 

80 8.762 

guerra [war] 185 6.609 

pianificazione 
[planning] 

1 4.117 

ricostruzione 
[reconstruction] 

19 5.630 

Table 4- ECEs co-occurrences with EK 
“ansia”[anxiety]. 

 
Each ECE has been associated to a probability 
measure of eventivity derived from MWN top 

                                                             
5 http://wacky.sslmit.unibo.it 

ontological classes, obtained from the ratio 
between 1 and the sum of all top ontological 
classes associated to the ECE lemma. The top 
nodes “event”, “state”, “phenomenon”, and 
“act” have been considered as a unique top class 
by applying the TimeML definition of event6. 
This measure is useful in case more than one 
ECEs is occurring in the context in analysis as a 
disambiguation strategy. In fact, if more than 
one ECEs is present, that with the higher 
frequency, MI and eventivity score should be 
preferred.  
Furthermore, to make the repository more 
effective and also to associate an emotional 
polarity to the ECEs (i.e. whether they have 
positive, negative or neutral values) we have 
further extended the set of information by 
exploiting WN-Affect 1.1. In particular we have 
associated each EK to its emotional category 
(e.g. despondency, resentment, joy) and its 
emotional superclass (e.g. positive-emotion, 
negative-emotion, ambiguous-emotion).  
This extended version of the repository has been 
applied to identify the correct ECE noun for the 
95 couples of EK – ECE in the test set. We have 
splitted the whole set of EK – ECE couples into 
two subgroups: i.) EK – ECE couples occurring 
in the same sentence (82/95); and ii.) EK – ECE 
couples occurring in different sentences (13/95). 
By applying the repository to the first group, we 
were able to correctly identify 50% (41/82) of 
the ECE nouns for each specific EK when 
occurring in the same sentence. Moreover, we 
applied the repository also to the EK – ECE 
couples of the second group: a rough 30.76% 
(4/13) of the ECE occurring in sentences other 
that the one containing the EK can be correctly 
retrieved without increasing the number of false 
positives. This is possible thanks to the 
probability score computed by means of MWN 
top ontological classes, even if the number of 
annotated examples is too small to justify strong 
conclusions. 

                                                             
6 To clarify, the ECE “guerra” [war] has four 
senses in MWN. Three of them belong to the top 
ontological class of “event” and one to “state”. This 
possible ECE has 1 top ontological node, and its eventivity 
mesure is 1. 
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5 Conclusions and future works  

In this paper we describe a methodology based 
on the interplay between relevant linguistic 
patterns and an incremental repository of 
common sense knowledge of EK – ECE 
couples, which can be integrated into more 
complex systems for SA and Opinion Mining. 
The experimental results show that clustering 
techniques (EM clustering model) and a rule 
learner classifier (the PART classifier) can be 
efficiently combined to select and induce 
relevant linguistic patterns for the discovery of 
EK – ECE couples in the same sentence. The 
information thus collected has been organized 
into the repository of commonsense knowledge 
about emotions and their possible causes. The 
repository has been extended by using corpora 
of varying dimensions (la Repubblica and 
ItWaC) and effectively used to identify ECEs of 
specific emotion keywords.  
One interesting aspect of this approach is 
represented by the reduced manual effort both 
for the identification of linguistic patterns for the 
extraction of reliable information and for the 
maintenance and extension of specific language 
resources which can be applied also to domains 
other than SA. In addition to this, the method 
can be extended and applied to identify ECE 
realized by other POS, such as verbs and 
adjectives. 
As future works, we aim to extend the repository 
by extracting data from the Web and connecting 
it to SentiWordNet and WN-Affect. In 
particular, the connection to the existing 
language resources could be used to spot 
possible misclassifications and polarity values. 
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Abstract

In this study we investigate using an unsu-
pervised generative learning method for sub-
jectivity detection in text across different do-
mains. We create an initial training set using
simple lexicon information, and then evaluate
a calibrated EM (expectation-maximization)
method to learn from unannotated data. We
evaluate this unsupervised learning approach
on three different domains: movie data, news
resource, and meeting dialogues. We also per-
form a thorough analysis to examine impact-
ing factors on unsupervised learning, such as
the size and self-labeling accuracy of the ini-
tial training set. Our experiments and analysis
show inherent differences across domains and
performance gain from calibration in EM.

1 Introduction
Subjectivity identification is to identify whether an
expression contains opinion or sentiment. Auto-
matic subjectivity identification can benefit many
natural language processing (NLP) tasks. For ex-
ample, information retrieval systems can provide af-
fective or informative articles separately (Pang and
Lee, 2008). Summarization systems may want to
summarize factual and opinionated content differ-
ently (Murray and Carenini, 2008). In this paper,
we perform subjectivity detection at sentence level,
which is more appropriate for some subsequent pro-
cessing such as opinion summarization.

Previous work has shown that when enough la-
beled data is available, supervised classification
methods can achieve high accuracy for subjectivity
detection in some domains. However, it is often ex-
pensive to create such training data. On the other
hand, a lot of unannotated data is readily available
in various domains. Therefore an interesting and
important problem is to develop semi-supervised or
unsupervised learning methods that can learn from
an unannotated corpus. In this study, we use an un-
supervised learning approach where we first use a

knowledge-based method to create an initial train-
ing set, and then apply a calibrated EM method
to learn from an unannotated corpus. Our experi-
ments show significant differences among the three
domains: movie, news article, and meeting dialog.
This can be explained by the inherent difference of
the data, especially the task difficulty and classifier’s
performance for a domain. We demonstrate that for
some domains (e.g., movie data) the unsupervised
learning methods can rival the supervised approach.

2 Related Work

In the early age, knowledge-based methods were
widely used for subjectivity detection. They used
a lexicon or patterns and rules to predict whether a
target is subjective or not. These methods tended
to yield a high precision and low recall, or low
precision and high recall (Kim and Hovy, 2005).
Recently, machine learning approaches have been
adopted more often (Ng et al., 2006). There are
limitations in both methods. In knowledge-based
approaches, a predefined subjectivity lexicon may
not adapt well to different domains. While in ma-
chine learning approach, human labeling efforts are
required to create a large training set.

To overcome the above drawbacks, unsupervised
or semi-supervised methods have been explored in
sentiment analysis. For polarity classification, some
previous work used spectral techniques (Dasgupta
and Ng, 2009) or co-training (Li et al., 2010) to
mine the reviews in a semi-supervised manner. For
subjectivity identification, Wiebe and Riloff (Wiebe
and Riloff, 2005) applied a rule-based method to
create a training set first and then used it to train
a naive Bayes classifier. Melville et al. (Melville
et al., 2009) used a pooling multinomial method to
combine lexicon derived probability and statistical
probability.

Our work is similar to the study in (Wiebe and
Riloff, 2005) in that we both use a rule-based
method to create an initial training set and learn from
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unannotated corpus. However, there are two key dif-
ferences. First, unlike the self-training method they
used, we use a calibrated EM iterative learning ap-
proach. Second, we compare the results on three dif-
ferent corpora in order to evaluate the domain/genre
effect of the unsupervised method. Our cross-
corpus study shows how the unsupervised learning
approach performs in different domains and helps us
understand what are the factors impacting the learn-
ing methods.

3 Data
We use three data sets from different domains:
movie, news resource, and meeting conversations.
The first two are from written text domain and have
been widely used in many previous studies for sen-
timent analysis (Pang and Lee, 2004; Raaijmakers
and Kraaij, 2008). The third one is from speech
transcripts. It has been used in a few recent stud-
ies (Raaijmakers et al., 2008; Murray and Carenini,
2009), but not as much as those text data. The fol-
lowing provides more details of the data.

• The first corpus is movie data (Pang and Lee,
2004). It contains 5,000 subjective sentences
collected from movie reviews and 5,000 objec-
tive sentences collected from movie plot sum-
maries. The sentences in each collection are
randomly ordered.

• The second one is extracted from MPQA cor-
pus (version 2.0) (Wilson and Wiebe, 2003),
which is collected from news articles. This data
has been annotated with subjective information
at phrase level. We adopted the same rules as in
(Riloff and Wiebe, 2003) to create the sentence
level label: if a sentence has at least one pri-
vate state of strength medium or higher, then
the sentence is labeled SUBJECTIVE, other-
wise it is labeled OBJECTIVE. We randomly
extracted 5,000 subjective and 5,000 objective
sentences from this corpus to make it compara-
ble with the movie data.

• The third data set is from AMI meeting cor-
pus. It has been annotated using the scheme
described in (Wilson, 2008). There are 3 main
categories of annotations regarding sentiments:
subjective utterances, subjective questions, and
objective polar utterances. We consider the

union of subjective utterance and subjective
question as subjective and the rest as objective.
The subjectivity classification task is done at
the dialog act (DA) levels. We label each DA
using the label of the utterance that has over-
lap with it. We create a balanced data set us-
ing this corpus, containing 9,892 DAs in to-
tal. This number is slightly less than those for
movie and MPQA data because of the available
data size in this corpus. The data is also ran-
domly ordered without considering the role of
the speaker and which meeting it belongs to.

Table 1 summarizes statistics for the three data
sets. We can see that sentences in meeting dialogs
(AMI data) are generally shorter than the other do-
mains, and that sentences in news domain (MPQA)
are longer, and also have a larger variance. In ad-
dition, the inter-annotator agreement on AMI data
is quite low, which shows it is even difficult for hu-
man to determine whether an utterance contains sen-
timent in meeting conversations.

Movie MPQA AMI
min 3 1 3

sent length max 100 246 67
mean 20.37 22.38 8.78

variance 75.26 147.18 34.26
vocabulary size 15,847 13,414 3,337

Inter-annotator agreement N/A 0.77 0.56

Table 1: Statistics for the three data sets: movie, MPQA, and
AMI data. The inter-annotator agreement on movie data is not
available because it is not annotated by human.

4 Unsupervised Subjectivity Detection
In this section, we describe our unsupervised learn-
ing process that uses a knowledge-based method to
create an initial training set, and then uses a cali-
brated EM approach to incorporate unannotated data
into the learning process. We use a naive Bayes clas-
sifier as the base supervised classifier with a bag-of-
words model.

4.1 Create Initial Training Set

A lexicon-based method is used to create an initial
training set, since it can often achieve high precision
rate (though low recall) for subjectivity detection.
We use a subjectivity lexicon (Wilson et al., 2005)
to calculate the subjectivity score for each sentence.
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This lexicon contains 8,221 entries that are catego-
rized into strong and weak subjective clues.

For each word w, we assign a subjectivity score
sub(w): 1 to strong subjective clues, 0.5 to weak
clues, and 0 for any other word. Then the subjec-
tivity score of a sentence is the sum of the values of
all the words in the sentence, normalized by the sen-
tence length. We noticed that for sentences labeled
as SUBJECTIVE in the three corpora, the subjective
clues appear more frequently in movie data than the
other two corpora. Thus we perform different nor-
malization for the three data sets to obtain the sub-
jectivity score for each sentence, sub(s): Equation
1 for the movie data, and Equation 2 for MPQA and
AMI data.

sub(s) =
∑
w∈s

sub(w)/sent length (1)

sub(s) =
∑
w∈s

sub(w)/log(sent length) (2)

We label the topm sentences with the highest sub-
jective scores as SUBJECTIVE, and label m sen-
tences with the lowest scores as OBJECTIVE. These
2m sentences form the initial training set for the it-
erative learning methods.

4.2 Calibrated EM Naive Bayes

Expectation-Maximization (EM) naive Bayes
method is a semi-supervised algorithm proposed in
(Nigam et al., 2000) for learning from both labeled
and unlabeled data. In the implementation of EM,
we iterate the E-step and M-step until model param-
eters converge or a predefined iteration number is
reached. In E-step, we use naive Bayes classifier to
estimate the posterior probabilities of each sentence
si belonging to each class cj (SUBJECTIVE and
OBJECTIVE), P (cj |si):

P (cj |si) =
P (cj)

∏|si|
k=1 P (wk|cj)∑

cl∈C P (cl)
∏|si|

k=1 P (wk|cl)
(3)

The M-step uses the probabilistic results from
the E-step to recalculate the parameters in the naive
Bayes classifier, the probability of word wt in class
cj and the prior probability of class cj :

P (wt|cj) =
0.1 +

∑
si∈S N(wt, si)P (cj |si)

0.1× |V |+
∑|V |

k=1

∑
si∈S N(wk, si)P (cj |si)

(4)

P (cj) =
0.1 +

∑
si∈S P (cj |si)

0.1× |C|+ |S|
(5)

S is the set of sentences. N(wt, si) is the count of
word wt in a sentence si. We use additive smooth-
ing with α = 0.1 for probability parameter estima-
tion. |C| is the number of classes, which is 2 in our
case, and |V| is the vocabulary size, obtained from
the entire data set.

In the first iteration, we assign P (cj |si) using the
pseudo training data generated based on lexicon in-
formation. If a sentence is labeled SUBJECTIVE,
then P (sub|si) is 1 and P (obj|si) is 0; for the sen-
tences with OBJECTIVE labels, P (sub|si) is 0 and
P (obj|si) is 1.

In our work, we use a variant of standard EM:
calibrated EM, introduced by (Tsuruoka and Tsujii,
2003). The basic idea of this approach is to shift
the probability values of unlabeled data to the ex-
tent such that the class distribution of unlabeled data
is identical to the distribution in labeled data (bal-
anced class in our case). In our approach, before
model training (“M-step”) in each iteration, we ad-
just the posterior probability of each sentence in the
following steps:

• Transform the posterior probabilities through
the inverse function of the sigmoid function.
The outputs are real values.

• Sort them and use the median of all the values
as the border value. This is because our data is
balanced.

• Subtract this border value from the transformed
values.

• Transform the new values back into probability
values using a sigmoid function.

Note that there is a caveat here. We are assum-
ing we know the class distribution, based on labeled
training data or human knowledge. This is often a
reasonable assumption. In addition, we are assum-
ing that this class distribution is the same for the
unlabeled data. If this is not true, then the distri-
bution adjustment performed in calibrated EM may
hurt system performance.

5 Empirical Evaluation
In this section, we evaluate our unsupervised learn-
ing method and analyze various impacting factors.
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In preprocessing, we removed the punctuation and
numbers from the data and performed word stem-
ming. To measure performance, we use classifica-
tion accuracy.

5.1 Unsupervised Learning Results

In experiments of unsupervised learning, we per-
form 5-fold cross validation. We divide the cor-
pus into 5 parts with equal size (each with balanced
class distribution). In each run we reserve one part
as the test set. From the remaining data, we use
the lexicon-based method to create the initial train-
ing data, containing 1,000 SUBJECTIVE and 1,000
OBJECTIVE sentences. The rest is used as unla-
beled data to perform iterative learning. The final
model is then applied to the reserved test set. Fig-
ure 1 shows the learning curves of calibrated EM on
movie, MPQA and AMI data respectively.
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Figure 1: Calibrated EM results using unsupervised setting
(2,000 self-labeled initial samples) on movie, MPQA, and AMI
data.

On movie data, calibrated EM improves the per-
formance significantly (p<0.005), compared to that
based on the initial training set (iteration 0). It takes
only a few iterations for the EM method to converge
and at the end of the iteration, it achieves 90.15%
accuracy, which rivals the fully supervised learn-
ing performance (91.31% when using all the 8,000
labeled sentences for training). On MPQA data,
this method yields some improvement (p<0.1) com-
pared to the initial point. But there is a peak accu-
racy in the first couple of iterations, and then perfor-
mance starts dropping thereafter. On AMI data, the
performance degrades after the first iteration.

5.2 Analysis and Discussion

5.2.1 Effect of initial set

For unsupervised learning, our first question is
how the accuracy and size of the initial training set
affect performance. We calculate the self-labeling
accuracy for the initial set using the lexicon based
method. Table 2 shows the labeling accuracy when
using different initial size, measured for SUBJEC-
TIVE and OBJECTIVE class separately. In addi-
tion, we present the classification performance on
the test set when using the naive Bayes classifier
trained from the initial set. Each size in the table
represents the total number of sentences in the ini-
tial set.

Table 2 shows that when the size is 2,000 (as we
used in previous experiments), the accuracy for both
classes on MPQA are even better than on movies,
even though we have seen that iterative learning
methods perform much better on movies, suggest-
ing that the initial data set accuracy is not the reason
for the worse performance on MPQA than movies.
It also shows that on movie data, as the initial size
increases, the accuracy of the pseudo training set de-
creases, which is as expected (the top ranked self-
labeled samples are more confident and accurate).
However, this is not the case on MPQA and AMI
data. There is no obvious drop of accuracy, rather in
many cases accuracy even increases when the initial
size increases. It shows that on these two corpora,
our lexicon-based method does not perform very
well because the most highly ranked sentences ac-
cording to the subjective lexicon are not those most
subjective sentences.

size 100 200 1000 2000 3000

movie
sub 95.20 92.20 82.48 79.24 77.13
obj 82.20 82.00 80.88 79.04 77.31

Acc Test 59.93 71.63 77.62 79.24 79.64

MPQA
sub 83.20 85.60 85.76 85.18 82.53
obj 87.60 86.60 87.64 87.46 85.92

Acc Test 60.45 63.83 66.98 68.75 70.05

AMI
sub 49.60 53.40 65.96 66.98 67.05
obj 71.60 71.00 68.56 69.04 69.89

Acc Test 50.51 53.81 60.53 60.39 60.46

Table 2: Initial pseudo training accuracy for SUBJECTIVE
(sub) and OBJECTIVE (obj) class, and performance on the test
using this initial training set (Acc Test). Results (all in %) are
shown for different initial data size.

From the results on the test set, we find that when
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the size is smaller, such as containing 100 or 200
samples, the accuracy on test set is lower than using
a bigger initial set. This is mainly because there is
not sufficient data for model training. For AMI data,
this is also due to the low accuracy in the training set.
When the initial size is large enough, the improve-
ment from a larger training set is not as substantial,
for example, using 1,000, 2,000, or 3,000 sentences.
On AMI data, there is almost no difference among
the three sets. There is a tradeoff between the two
factors, self-labeling accuracy and the data size. Of-
ten an improvement in one aspect causes degrada-
tion of the other. A reasonable starting point needs
to be chosen considering both factors. Overall, it
shows that the performance on test set can benefit
more from using a larger initial training set, though
it may be noisy.

In order to further investigate the impact of self-
labeled initial data set, we perform standard semi-
supervised learning using reference labels in the
initial data set. The learning curve of this semi-
supervised setting is shown in Figure 2.
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Figure 2: Calibrated EM results using semi-supervised learn-
ing (2,000 labeled seed) on movie, MPQA, and AMI data.

On movie data, calibrated EM yields better per-
formance over that based on the initial training data
(iteration 0). We can see that calibrated EM con-
verges very fast and achieves very high performance
in the first iteration. On MPQA and AMI data, cali-
brated EM increases the accuracy at the first iteration
but then degrades thereafter. This shows that incor-
porating unlabeled data in training is helpful, how-
ever, more EM iterations do not yield further gain.

We noticed that on AMI data, even when the ini-
tial set has 100% accuracy (i.e., semi-supervised set-
ting), it still fails to yield any performance gain on

AMI data. It shows that the low accuracy of initial
training set does not explain the poor performance
of unsupervised learning method. Therefore, we
conducted another set of experiments which use the
same semi-supervised setting but start from different
initial training sizes. We observed that on MPQA
and AMI data, calibrated EM is able to increase the
accuracy only when the initial training set is small
(less than 100 instances) and the performance at the
start point is poor. We believe this is related to the
data property and the assumptions used in EM. Sim-
ilar patterns have been found in some previous stud-
ies (Chapelle et al., 2006). They attribute this to the
incorrect model assumption, i.e., when the modeling
assumptions for a particular classifier do not match
the characteristics of the distribution of the data, un-
labeled data may degrade the performance of classi-
fiers.

5.2.2 Effect of calibration

Figure 3 compares calibrated EM with standard
EM using unsupervised learning on the three do-
mains. We can see that calibrated EM outperforms
standard EM, with a larger improvement on MPQA
and AMI data. When using standard EM, we find
that there is a larger difference between the number
of instances in the two classes based on the model’s
prediction on MPQA and AMI data than movie data.
For example, in one run using EM, in the first iter-
ation the ratio of the two classes is 2.21, 1.88, and
1.23 for MPQA, AMI, and movie data respectively.
Calibrated EM is more effective on the two domains
because it adjusts the posterior probability of each
sample according to the class distribution in the data,
making it more accurate in training the model in the
next iteration.

5.2.3 Error analysis

There are two points worth discussing based on
our error analysis.

A. Domain difference.

Much of the difference we have observed can be
attributed to the genre difference. In movie reviews,
often a person expresses his/her favor (or not) of the
movie explicitly, making the task relatively easy for
automatic subjectivity classification. MPQA data
is collected from news resource, where subjectiv-
ity mostly means an attitude or a judgment. Take
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Figure 3: Comparison of standard EM and calibrated EM.

the following sentence as an example: “The United
States is prepared to fight terrorism alone”. It is la-
beled as SUBJECTIVE because it expresses a deter-
mination. However, it may also be interpreted as an
objective statement.

The AMI corpus consists of meeting conversa-
tions. The free-style dialogues are very different
from the style in review and news articles. There are
many incomplete sentences and disfluencies. More
importantly, the meaning of a sentence is often con-
text dependent. In the examples shown below, the
two sentences look very similar, however, the first
sentence is labeled as “OBJECTIVE”, and the sec-
ond one as “SUBJECTIVE”. This is because of the
different context and speaker information – the sec-
ond sentence expresses agreement, but the first ex-
ample is just a sequence of discourse marker words.
• Alright yeah okay
• Yeah okay, true, true.

We notice that many of the classification errors in
AMI occur in very short sentences, like in the ex-
ample shown above. These short sentences are very
ambiguous for subjectivity classification.

B. Limitation of the bag-of-word model.

Our analysis also showed that some sentences are
difficult to classify if simply using surface words. In
the following, we show some examples of system
errors.

False negatives: subjective sentences recognized as
objective
• Johnson has, in his first film, set himself a task he is

not nearly up to. (movie data)

• The news from Israel is almost earth-shattering.
(MPQA)

• We can stick with what we already get. (AMI)

False positives: objective sentences recognized as
subjective
• Cathy (Julianne Moore) is the perfect 50s house-

wife, living the perfect 50s life: healthy kids, suc-
cessful husband, social prominence. (movie data)

• The committee Wednesday opened a formal de-
bate on human rights questions, including alterna-
tive approaches for improving the effective enjoy-
ment of human rights and fundamental freedoms.
(MPQA)

• um uh you know apple been really successful with
this surgical white kind of business or this sleek
kind of (AMI)

In the first three examples, there are no explicit
subjective clues, resulting in false negative errors.
The subjective word “earth-shattering” is not in-
cluded in subjective lexicon and rarely used in the
corpus. The last three examples contain several sub-
jective words, and are therefore labeled as subjec-
tive. These are the problems with the current word
based approaches.

6 Conclusion and Future Work
This paper investigates an unsupervised learning
procedure for subjectivity identification at sentence
level. We use a lexicon-based method to create ini-
tial training data and then apply a calibrated EM to
utilize unlabeled corpus. We evaluate this method
across three different data sets and observe signif-
icant difference. It yields good performance on
movie data but does not achieve much performance
gain on MPQA corpus, while on AMI corpus it fails
to yield improvement. Our analysis showed that per-
formance of the base classifier has a substantial im-
pact on iterative learning methods. In addition, we
found that calibrated EM outperforms the standard
EM method when the class distribution based on
classifier’s hypotheses does not match the real one.

Our iterative learning approach uses a naive
Bayes classifier that may not have accurate posterior
probabilities. Therefore in our future work, we will
evaluate using other base models. Our cross-corpus
analysis shows poor performance of subjectivity de-
tection in AMI data. We plan to explore more in-
formation from multiparty dialogs to help improve
performance for that domain.
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Abstract

The aim of this paper is to present an ap-
proach to tackle the task of opinion question
answering and text summarization. Follow-
ing the guidelines TAC 2008 Opinion Sum-
marization Pilot task, we propose new meth-
ods for each of the major components of the
process. In particular, for the information
retrieval, opinion mining and summarization
stages. The performance obtained improves
with respect to the state of the art by approxi-
mately 12.50%, thus concluding that the sug-
gested approaches for these three components
are adequate.

1 Introduction

Since the birth of the Social Web, users play a cru-
cial role in the content appearing on the Internet.
With this type of content increasing at an exponen-
tial rate, the field of Opinion Mining (OM) becomes
essential for analyzing and classifying the sentiment
found in texts.

Nevertheless, real-world applications of OM of-
ten require more than an opinion mining component.
On the one hand, an application should allow a user
to query about opinions in natural language. There-
fore, Question Answering (QA) techniques must be
applied in order to determine the information re-
quired by the user and subsequently retrieve and
analyze it. On the other hand, opinion mining of-
fers mechanisms to automatically detect and classify
sentiments in texts, overcoming the issue given by
the high volume of such information present on the
Internet. However, in many cases, even the result of
the opinion processing by an automatic system still
contains large quantities of information, which are
still difficult to deal with manually. For example,
for questions such as “Why do people like George

Clooney?” we can find thousands of answers on the
Web. Therefore, finding the relevant opinions ex-
pressed on George Clooney, classifying them and
filtering only the positive opinions is not helpful
enough for the user. He/she will still have to sift
through thousands of texts snippets, containing rele-
vant, but also much redundant information. For that,
we need to use Text Summarization (TS) techniques.
TS provides a condensed version of one or several
documents (i.e., a summary) which can be used as a
substitute of the original ones (Spärck Jones, 2007).
In this paper, we will concentrate on proposing ad-
equate solutions to tackle the issue of opinion ques-
tion answering and summarization. Specifically, we
will propose methods to improve the task of ques-
tion answering and summarization over opinionated
data, as defined in the TAC 2008 “Opinion Sum-
marization pilot”1. Given the performance improve-
ments obtained, we conclude that the approaches we
proposed for these three components are adequate.

2 Related Work

Research focused on building factoid QA systems
has a long tradition, however, it is only recently that
studies have started to focus on the creation and de-
velopment of opinion QA systems. Example of this
can be (Stoyanov et al., 2004) who took advantage of
opinion summarization to support Multi-Perspective
QA system, aiming at extracting opinion-oriented
information of a question. (Yu and Hatzivassiloglou,
2003) separated opinions from facts and summa-
rized them as answer to opinion questions. Apart
from these studies, specialized competitions for sys-
tems dealing with opinion retrieval and QA have
been organized in the past few years. The TAC
2008 Opinion Summarization Pilot track proposed
a mixed setting of factoid and opinion questions.

1http://www.nist.gov/tac/2008/summarization/
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It is interesting to note that most of the participat-
ing systems only adapted their factual QA systems
to overcome the newly introduced difficulties re-
lated to opinion mining and polarity classification.
Other relevant competition focused on the treatment
of subjective data is the NTCIR MOAT (Multilin-
gual Opinion Analysis Test Collection). The ap-
proaches taken by the participants in this task are rel-
evant to the process of opinion retrieval, which is the
first step performed by an opinion mining question
answering system. For example, (Taras Zabibalov,
2008) used an almost unsupervised approach ap-
plied to two of the sub-tasks: opinionated sentence
and topic relevance detection.(Qu et al., 2008) ap-
plied a sequential tagging approach at the token level
and used the learned token labels in the sentence
level classification task and their formal run submis-
sion was is trained on MPQA (Wiebe et al., 2005).

3 Text Analysis Conferences

In 2008, theOpinion Summarization Pilottask at
the Text Analysis Conferences2 (TAC) consisted in
generating summaries from blogs, according to spe-
cific opinion questions provided by the TAC orga-
nizers. Given a set of blogs from the Blog06 col-
lection3 and a list of questions, participants had to
produce a summary that answered these questions.
The questions generally required determining opin-
ion expressed on a target, each of which dealt with a
single topic (e.g. George Clooney). Additionally, a
set of text snippets were also provided, which con-
tained the answers to the questions. Table 1 depicts
an example of target, question, and optional snippet.

Target: George Clooney

Questions:
Why do people like George Clooney?
Why do people dislike George Clooney?

Snippets: 1050 BLOG06-20060209-006-0013539097
he’s a great actor.

Table 1: Example of target, question, and snippet.

Following the results obtained in the evaluation
at TAC 2008 (Balahur et al., 2008), we propose
an opinion question answering and summarization
(OQA&S) approach, which is described in detail in
the following sections.

2www.nist.gov/tac/
3http://ir.dcs.gla.ac.uk/testcollections/accessto data.html

4 An Opinion Question Answering and
Summarization Approach

In order to improve the results of the OQA&S sys-
tem presented at TAC, we propose new methods for
each of the major components of the system: infor-
mation retrieval, opinion mining and text summa-
rization.

4.1 Opinion Question Answering and
Summarization Components

• Information Retrieval

JAVA Information Retrieval system (JIRS) is
a IR system especially suited for QA tasks
(Gómez, 2007). Its purpose is to find frag-
ments of text (passages) with more probabil-
ity of containing the answer to a user question
made in natural language instead of finding rel-
evant documents for a query. To that end, JIRS
uses the own question structure and tries to
find an equal or similar expression in the docu-
ments. The more similar the structure between
the question and the passage is, the higher the
passage relevance.

JIRS is able to find question structures in a
large document collection quickly and effi-
ciently using differentn-gram models. Subse-
quently, each passage is assessed depending on
the extractedn-grams, the weight of thesen-
grams, and the relative distance between them.
Finally, it is worth noting that the number of
passages in JIRS is configurable, and in this
research we are going to experiment with pas-
sages of length 1 and 3.

• Opinion Mining

The first step we took in our approach was
to determine the opinionated sentences, as-
sign each of them a polarity (positive or neg-
ative) and a numerical value corresponding to
the polarity strength (the higher the negative
score, the more negative the sentence and vice
versa). In our first approximation (OMaprox1),
we employed a simple, yet efficient method,
presented in Balahur et al. (Balahur et al.,
2009). As lexicons for affect detection, we
used WordNet Affect (Strapparava and Vali-
tutti, 2004), SentiWordNet (Esuli and Sebas-
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tiani, 2006), and MicroWNOp (Cerini et al.,
2007). Each of the resources we employed
were mapped to four categories, which were
given different scores: positive (1), negative
(-1), high positive (4) and high negative (-4).
First, the score of each of the blog posts was
computed as the sum of the values of the words
that were identified. Subsequently, we per-
formed sentence splitting4 and classified the
sentences we thus obtained according to their
polarity, by adding the individual scores of the
affective words identified.

In the second approach (OMaprox2), we first
filter out the sentences that are associated to
the topic discussed, using LSA. Further on, we
score the sentences identified as relating to the
topic of the blog post, in the same manner as
in the previous approach. The aim of this ap-
proach is to select for further processing only
the sentences which contain opinions on the
post topic. In order to filter these sentences
in, we first create a small corpus of blog posts
on each of the topics included in our collec-
tion5. For each of the corpora obtained, we
apply LSA, using the Infomap NLP Software6.
Subsequently, we compute the 100 most asso-
ciated words with two of the terms that are most
associated with each of the topics and the 100
most associated words with the topic word. The
approach was proven to be successful in (Bal-
ahur et al., 2010).

• Text Summarization

The text summarization approach used in this
paper was presented in (Lloret and Palomar,
2009). In order to generate a summary, the
suggested approach first carries out a basic pre-
processing stage comprising HTML parsing,
sentence segmentation, tokenization, and stem-
ming. Once the input document or documents
have been pre-processed, a relevance detection
stage, which is the core part of the approach, is
applied. The objective of this step is to identify

4http://alias-i.com/lingpipe/
5These small corpora (30 posts for each of the top-

ics) are gathered using the search on topic words on
http://www.blogniscient.com/ and crawling the resulting pages.

6http://infomap-nlp.sourceforge.net/

potential relevant sentences in the document by
means of three techniques: textual entailment,
term frequency and the code quantity principle
(Givón, 1990). Then, each potential relevant
sentence is given a score which is computed
on the basis of the aforementioned techniques.
Finally, all sentences are ordered according
to their scores, and the highest ranked ones
(which mean those sentences contain more im-
portant information) are selected and extracted
up to the desired length, thus building the fi-
nal summary. It is worth stressing upon the fact
that in an attempt to maintain the coherence of
the original documents, sentences are shown in
the same order they appear in the original doc-
uments.

4.2 Experimental Framework

The objective of this section is to describe the corpus
used and the experiments performed with the data
provided in TAC 2008Opinion Summarization Pi-
lot7 task. The approaches analyzed comprise:

• OQA&S: The three components explained
in the previous section (information retrieval,
opinion mining and summarization) were
bound together in order to produce summaries
that include the answer to opinionated ques-
tions. First, the most relevant passages of
length 1 and 3 are retrieved by the IR module,
as in the aforementioned approach, and then
the subjective information is found and classi-
fied within them using the OM approaches de-
scribed in the previous section. Further on, we
incorporate the TS module, to select and ex-
tract the most relevant opinionated facts from
the pool of subjective information identified
by the OM module. We generate opinion-
oriented summaries of compression rates rang-
ing from 10% to 50%. In the end, four dif-
ferent approaches result from the integration
of the three components:IRp1-OMaprox1-
TS; IRp1-OMaprox2-TS; IRp3-OMaprox1-
TS; andIRp3-OMaprox2-TS.

Moreover, apart from these approaches, two base-
lines were also defined. On the one hand, we sug-

7http://www.nist.gov/tac/data/past-
blog06/2008/OpSummQA08.html#OpSumm
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gest a baseline using the list of snippets provided by
the TAC organization (QA-snippets). This baseline
produces a summary by joining all the answers in the
snippets that related to the same topic On the other
hand, we took as a second baseline the approach
from our participation in TAC 2008 (DLSIUAES),
without not taking into account any information re-
trieval or question answering system to retrieve the
fragments of information which may be relevant to
the query. In contrast, this was performed by com-
puting the cosine similarity8 between each sentence
in the blog and the query. After all the potential rel-
evant sentences for the query were identified, they
were classified in terms of subjectivity and polarity,
and the most relevant ones were selected for the final
summary.

4.3 Evaluation Methodology

Since we used the corpus provided at theOpinion
Summarization Pilottask, and we followed simi-
lar guidelines, we should evaluate our OQA&S ap-
proach in the same way as participant systems were
assessed. However, the evaluation methodology
proposed differs slightly from the one carried out
in the competition. The reason why we took such
decision was due to the fact that the evaluation car-
ried out in TAC had some limitations, and therefore
was not suitable for our purposes. In this manner,
our evaluation is also based on the gold-standard
nuggets provided by TAC, but in addition we pro-
posed an extended version of them, by adding other
pieces of information that are also relevant to the
topics.

In this section, all the issues concerning the eval-
uation are explained. These comprise the original
evaluation method used in the Opinion Summariza-
tion Pilot task at TAC (Section 4.3.1) , its draw-
backs (Section 4.3.2), and the extended version for
the evaluation method we propose (Section 4.3.3).
Further on, the results obtained together with a wide
discussion, as well as its comparison with the base-
lines and the TAC participants is provided in Section
4.4.

4.3.1 Nugget-based Evaluation at TAC

Within the Opinion Summarization Pilottask,
each summary was evaluated according to its con-

8http://www.d.umn.edu/ tpederse/text-similarity.html

tent using the Pyramid method (Nenkova et al.,
2007). A list of nuggets was provided and the asses-
sors used such list of nuggets to count the number
of nuggets a summary contained. Depending on the
number of nuggets the summary included and the
importance of each one given by their weight, the
values for recall, precision and F-measure were ob-
tained. An example of several nuggets correspond-
ing to different topics can be seen in Table 2, where
the weight for each one is also shown in brackets.

Topic Nugget (weight)

Carmax CARMAX prices are firm, the price is
the price (0.9)

Jiffy Lube They should have torque wrenches (0.2)
Talk show hosts Funny (0.78)

Table 2: Example of evaluation nuggets and associated
weights.

4.3.2 Limitations of the Nugget Evaluation

The evaluation method suggested at TAC requires
a lot of human effort when it comes to identify
the relevant fragments of information (nuggets) and
compute how many of them a summary contains, re-
sulting in a very costly and time-consuming task.
This is a general problem associated to the evalua-
tion of summaries, which makes the task of summa-
rization evaluation especially hard and difficult.

But, apart from this, when an exhaustive exam-
ination of the nuggets used in TAC is done, some
other problems arised which are worth mentioning.
The average number of nuggets for each topic is
27, and this would mean, that longer summaries
will be highly penalized, because it will contain
more useless information according to the nuggets.
After analyzing in detail all the provided nuggets,
we mainly classified the possible problems into six
groups, which are:

1. Some of the nuggets were expressed differently
from how they appeared in the original blogs.
Since most of the summarization systems are ex-
tractive, this fact forced that humans had to evaluate
the summaries, otherwise it would be very difficult
to account for the presence of such nugget in the
summary, if they are not using the same vocabulary
as the original blogs.

2. Some nuggets for the same topic express the
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same idea, despite not being identical.In these
cases, we are counting a single piece of informa-
tion in the summary twice, if the idea that nuggets
expressed is included.

3. Moreover,the meaning of one nugget can be de-
duced from another’s, which is also related to the
problem stated before.

4. Some of the nuggets are not very clear in mean-
ing (e.g. “hot” , “fun” ). This would mean that a
summary might include such terms in a different
context, thus, obtaining incorrectly that it is reve-
lant when might be out of context.

5. A sentence in the original blog can be covered by
several nuggets. For instance, both nuggets“it is
an honest book”and“it is a great book” correspond
to the same sentence“It was such a great book-
honest and hard to read (content not language dif-
ficulty)” . In this case, it is not clear how to proceed
with the evaluation; whether to count both nuggets
or just one of them.

6. Some information which is also relevant for the
topic is not present in any nugget. For instance:
“I go to Starbucks because they generally provide
me better service”. Although it is relevant with re-
spect to the topic and it appears in a number of sum-
maries, it would be not counted because it has not
been chosen as a nugget.

4.3.3 Extended Nugget-based Evaluation

Since we are interested in testing a wide range of
approaches involving IR, OM and TS, sticking to the
rules to the original TAC evaluation would mean that
a lot of time as well as human effort will be required,
as well as not accounting for important information
that summaries may contain in addition to the one
expressed by the nuggets. Therefore, taking as a ba-
sis the nuggets provided at TAC, we set out a modi-
fied version of them.

The underlying idea behind this is to create an ex-
tended set of nuggets that serve as a reference for
assessing the content of the summaries. In this man-
ner, we will map each original nugget with the set of
sentences in the original blogs that are most similar
to it, thus generating a gold-standard summary for
each topic. For creating this extended gold-standard
nuggets we compute the cosine similarity9 between

9The cosine similarity was computed using Pedersen’s

every nugget and all the sentences in the blog related
to the same topic. We empirically established a sim-
ilarity threshold of 0.5, meaning that if a sentence
was equal or above such similarity value, it will be
considered also relevant. One main disadvantage of
such a lower threshold value is that we can consider
relevant sentences that share the same vocabulary
but in fact they are not relevant to the summary. In
order to avoid this, once we had identified all the
most similar sentences to each nugget, we carried
out a manual analysis to discard cases like this. Hav-
ing created the extended set of nuggets, we grouped
all of them pertaining to the same topic, and consid-
ered it a gold-standard summary. Now, the average
number of nuggets per topic is 53, which we have
increased by twice the number of original nuggets
provided at TAC.

Further on, our summaries are compared against
this new gold-standard using ROUGE (Lin, 2004).
This tool computes the number of different kinds
of overlap n-grams between an automatic summary
and a human-made summary. For our evaluation,
we compute ROUGE-1 (unigrams), ROUGE-2 (bi-
grams), ROUGE-SU4 (it measures the overlap of
skip-bigrams between a candidate summary and a
set of reference summaries with a maximum skip
distance of 4), and ROUGE-L (Longest Common
Subsequence between two texts). The results and
discussion are next provided.

4.4 Results and Discussion

This section contains the results obtained for our
OQA&S approach and all the sub-approaches tested.
IRpN refers to the length of the passage employed
in the information retrieval approach, whereas
OMaproxN indicates the approach used for the opin-
ion mining component. Firstly, we show and ana-
lyze the results of our different approaches, and then
we compared the best performing one with the base-
lines and the averageOpinion Summarization Pilot
task participants results in TAC.

Table 3 shows the precision (Pre), recall (Rec) and
F-measure results of ROUGE-1 (R-1) for all the ap-
proaches we experimented with.

Generally speaking, the results obtained show
better figures for precision than for recall, and there-

Text Similarity Package: http://www.d.umn.edu/ tpederse/text-
similarity.html
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Approach Summary length
Name R-1 10% 20% 30% 40% 50%

Pre 24.29 26.17 29.73 30.82 32.54
IRp1 Rec 14.45 18.58 22.32 23.63 26.32
-OMaprox1-TS Fβ=1 16.53 20.65 24.58 25.75 28.12

Pre 24.29 26.17 29.73 30.82 32.54
IRp1 Rec 16.90 20.02 23.36 24.15 26.77
-OMaprox2-TS Fβ=1 19.45 22.13 25.36 25.94 28.40

Pre 27.27 30.18 30.91 30.05 30.19
IRp3 Rec 20.56 24.76 28.25 31.67 34.47
-OMaprox1-TS Fβ=1 22.65 26.23 27.98 29.18 29.74

Pre 30.16 32.11 32.35 32.41 32.11
IRp3 Rec 20.64 24.03 27.25 29.78 32.68
-OMaprox2-TS Fβ=1 23.28 25.64 27.42 28.44 29.21

Table 3: Results of our OQA&S approaches

Approach Performance (ROUGE)
Name % R-1 R-2 R-L R-SU4

Pre 32.11 7.34 29.00 11.37
IRp3-OMaprox2 Rec 32.68 8.31 33.24 12.76
-TS (50%) Fβ=1 29.21 7.22 28.60 11.13

Pre 17.97 8.76 17.65 9.98
QA-snippets Rec 71.24 31.30 70.10 37.44

Fβ=1 24.73 11.58 24.29 13.45
Pre 20.54 7.00 19.46 9.29

DLSIUAES Rec 57.66 18.98 54.61 25.77
Fβ=1 27.04 9.10 25.59 12.22
Pre 23.74 8.35 22.72 10.81

Average TAC Rec 56.65 19.37 54.56 25.40
participants Fβ=1 27.45 9.64 26.33 12.46

Pre 20.42 6.06 19.55 8.62
Average TAC Rec 56.45 17.3 54.40 24.11
participants’ Fβ=1 24.31 7.25 23.31 10.29

Table 4: Comparison with other systems

fore the F-measure value, which combines both val-
ues, will be affected. Good precision values means
that the information our approaches select is the cor-
rect one, despite not including all the relevant infor-
mation.

Our best performing approach in general is the
one which uses a length passage of 3 and, as far
as OM is concerned, when topic-sentiment analy-
sis is carried out (IRp3-OMaprox2-TS). This shows
that the approach dealing with topic-sentiment anal-
ysis in opinion mining is more suitable than the one
which does not consider topic relevance. Taking a
look at some individual results, we next try to eluci-
date the reasons why our approach performs better
at some approaches and not so good at others. Con-
cerning the IR module, it is important to mention
that a passage length of 1 always obtains poorer re-
sults that when it is increased to 3, meaning that the
longer the passage, the better.

Regarding the best summary length, we observed
that in general terms, the more content we allow
for the summary, the better. In other words, com-
pression rates of 50% get higher results than 20%
or 10%. However, there are cases in which shorter
summaries (10% and 20%) obtains better results
than longer ones (e.g.IRp3-OMaprox2-TSvs. IRp3-
OMaprox1-TS).

Although the results theirselves are not very high
(around 30%), they are in line with the state-of-the-
art, as can be seen in Table 4, where our best per-
forming approach is compared with respect to other
approaches.

Although the compression rate which obtains best
results is not very high (50%), indeed the final sum-
maries have an average length of 2,333 non-white
space characters. This is really low compared to the
length that TAC organization allowed for the Opin-
ion Summarization Pilot task, which was 7,000 non-
white space characters per question, and most of
the times there were two questions for each topic.
Whereas the results of TAC participants are much
better for the recall value than ours, if we take a look
at the precision, our approach outperforms them ac-
cording to this value in all of the cases. The longer
a summary is, the more chances it has to contain in-
formation related to the topic. However, not all this
information may be relevant, as it is shown in the
results for the precision values, which decrease con-
siderably compared to the recall ones. In contrast,
due to the fact that our approach is missing some
relevant information because we use a rather short
passage length (3 sentences), we do not obtain such
high values for the recall, but we obtain good preci-
sion results, which indicate that the information that
we keep is important.

Moreover, comparing those results with the ones
obtained by our approach, it is worth mentioning
thatIRp3-OMaprox2-TSoutperforms the F-measure
value for all the ROUGE metrics with respect toAv-
erage TAC participants’. More in detail, when the
ROUGE scores are averaged,IRp3-OMaprox2-TS
improves by 12.50% theAverage TAC participants’
for the F-measure value.
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5 Conclusion and Future Work

In this paper, we tackled the process of OQA&S.
In particular, we analyzed specific methods within
each component of this process, i.e., information
retrieval, opinion mining and text summarization.
These components are crucial in this task, since our
final goal was to provide users with the correct infor-
mation containing the answer of a question. How-
ever, contrary to most research work in question an-
swering, we focus on opinionated questions rather
than factual, increasing the difficulty of the task.

Our analysis comprises different configurations
and approaches: i) varying the length for retrieving
the passages of the documents in the retrieval infor-
mation stage; ii) studying a method that take into
consideration topic-sentiment analysis for detecting
and classifying opinions in the retrieved passages
and comparing it to another that does not; and iii)
generating summaries of different compression rates
(10% to 50%). The results obtained showed that
the proposed methods are appropriate to tackle the
OQA&S task, improving state of the art approaches
by 12.50% approximately.

In the future, we plan to continue investigating
suitable approaches for each of the proposed com-
ponents. Our final goal is to build an integrated and
complete approach.
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Abstract 
 

News articles have always been a 
prominent force in the formation of a 
company’s financial image in the minds 
of the general public, especially the 
investors. Given the large amount of 
news being generated these days through 
various websites, it is possible to mine the 
general sentiment of a particular company 
being portrayed by media agencies over a 
period of time, which can be utilized to 
gauge the long term impact on the 
investment potential of the company. 
However, given such a vast amount of 
news data, we need to first separate 
corporate news from other kinds namely, 
sports, entertainment, science & 
technology, etc. We propose a system 
which takes news as, checks whether it is 
of corporate nature, and then identifies 
the polarity of the sentiment expressed in 
the news. The system is also capable of 
distinguishing the company/organization 
which is the subject of the news from 
other organizations which find mention, 
and this is used to pair the sentiment 
polarity with the identified company. 

Introduction 

With the rapid advancements in the field of 
information technology, the amount of information 
available has increased tremendously. News 
articles constitute the largest available portion of 

factual information about events happening in the 
world. Corporate news constitutes a major chunk 
of these news articles.  

Sentiment Mining applied to the corporate 
domain would help in various ways like Automatic 
Recommendation Systems, to help organizations  
evaluate their market strategies help them frame 
their advertisement campaigns. Our system tries to 
address these issues by automating the entire 
process of news collection, organization/product 
detection and sentiment mining.  

 This paper is divided into two main parts. The first 
part describes a way of identifying corporate news 
from a collection of news articles and then pairing 
the news with the organization/company which is 
being talked about in the article.  The second part 
of our paper works on the output of the first part 
(corporate news) and detects the valence of the 
identified corporate news articles. It calculates an 
overall score and identifies valence a s positive, 
negative or neutral based on this score. The system 
is immune to addition/mergers of companies, with 
regards to their identification, as it does not use 
any name lists. 

The model uses a machine learning approach to do 
this task. We extract a set of features from the 
news and use them to train a set of classifiers. The 
best model is then used to classify the test data. 
One advantage of our approach described below is 
that it only requires a very small amount of 
annotated training data. We trained the model on 
the NewsCorp dataset consisting of 860 annotated 
news articles.  The system has shown promising 
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results on test data with classification accuracy 
being  92.05% and a f-measure of 92.00. The final 
average valence detection accuracy measured was 
79.93%. 

Related Work 

Much work has been done on text 
classification.(Barak, 2009; Sebastiani,2002) There 
have been earlier attempts (Research  on Sports  
Game  News  Information  Extraction, Yonggui 
YANG,et  al) However, they had focused mainly 
on information extraction and not classification. 

Earlier attempts on web news 
classification(Krishnlal et al, 2010) concentrated 
mainly on classification according to the domain of 
the news articles. Not much work has been done in 
the field of corporate news-company pairing. This 
paper tries to address a more general problem of 
detecting the main organization being talked about 
in the articles.  

Sentiment analysis in computational linguistics 
has focused on examining what textual features 
contribute to affective content of text and 
automatically detecting these features to derive a 
sentiment metric for a word, sentence or whole text. 
Niederhoffer (1971) after classifying New York 
Times headlines into 19 categories evaluated how 
the markets react to good and bad news.  

Davis et al (2006) investigate the effects of 
optimistic or pessimistic language used in financial 
press releases on future firm performance. 
Sumbaly et al(2009) used k gram models to detect 
sentiment in large news datasets. Devitt(2007) 
improves upon and Melville(2009) have done work 
on sentiment analysis of web blogs  

 

PART I : News Classification 

Steps involved in news classification 

3.1 News Pre-processing 

The preprocessor merges all the files into one but 
defines start/end delimiters for each file in the 
merged file, to enable bulk processing. The merged 
news file is acted upon by a log-linear part of 
speech  tagger we obtained from the Stanford NLP 
webpage(Manning,2000). 

3.2     Organization detection 

We follow a two step approach to organization 
detection:  

Step 1:   We extract the NNP/NNPS1 clusters in 
the POS-tagged file using reguar expressions. For 
example, the pos-tagged version of “General 
Electric Co”, is “ General_NNP Electric_NNP 
Co_NNP” which is detected as a likely candidate 
for an organization. 

Step 2: We use a Named Entity Recognizer[2] to 
obtain organization names. They are sorted in 
order of their frequencies and top three 
organizations are stored for later use. This ensures 
that even if some names have crept in as 
organizations due to misclassification by NER 
tagger, they end up at the bottom of the list and are 
discarded. 

Multiple Organization Focus: Let f1,f2 be the 
frequencies of top 2 organizations. Now if f2>f1/2 
then the news article is paired with organizations 
corresponding to both f1 and f2. 

Baseline: Using just the frequency of top 3 
organizations as features, we get an accuracy of 
48.89% which is very low. Therefore, we add 
additional features which are described below. 

3.3   Keyword Detection 

The system matches each news article for 
occurrence of a set of keywords like “company”, 
“share”, “asset”, etc. which have been derived 
from statistical observation of corporate news. We 
have used POS tags to differentiate between the 
contexts in which the keywords have been used. 
For example, “share” (verb) is not a keyword but 
“share” (noun) is a keyword. We calculate the net 
keyword occurrence frequency as  
N(key)= )  where N(key) is the total 
keyword frequency and   is the frequency 
of each keyword.  

3.4   Headline Preprocessing 

We process the headline and detect likely 
candidates for organization names and then cross 
check with the top 3 organization names detected 
in the step 2.2. We introduce a new feature h_value 
described as follows:  
                                                           
1 Please refer Appendix A for details of the POS Tags. 
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3.5  Detection of Products 

The system detects likely candidates for products 
using three empirical rules: 

• 1.  _NNP followed by _POS followed by 
_NNP cluster. Ex: Google’s Wave  

• 2.The followed by _NNP cluster. Example:  
The new POWER7 processors from IBM 

• 3._PRP$ followed by _NNP cluster. 
Example:  Apple announced that its iPhone 
3G will not be launched in India.  

3.6  Executives Detection 

We follow a similar POS based approach to detect 
executives, and store their frequency. 

3.7    Feature Generation 

We use a total of 9 features to train the SVM 
classifier. They are described below: 
1-3:   frequency of top 3 organizations 
4:      frequency of Executives in the news article 
5-7:   frequencies of top 3 products discussed in         
the news. 
8.    The N(key) value defined above in section 3.3 
9.      h_value defined above in section 3.2. 
 

4    Classification and training  

We tested our method with several classifiers. 

First we used Support Vector Machines using 
LibSVM[**]. The results obtained were 
satisfactory. However, we experimented with other 
models to see model variation can lead to some 
improvement. 

We tried Logistic Regression which is a class 
for building and using a multinomial logistic 
regression model with a ridge estimator. We 
trained our model with ridge parameter 1.0E-8.  

We compared our classification results with 
Naives Bayes classifier which uses estimator 

classes for making the model.  Numeric estimator 
precision values are chosen based on analysis of 
the training data. 

We also tested our dataset with AdaBoost 
(Adaptive Boosting) classifier. AdaBoost calls 
a weak classifier repeatedly in a series of rounds to 
correctly identify the weights of the parameters. 

The detailed results of the classification algorithms 
are discussed in the Experiments and Results 
section. 
 

PART II : Headline Sentiment tagging 
 

We describe a lexical features based approach to 
detect the sentiment polarity in a news article. 

5.1 Preprocessing 

One of the features of the news headlines extracted 
from the Internet was that many had all words 
capitalized. The system detects the improperly 
capitalized words and de-capitalizes their common 
words. This task is accomplished by using the 
following rule on the output given initially by the 
POS Tagger in Part I of our framework.  

Rule: Only the words with POS tags as NNP or 
NNPS retain their capitalization, all others are 
decapitalized. Headline processing helps the POS 
Tagger to tag the words correctly and hence the 
dependencies will now be correct. 

5.2 Stemming  

Words which might carry opinions may be present 
in inflected forms which requires stemming of the 
words before any rules can be applied on them. 
Words that are identified to have the same root 
form are grouped in a finite number of clusters 
with the identified root word as cluster center. We 
have used the Porter Stemmer(Porter 1980)for this 
purpose. 

5.3 Noise Reduction 

The news article contains many parts of speech 
which are irrelevant to sentiment detection in our 
case, for example, prepositions, conjunctions, etc. 

We give a list of Penn Treebank tags which we 
eliminate: 
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CC , CD, DT, EX, IN,  PRP, PRP$, TO . Please refer 
to the Appendix A for the meaning of each POS-tag. 

5.4    Polarity Estimation 

We used the SentiWordNet (Sebastiani,2006) in 
order to calculate the sentiment polarity(valence) 
of all the words in the headline and the body.  

We use WordNet to find sentiment polarity 
value(SPV) of each word. In WordNet, nouns, 
verbs, adjectives and adverbs are grouped into 
synonym sets (synsets). Synsets represent terms or 
concepts. For example, following is a synset from 
WordNet:  

    stadium, bowl, arena, sports stadium – (a large 
structure for open-air sports or entertainments) 

The synsets are related to other synsets higher or 
lower in the hierarchy by different types of 
relationships e.g. 

� Hyponym/Hypernym (Is-A relationships) 

� Meronym/Holonym (Part-Of relationships) 

� Nine noun and several verb Is-A hierarchies 

Using WordNet’s word hierarchy we boosted 
sentiment polarities of a word (synset in WordNet), 
depending on whether a noun/verb, having a 
particular sentiment polarity  is a hyponym of the 
given synset. The candidate synsets for polarity 
detection were extracted using a bootstrapping 
approach starting with some positive and negative 
seed words.  

Parent synset Boosted Polarity 

poor negative 

good positive 

rise positive 

down negative 

decrease negative 

growth positive 

loss negative 

Table 1: Examples of hypernyms boosting 
sentiment polarity 

5.5    Overall Valence Classification 

After valences for each word have been detected, 
we proceed to find out the overall valence of the 
news article. We follow 2 rules for this task: 

1. Since each word can have several 
meanings, to calculate the SPV of a word, 
we assumed that the these values were the 
average of all its possible meanings. 

2. The SPV of words occurring in the 
headline are given higher weightage, as 
compared to those in the body.  After 
several experimental trials, we concluded 
that a weight ratio of 4:1 was optimal.( 4 
for words in headline). 

The second rule is a direct consequence of the 
fact that news writers always try to provide the 
overall sentiment of the news in the headline 
itself so as to ease the understanding of the 
reader.  

Now the overall valence score(OVS) is calculated 
using the simple expression OVS=   
where SP  is the Sentiment polarity value of each 

word in the news article. 
Final decision:  
OVS > +k,               positive polarity 
OVS < -k,                negative polarity 
-k ≤ OVS ≤  k,         neutral polarity 
 
We experimented with different values of k and 
found out that a value of k=3 was most suitable for 
our task. Also, we could have normalized k 
according to the length of the news article to 
account for larger number of polar words in 
lengthier articles. However, we avoid doing so, 
because the probability of occurrence of positive 
polar words is the same as that of negative polar 
words, hence, neutralizing the effect of each other. 
Finally, the OVS  value provides a metric for the 
strength of the valence of news article. Higher 
magnitudes of OVS correspond to more strongly 
expressed sentiments. 
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6    Experiments and Results 
In this section we discuss the dataset used in our 
experiments, the evaluation settings and the 
classification results obtained with our model.  
 
6.1    The NewsCorp Dataset 

We obtained 860 news samples from different 
news sites including: 
1.ABC news 
2. Reuters 
3. MSNBC 
4. CBC News Online, etc.  
 
Our research team read these 860 news articles and 
created files for each of the news articles which 
contained details whether the article is corporate or 
non-corporate and if it is corporate then other 
details like main Organization being talked about 
in the article, different products and/or executives 
related to the organization mentioned in the article. 
We used these metadata files to evaluate our 
results regarding Organization, product and 
executive detection.  
This dataset is then used to train the model for 
classification and also for sentiment mining task. 
  
Sample metadata file: 

 

6.2    Evaluation Methodology 
 
 We evaluate our method via 10-fold cross-
validation, where we have sub-sampled the 
training folds in order to (a) keep the 
computational burden as low as possible and (b) 
show that we can learn sensible parameterizations 
based upon relatively low requirements in terms of 
the preferences seen on previous users. We 
evaluate the system in stages so that the 
contribution of each stage in the overall result 
becomes clear. We tested 860 news samples for 

  

 
corporate news detection. There were 261 true 
negative, 39 false positive, 83 false negative and 
477 true positive articles.  Precision, Recall and F-
score are computed as: 
 
Recall= TP / (TP+FN) Precision= TP / (TP+FP) 
 
F-Score=(2.Precision.Recall)/(Precision+Recall) 
 
We evaluated our results in three different stages. 
We first used basic Organization detection using 
NER tagger output as our baseline. Next we 
incorporated headline processing and keyword 
frequency detection in the second stage. Finally the 
third stage included the Product and Executive 
detection feature for result evaluation. 
 
6.3    Classification  Results 

In order to classify the news article as corporate 
and non-corporate we used 4 different 
classification algorithms and compared their 
results. The four algorithms are: 
1. Support Vector Machines 
2. Logistic Regression 
3. Naives Bayes 
4. AdaBoost 

 
Table 2 (Classification Results) 

 
 Support Vector Machine gave us a third stage F 
Value of 88.66%  while Naives Bayes gave a F 
Value of 88.3%. 
Logistic Regression showed an improvement 
factor of 1.7% over Naives Bayes by giving F 
Value of 90.0%. 
AdaBoost technique gave us the best classification 
result of  92& as the F value.  
The different Precision, Recall, ROC Area and F 
Measure of the four algorithms are tabulated in 
Table 2 and Fig.2. 

Algorithm Precision Recall F-Val ROC 
Area 

Naives Bayes 88.3 88.4 88.3 0.94 
Support 
Vector 

Machine 

85.81 92.44 85.17 0.94 

Logistic 
Regression 

90.4 89.9 90.0 0.95 

AdaBoost 92.0 92.1 92.0 0.937 
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Fig. 1: Classification Results 

 
 6.4    Valence detection experimental results  
 
The proposed system was tested with 608 articles 
since out of 860, 608 were identified to be of 
corporate type. The classification was 3 way, 
namely POS, NEG and NEUT ( representing +ve, -
ve and neutral respectively). The results are shown 
in Figure 1 in the form of a confusion matrix. Out 
of a total 608 financial news articles, 264 were 
tagged with positive sentiment,  162 with negative 
sentiment and 182 were found to be neutral.       

Fig 2. Confusion Matrix for Valence Detection 
 
 However, our proposed approach yields an 
accuracy of 84.84, 91.35 and 62.35 for positive , 
negative and neutral news sentiments respectively . 
A possible reason for a low accuracy in case of 
neutral news articles could be because of the 
presence of some stray polar words in the body of 
the news, which might have added to a sum of 
more than ‘k’ in magnitude(as defined in Section 
5.5), thereby leading to the development of an 
unwanted polarity.   
 
Also, we observe a higher accuracy in predicting 
negative articles, the reason for which could not be 

 identified. However, as proposed by a colleague, it  
could possibly be attributed to the fact that 
negative sentiment is more strongly expressed by  
Journalists in news articles, as compared to 
positive sentiment, which might have aided in 
better detection of words with negative polarity. 
Finally, we calculated the overall prediction 
accuracy by taking the average of accuracies for all 
three sentiments, which comes out to be 
79.93%(Table 4).  
 
 Precision Recall Accuracy 

POS 80.58 84.85 84.84 

NEG 86.05 91.46 91.35 

NEUT 72.15 66.27 62.35 

Table 3:Scores for Valence Detection 
 
7    Conclusion and Future Work 

A framework for valence identification and news 
classification has been proposed. News articles 
mined from the web by a crawler are fed to the 
system to filter the financial news from other kinds 
of news(sports, entertainment etc). Next, the 
organization which is the subject of this news is 
identified. Finally, we determine the sentiment 
polarity of the news by utilizing several lexical 
features and semantic relationships from WordNet.  

We experiment with the system using our own 
manually tagged corpus of 860 news articles to 
fine tune various parameters like weights and 
threshold values. The resulting system performs 
well with identification of financial news as well as 
detection of valence in those articles. The system 
gives good result for positive and negative 
sentiments but satisfactory results for neutral 
sentiments. An overall accuracy of 79.93 % is 
obtained. 
 
In the near future, we intend to apply anaphora 
resolution and use anaphoric distance to rank polar 
words according to relevance. This will help us to 
identify and give more weight to words which 
describe the sentiment of the author, from other  
 “stray” words which are external references, not 
determining the overall sentiment of the news. 

              Predicted 

POS NEG NEUT 

 

Actual 

POS 224 06 34 

NEG 04 148 10 

NEUT 50 18 114 
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Appendix A. POS Tags 
The POS tags used in Part I of the paper are described 
as follows:                                                      
NN    =   Noun 
NNS =   Plural Noun 
NNP =   Proper Noun 
PRP    = Personal Pronoun 
PRP$ =   Possessive Pronoun 
JJ        =   Adjective 
TO      = ‘to’  
CD      = Cardinal Number 
DT      = Determiner  
CC      = Coordinating conjunction                             
EX      = Existential there                                        
IN       = Preposition or subordinating conjunction 
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Abstract

This paper presents two instance-level transfer
learning based algorithms for cross lingual
opinion analysis by transferring useful
translated opinion examples from other
languages as the supplementary training
data for improving the opinion classifier in
target language. Starting from the union of
small training data in target language and
large translated examples in other languages,
the Transfer AdaBoost algorithm is applied
to iteratively reduce the influence of low
quality translated examples. Alternatively,
starting only from the training data in target
language, the Transfer Self-training algorithm
is designed to iteratively select high quality
translated examples to enrich the training
data set. These two algorithms are applied to
sentence- and document-level cross lingual
opinion analysis tasks, respectively. The
evaluations show that these algorithms
effectively improve the opinion analysis by
exploiting small target language training data
and large cross lingual training data.

1 Introduction

In recent years, with the popularity of Web 2.0,
massive amount of personal opinions including
comments, reviews and recommendations in dif-
ferent languages have been shared on the Internet.
Accordingly, automated opinion analysis has
attracted growing attentions. Opinion analysis, also
known as sentiment analysis, sentiment classifica-
tion, and opinion mining, aims to identify opinions
in text and classify their sentiment polarity (Pang
and Lee, 2008).

Many sentiment resources such as sentiment
lexicons (e.g., SentiWordNet (Esuli and Sebastiani,
2006))and opinion corpora (e.g., MPQA (Blitzer
et al., 2007)) have been developed on different
languages in which most of them are for English.
The lack of reliably sentiment resources is one
of the core issues in opinion analysis for other
languages. Meanwhile, the manually annotation
is costly, thus the amount of available annotated
opinion corpora are still insufficient for supporting
supervised learning, even for English. These facts
motivate to “borrow” the opinion resources in one
language (source language, SL) to another language
(target language, TL) for improving the opinion
analysis on the target language.

Cross lingual opinion analysis (CLOA) tech-
niques are investigated to improve opinion analysis
in TL through leveraging the opinion-related
resources, such as dictionaries and annotated
corpus in SL. Some CLOA works used bilingual
dictionaries (Mihalcea et al., 2007), or aligned
corpus (Kim and Hovy, 2006) to align the expres-
sions between source and target languages. These
works are puzzled by the limited aligned opinion
resources. Alternatively, some works used machine
translation system to do the opinion expression
alignment. Banea et al. (2008) proposed several
approaches for cross lingual subjectivity analysis by
directly applying the translations of opinion corpus
in source language to train the opinion classifier
on target language. Wan (2009) combined the
annotated English reviews, unannotated Chinese
reviews and their translations to co-train two
separate classifiers for each language, respectively.
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These works directly used all of the translation of
annotated corpus in source language as the training
data for target language without considering the
following two problems: (1) the machine translation
errors propagate to following CLOA procedure; (2)
The annotated corpora from different languages are
collected from different domains and different writ-
ing styles which lead the training and testing data
having different feature spaces and distributions.
Therefore, the performances of these supervised
learning algorithms are affected.

To address these problems, we propose two
instance level transfer learning based algorithms
to estimate the confidence of translated SL ex-
amples and to transfer the promising ones as
the supplementary TL training data. We firstly
apply Transfer AdaBoost (TrAdaBoost) (Dai et
al., 2007) to improve the overall performance with
the union of target and translated source language
training corpus. A boosting-like strategy is used
to down-weight the wrongly classified translated
examples during iterative training procedure. This
method aims to reduce the negative affection of low
quality translated examples. Secondly, we propose
a new Transfer Self-training algorithm (TrStr). This
algorithm trains the classifier by using only the
target language training data at the beginning. By
automatically labeling and selecting the translated
examples which is correct classified with higher
confidence, the classifier is iteratively trained by
appending new selected training examples. The
training procedure is terminated until no new
promising examples can be selected. Differen-
t from TrAdaBoost, TrStr aims to select high
quality translated examples for classifier training.
These algorithms are evaluated on sentence- and
document-level CLOA tasks, respectively. The
evaluations on simplified Chinese (SC) opinion
analysis by using small SC training data and large
traditional Chinese (TC) and English (EN) training
data, respectively, show that the proposed transfer
learning based algorithms effectively improve the
CLOA. Noted that, these algorithms are applicable
to different language pairs.

The rest of this paper is organized as follows.
Section 2 describes the transfer learning based
approaches for opinion analysis. Evaluations and
discussions are presented in Section 3. Finally,

Section 4 gives the conclusions and future work.

2 CLOA via Transfer Learning

Given a large translated SL opinion training data,
the objective of this study is to transfer more high
quality training examples for improving the TL
opinion analysis rather than use the whole translated
training data. Here, we propose to investigate the
instance level transfer learning based approaches.

In the case of transfer learning, the set of trans-
lated training SL examples is denoted by Ts =
{(xi, yi)}n

i=1, and the TL training data is denoted
by Tt={(xi, yi)}n+m

i=n+1, while the size of Tt is much
smaller than that of Ts, i.e., |m| ≪ |n|. The idea
of transfer learning is to use Tt as the indicator to
estimate the quality of translated examples. By
appending selected high quality translated examples
as supplement training data, the performance of
opinion analysis on TL is expected to be enhanced.

2.1 The TrAdaBoost Approach

TrAdaBoost is an extension of the AdaBoost
algorithm (Freund and Schapir, 1996). It uses
boosting technique to adjust the sample weight
automatically (Dai et al., 2007). TrAdaBoost joins
both the source and target language training data
during learning phase with different re-weighting
strategy. The base classifier is trained on the
union of the weighted source and target examples,
while the training error rate is measured on the
TL training data only. In each iteration, for a SL
training example, if it is wrongly classified by prior
base classifier, it tends to be a useless examples
or conflict with the TL training data. Thus, the
corresponding weight will be reduced to decrease
its negative impact. On the contrary, if a TL training
example is wrongly classified, the corresponding
weight will be increased to boost it. The ensemble
classifier is obtained after several iterations.

In this study, we apply TrAdaBoost algorithm
with small revision to fit the CLOA task, as de-
scribed in Algorithm 1. Noted that, our revised
algorithm can handle multi-category problem which
is different with original TrAdaBoost algorithm for
binary classification problem only. More details and
theoretical analysis of TrAdaBoost are given in Dai
et al.’s work (Dai et al., 2007).
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Algorithm 1 CLOA with TrAdaBoost.
Input: Ts, translated opinion training data in SL,

n= |Ts|; Tt, training data in TL , m= |Tt|; L,
base classifier; K, iteration number.

1: Initialize the distribution of training samples:
D1(i) = 1/(n + m).

2: for each k ∈ [1, K] do
3: Get a hypothesis hk by training L with the

combined training set Ts ∪ Tt using distribu-
tion Dk: hk = L(Ts ∪ Tt, Dk).

4: Calculate the training error of hk on Tt:
ϵt =

∑n+m
i=n+1

Dk(i)·I[hk(xi) ̸=yi]∑n+m
i=n+1 Dk(i)

.

5: if ϵt = 0 or ϵk ≥ 1/2 then
6: K = k − 1, break.
7: end if
8: Set βk = ϵk/(1− ϵk), β = 1/(1 +

√
2 ln n

K ).
9: if hk(xi) ̸= yi then

10: Update the distribution:

Dk+1(i) =

{
Dk(i)β

Zk
1 ≤ i ≤ n

Dk(i)/βk
Zk

n + 1 ≤ i ≤ n + m
, where

Zk is a normalization constant and
∑n+m

i=1 Dk+1(i) = 1.

11: end if
12: end for
Output: arg maxy

∑K
⌈K/2⌉I[hk(x) = y]log(1/βk)

/* I[·] is an indicator function, which equals 1 if the
inner expression is true and 0 otherwise.*/

2.2 The Transfer Self-training Approach

Different from TrAdaBoost which focuses on the
filtering of low quality translated examples, we
propose a new Transfer Self-training algorithm
(TrStr) to iteratively train the classifier through
transferring high quality translated SL training data
to enrich the TL training data. The flow of this
algorithm is given in Algorithm 2.

The algorithm starts from training a classifier
on Tt. This classifier is then applied to Ts, the
translated SL training data. For each category in
Ts (subjective/objective or positive/negative in our
different experiments), top p correctly classified
translated examples are selected. These translated
examples are regarded as high quality ones and thus
they are appended in the TL training data. Next, the
classifier is re-trained on the enriched training data.
The updated classifier is applied to SL examples
again to select more high quality examples. Such

Algorithm 2 CLOA with Transfer Self-training.
Input: Ts, translated opinion training data in SL,

n= |Ts|; Tt, training data in TL , m= |Tt|; L,
base classifier; K, iteration number.

1: T0 = Tt, k = 1.
2: Get a hypothesis hk by training a base classifier

L with the training set Tk−1.
3: for each instance (xi, yi) ∈ Ts do
4: Use hk to label (xi, yi) .
5: if ht(xi) = yi then
6: Add (xi, yi)to T ′

7: end if
8: end for
9: Choose p instances per class with top confi-

dence from T ′ and denote the set as Tp.
10: Tk = Tk−1

∪
Tp, Ts = Ts − Tp.

11: k = k + 1.
12: Iterate K times over steps 2 to 11 or repeat until

Tp = ∅.
Output: Final classifier by using the enriched train-

ing set Tk.

procedure terminates until the increments are less
than a specified threshold or the maximum number
of iterations is exceeded. The final classifier is
obtained by training on the union of target data and
selected high quality translated SL training data.

3 Evaluation and Discussion

The proposed approaches are evaluated on sentence-
and document-level opinion analysis tasks in the
bi-lingual case, respectively. In our experiments,
the TL is simplified Chinese (SC) and the SL for
the two experiments are English (EN)/traditional
Chinese (TC) and EN, respectively.

3.1 Experimental Setup

3.1.1 Datasets
In the sentence-level opinionated sentence recog-

nition experiment , the dataset is from the NTCIR-7
Multilingual Opinion Analysis Tasks (MOAT) (Se-
ki et al., 2008) corpora. The information of
this dataset is given in Table 1. Two experi-
ments are performed. The first one is denoted by
SenOR : TC → SC, which uses TCs as source
language training dataset, while the second one
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is SenOR : EN → SC, which uses ENs
1. SCs

is shrunk to different scale as the target language
training corpus by random. The opinion analysis
results are evaluated with simplified Chinese testing
dataset SCt under lenient and strict evaluation
standard 2, respectively, as described in (Seki et al.,
2008).

Note Lang. Data Total subjective/objective
Lenient Strict

SCs SC Training 424 130/294 \
SCt Test 4877 1869/3008 898/2022
TCs TC Training 1365 740/625 \
ENs EN Training 1694 648/1046 \

Table 1: The NTCIR-7 MOAT Corpora(unit:sentence).

In the document-level review polarity classifi-
cation experiment,, we used the dataset adopted
in (Wan, 2009). Its English subset is collected by
Blitzer et al. (2007), which contains a collection of
8,000 product reviews about four types of products:
books, DVDs, electronics and kitchen appliances.
For each type of products, there are 1,000 positive
reviews and 1,000 negative ones, respectively. The
Chinese subset has 451 positive reviews and 435
negative reviews of electronics products such as
mp3 players, mobile phones etc. In our experiments,
the Chinese subset is further split into two parts
randomly: TL training dataset and test set. The
cross lingual review polarity classification task is
then denoted by DocSC: EN→SC.

In this study, Google Translate3 is choose for pro-
viding machine translation results.

3.1.2 Base Classifier and Baseline Methods
This study focus on the approaches improving the

opinion analysis by using cross lingual examples,
while the classifier improving on target language is
not our major target. Therefore, in the experiments,
a Support Vector Machines (SVM) with linear
kernel is used as the base classifier. We use the

1There are only 248 sentences in NTCIR-7 MOAT English
training data set. It is too small to use for CLOA. We s-
plit some samples from the test set to build a new English
dataset for training, which contains all sentences from topics:
N01,N02,T01,N02,N03,N04,N05,N06 and N07.

2All sentences are annotated by 3 assessors, strict standard
means all 3 assessors have the same annotation and lenient
means any 2 of them have the same annotation.

3http://translate.google.com/

open source SVM package –LIBSVM(Chang and
Lin, 2001) with all default parameters. In the
opinionated sentence recognition experiment, we
use the presences of following linguistic features
to represent each sentence example including
opinion word, opinion operator, opinion indicator,
the unigram and bigram of Chinese words. It is
developed with the reference of (Xu et al., 2008).
In the review polarity classification experiment, we
use unigram, bigram of Chinese words as features
which is suggested by (Wan, 2009). Here, document
frequency is used for feature selection. Meanwhile,
term frequency weighting is chosen for document
representation.

In order to investigate the effectiveness of the
two proposed transfer learning approaches, they
are compared with following baseline methods: (1)
NoTr(T), which applies SVM with only TL training
data; (2) NoTr(S),which applies SVM classifier with
only the translated SL training data; (3) NoTr(S&T),
which applies SVM with the union of TL and SL
training data.

3.1.3 Evaluation Criteria
Accuracy (Acc), precision (P), recall (R) and F-

measure (F1) are used as evaluation metrics. All the
performances are the average of 10 experiments.

3.2 Experimental Results and Discussion

Here, the number of iterations in TrAdaBoost is set
to 10 in order to avoid over-discarding SL examples.

3.2.1 Sentence Level CLOA Results
The achieved performance of the opinionated

sentence recognition task under lenient and strict
evaluation are given in Table 2 respectively, in
which only 1/16 target train data is used as Tt.
It is shown that NoTr(T) achieves a acceptable
accuracy, but the recall and F1 for “subjective”
category are obviously low. For the two sub-tasks,
i.e. SenOR : TC →SC and SenOR : EN →SC
tasks, the accuracies achieved by NoTr(S&T) are
always between that of NoTr(T) and NoTr(S).
The reason is that some translated examples from
source language may likely conflict with the target
language training data. It is shown that the direct
use of all of the translated training data is infeasible.
It is also shown that our approaches achieve better
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Method Sub-task
Lenient Evaluation Strict Evaluation

Acc subjective objective Acc subjective objective
P R F1 P R F1 P R F1 P R F1

NoTr(T) .6254 .534 .3468 .355 .6824 .7985 .7115 .6922 .5259 .3900 .3791 .7725 .8264 .7776
NoTr(S)

T
C
→

SC

.6059 .4911 .7828 .6035 .7861 .4960 .6082 .6448 .4576 .8352 .5912 .8845 .5603 .6860
NoTr(S&T) .6101 .4943 .7495 .5957 .7711 .5236 .6235 .6531 .4632 .8051 .588 .8714 .5856 .7004
TrAdaBoost .6533 .5335 .7751 .6314 .8063 .5777 .6720 .7184 .5273 .8473 .6494 .9077 .6611 .7643

TrStr .6625 .5448 .7309 .6238 .7884 .6199 .6934 .7304 .5414 .8182 .6511 .896 .6914 .7801
NoTr(S)

E
N
→

SC
.6590 .5707 .4446 .4998 .6966 .7922 .7413 .7390 .5872 .5100 .5459 .7944 .8408 .8169

NoTr(S&T) .6411 .5292 .5759 .5515 .7212 .6817 .7009 .7105 .5254 .608 .5637 .8129 .7560 .7834
TrAdaBoost .6723 .5988 .4371 .5018 .7019 .8184 .7549 .7630 .6485 .5019 .5614 .8002 .8789 .8371

TrStr .6686 .5691 .5746 .5678 .7360 .7271 .7292 .7484 .589 .6276 .6026 .8315 .8021 .8147

Table 2: The Performance of Opinionated Sentence Recognition Task.

performance on both tasks while few TL training
data is used. In which, TrStr performances the
best on SenOR:TC→SC task while TrAdaBoost
outperforms other methods on SenOR :EN→SC
task. The proposed transfer learning approaches
enhanced the accuracies achieved by NoTr(S&T)
for 4.2-8.6% under lenient evaluation and 5.3-11.8%
under strict evaluation, respectively.

3.2.2 Document Level CLOA Results

Method Acc positive negative
P R F1 P R F1

NoTr(T) .7542 .7447 .8272 .7747 .8001 .6799 .7235
NoTr(S) .7122 .6788 .8248 .7447 .7663 .5954 .6701

NoTr(S&T) .7531 .714 .8613 .7801 .8187 .6415 .7179
TrAdaBoost .7704 .8423 .6594 .7376 .7285 .8781 .7954

TrStr .7998 .8411 .7338 .7818 .7727 .8638 .8144

Table 3: The Results of Chinese Review Polarity Classi-
fication Task (Features:Unigrams; m=20).

Method Acc positive negative
P R F1 P R F1

NoTr(T) .7518 .7399 .8294 .7741 .7983 .6726 .7185
NoTr(S) .7415 .7143 .8204 .7637 .7799 .6598 .7148

NoTr(S&T) .7840 .7507 .8674 .8035 .8385 .6982 .7592
TrAdaBoost .7984 .8416 .7297 .7792 .7707 .8652 .8138

TrStr .8022 .8423 .7393 .7843 .7778 .8634 .8164

Table 4: The Results of Chinese Review Polarity Classi-
fication Task (Features:Unigrams+Bigrams; m=20).

Table 3 and Table 4 give the achieved results of
different methods on the task DocSC : EN→SC
by using 20 Chinese annotated reviews as Tt. It is
shown that transfer learning approaches outperform

other methods, in which TrStr performs better than
TrAdaBoost when unigram+bigram features are
used. Compared to NoTr(T&S), the accuracies
are increased about 1.8-6.2% relatively. Overall,
the transfer learning approaches are shown are
beneficial to TL polarity classification.

3.2.3 Influences of Target Training Corpus Size
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Figure 1: Performances with Different Size of SCs on
Opinionated Sentence Recognition Task under Lenient E-
valuation

In order to estimate the influence of different size
of TL training data, we conduct a set of experiments
on both tasks. Fig 1 and Fig 2 show the influence
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Figure 3: Performances with Different Number of TL Training Instances on Task of DocSC: EN→SC
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Figure 2: Performances with Different Size of SCs on
Opinionated Sentence Recognition Task under Strict E-
valuation

on the opinionated sentence recognition task under
lenient and strict evaluation respectively. Fig 3
shows the influence on task DocSC : EN →SC.
Fig 3(a) shows the results use unigram features
and Fig 3(b) uses both unigrams and bigrams. It is
observed that TrAdaBoost and TrStr achieve better
performances than the baseline NoTr(S&T) in most
cases. More specifically, TrStr performs the best
when few TL training data is used. When more TL

training data is used, the performance improvements
by transfer learning approaches become small. The
reason is that less target training data is helpful to
transfer useful knowledge in translated examples.
If too much TL training data is used, the weights
of SL instances may decrease exponentially after
several iterations, and thus more source training
data is not obviously helpful.

4 Conclusions and Future Work

To address the problems in CLOA caused by inac-
curate translations and different domain/category
distributions between training data in different
languages, two transfer learning based algorithms
are investigated to transfer promising translated SL
training data for improving the TL opinion analysis.
In this study, Transfer AdaBoost and Transfer
Self-Training algorithms are investigated to reduce
the influences of low quality translated examples
and to select high quality translated examples,
respectively. The evaluations on sentence- and
document-level opinion analysis tasks show that the
proposed algorithms improve opinion analysis by
using the union of few TL training data and selected
cross lingual training data.

One of our future directions is to develop other
transfer leaning algorithms for CLOA task. Another
future direction is to employ other moderate weight-
ing scheme on source training dataset to reduce the
over-discarding of training examples from source
language.
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Abstract 

This paper describes the preliminary results 

of a system for extracting sentiments 

opinioned with regard with named entities. 

It also combines rule-based classification, 

statistics and machine learning in a new 

method. The accuracy and speed of 

extraction and classification are crucial. 

The service oriented architecture permits 

the end-user to work with a flexible 

interface in order to produce applications 

that range from aggregating consumer 

feedback on commercial products to 

measuring public opinion on political 

issues from blog and forums. The 

experiment has two versions available for 

testing, one with concrete extraction results 

and sentiment calculus and the other with 

internal metrics validation results. 

1 Motivation 

Nowadays, big companies and organizations spend 

time and money in order to find users’ opinions 

about their products, the impact of their marketing 

decisions, or the overall feeling about their support 

and maintenance services. This analysis helps in 

the process of establishing new trends and policies 

and determines in which areas investments must be 

made. One of the focuses of our work is helping 

companies build such analysis in the context of 

users’ sentiment identification. Therefore, the 

corpus we work on consists of articles of 

newspapers, blogs, various entries of forums, and 

posts in social networks. 

Sentiment analysis, i.e. the analysis and 

classification of the opinion expressed by a text on 

its subject matter, is a form of information 

extraction from text, which recently focused a lot 

of research and growing commercial interest. 

This paper describes Sentimatrix, a sentiment 

analysis service, doing sentiment extraction and 

associating these analyses with named entities, in 

different languages. We seek to explore how 

sentiment analysis methods perform across 

languages, especially Romanian. The main 

applications that this system experiments with are 

monitoring the Internet before, during and after a 

campaign/message release and obtaining consumer 

feedback on different topics/products. 

In Section 2 we briefly discuss a state of the art 

in sentiment analysis, the system’s architecture is 

described in Section 3 and in Section 4 we focus 

on identifying opinions on Romanian. 

Subsequently, we present the experiment results, 

analysis and discussion in Sections 5 and 6. Future 

work and conclusions are briefly described in 

Section 7. 

2 Sentimatrix compared with state-of-

the-art 

A comprehensive state of the art in the field of 

sentiment analysis, together with potential 

applications of such opinion identification tools, is 

presented in (Pang and Lee, 2008). 

Starting from the early 1990s, the research on 

sentiment-analysis and point of views generally 

assumed the existence of sub-systems for rather 

sophisticated NLP tasks, ranging from parsing to 

the resolution of pragmatic ambiguities (Hearst, 

1992; Wiebe 1990 and 1994). In Sentimatrix, in 

order to identify the sentiment a user expresses 

about a specific product or company, the company 

name must be first identified in the text. Named 
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entity recognition (NER) systems typically use 

linguistic grammar-based techniques or statistical 

models (an overview is presented in (Nadeau and 

Satoshi Sekine. 2007)). Hand-crafted grammar-

based systems typically obtain better precision, but 

at the cost of lower recall and months of work by 

experienced computational linguists. Besides, the 

task is hard to adapt to new domains. Various 

sentiment types and levels have been considered, 

starting from the “universal” six level of emotions 

considered in (Ovesdotter Alm, 2005; Liu et al., 

2003; Subasic and Huettner, 2001): anger, disgust, 

fear, happiness, sadness, and surprise. For 

Sentimatrix, we adapted this approach to five 

levels of sentiments: strong positive, positive, 

neutral, negative and strong negative.  

The first known systems relied on relatively 

shallow analysis based on manually built 

discriminative word lexicons (Tong 2001), used to 

classify a text unit by trigger terms or phrases 

contained in a lexicon. The lack of sufficient 

amounts of sentiment annotated corpora led the 

researchers to incorporate learning components 

into their sentiment analysis tools, usually 

supervised classification modules, (e.g., 

categorization according to affect), as initiated in 

(Wiebe and Bruce 1995). 

Much of the literature on sentiment analysis has 

focused on text written in English. Sentimatrix is 

designed to be, as much as possible, language 

independent, the resources used being easily 

adaptable for any language. 

Some of the most known tools available 

nowadays for NER and Opinion Mining are: 

Clarabridge (www.clarabridge.com), RavenPack 

(ravenpack.com), Lexalytics (www.lexalytics.com) 

OpenAmplify (openamplify.com), Radian6 

(www.radian6.com), Limbix (lymbix.com), but 

companies like Google, Microsoft, Oracle, SAS, 

are also deeply involved in this task. 

3 System components 

In Figure 1, the architecture and the main modules 

of our system are presented: preprocessing, named 

entity extraction and opinion identification 

(sentiment extraction per fragment).  

The final production system is based on service 

oriented architecture in order to allow users 

flexible customization and to enable an easier way 

for marketing technology. Each module of the 

system (Segmenter, Tokenizer, Language Detector, 

Entity Extractor, and Sentiment Extractor) can be 

exposed in a user-friendly interface.  
 

Figure 1. System architecture 

3.1 Preprocessing 

The preprocessing phase is made out of a text 

segmentator and a tokenizer. Given a text, we 

divide it into paragraphs, every paragraph is split 

into sentences, and every phrase is tokenized. Each 

token is annotated with two pieces of information: 

its lemma (for Romanian it is obtained from our 

resource with 76,760 word lemmas corresponding 

to 633,444 derived forms) and the normalized form 

(translated into the proper diacritics
1
). 

3.2 Language Detection 

Language detection is a preprocessing step 

problem of classifying a sample of characters 

based on its features (language-specific models). 

Currently, the system supports English, Romanian 

and Romanian without Diacritics. This step is 

needed in order to correctly identify a sentiment or 

a sentiment modifier, as the named entity detection 

depends on this. We combined three methods for 

                                                           
1 In Romanian online texts, two diacritics are commonly used, 

but only one is accepted by the official grammar. 
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identifying the language: N-grams detection, 

strictly 3-grams detection and lemma correction.  

The 3-grams classification method uses corpus 

from Apache Tika for several languages. The 

Romanian 3-gram profile for this method was 

developed from scratch, using our articles archive. 

The language detection in this case performs 

simple distance measurement between every 

language profile that we have and the test 

document profile. The N-grams classification 

method implies, along with computing frequencies, 

a posterior Naive Bayes implementation. The third 

method solves the problematic issue of short 

phrases language detection and it implies looking 

through the lemmas of several words to obtain the 

specificity of the test document. 

3.3 Named Entity Recognition 

The Named Entity Recognition component for 

Romanian language is created using linguistic 

grammar-based techniques and a set of resources. 

Our component is based on two modules, the 

named entity identification module and the named 

entity classification module. After the named entity 

candidates are marked for each input text, each 

candidate is classified into one of the considered 

categories, such as Person, Organization, Place, 

Country, etc. 
 

Named Entity Extraction: After the pre-

processing step, every token written with a capital 

letter is considered to be a named entity candidate.  

For tokens with capital letters which are the first 

tokens in phrases, we consider two situations:  

1. this first token of a phrase is in our stop word 

list (in this case we eliminate it from the 

named entities candidate list),  

2. the first token of a phrase is in our common 

word list. In the second situation there are 

considered two cases:  

a. this common word is followed by lowercase 

words (then we check if the common word 

can be found in the list of trigger words, like 

university, city, doctor, etc.),  

b. this common word is followed by uppercase 

words (in this case the first word of the 

sentence is kept in the NEs candidate list, 

and in a further step it will be decided if it 

will be combined with the following word in 

order to create a composed named entity).  

Named Entities Classification: In the 

classification process we use some of rules utilized 

in the unification of NEs candidates along with the 

resource of NEs and several rules specifically 

tailored for classification. Thus, after all NEs in the 

input text are identified and, if possible, compound 

NEs have been created, we apply the following 

classification rules: contextual rules (using 

contextual information, we are able to classify 

candidate NEs in one of the categories 

Organization, Company, Person, City and Country 

by considering a mix between regular expressions 

and trigger words) and resource-based rules (if no 

triggers were found to indicate what type of entity 

we have, we start searching our databases for the 

candidate entity). 
 

Evaluation: The system’s Upper Bound and its 

performance in real context are evaluated for each 

of the two modules (identification and 

classification) and for each named entity type. The 

first part of the evaluation shows an upper bound 

of 95.76% for F-measure at named entity 

extraction and 95.71% for named entity 

classification. In real context the evaluation shows 

a value of 90.72% for F-measure at named entity 

extraction and a value of 66.73% for named entity 

classification. The results are very promising, and 

they are being comparable with the existing 

systems for Romanian, and even better for Person 

recognition. 

4 Identify users opinions on Romanian 

4.1 Resources 

In such a task as sentiment identification, linguistic 

resources play a very important role. The core 

resource is a manually built list of words and 

groups of words that semantically signal a positive 

or a negative sentiment. From now on, we will 

refer to such a word or group of words as 

“sentiment trigger”. Certain weights have been 

assigned to these words after multiple revisions. 

The weights vary from -3, meaning strong negative 

to +3, which translates to a strong positive. There 

are a total of 3,741 sentiment triggers distributed to 

weight groups as can be observed in Figure 2. The 

triggers are lemmas, so the real number of words 

that can be identified as having a sentiment value 

is much higher. 
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This list is not closed and it suffers modifications, 

especially by adding new triggers, but in certain 

cases, if a bad behavior is observed, the weights 

may also be altered.  
 

 
Figure 2. Number of sentiment words by weight groups 

 

We define a modifier as a word or a group of 

words that can increase or diminish the intensity of 

a sentiment trigger. We have a manually built list 

of modifiers. We consider negation words a special 

case of modifiers that usually have a greater impact 

on sentiment triggers. So, we also built a small list 

of negation words.   

4.2 Formalism 

General definitions: We define a sentiment 

segment as follows: 

 
��� = (���	
��
��, ��
�������, ������������		��) 

 

sSG is a tuple in which the first two elements are 

optional.  

Let NL be the set of negation words that we use, 

ML the set of modifiers and TL the set of sentiment 

triggers.  We define two partially ordered sets: 

 
�� = (��, ≤�), �ℎ���	�� 	⊆ 	��	 	!�	 		�� 		and 

	�% = (�%, ≤%), �ℎ���	�% 	⊆ 	��	 	!�	 		��													 
 

We consider ≤� and ≤% are two binary relations 

that order sentiment segments based on their 

weights. The weights give a numeric 

representation of how strong or weak is the 

sentiment expressed by the sentiment segment. For 

instance, if we have sSG1, sSG2, sSG3 with the weights 

1, 2, 3 and sSG4, sSG5, sSG6 with the weights 4, 5, 6, 

then sSG1 ≤+ sSG2 ≤+  sSG3 and sSG4 ≤- sSG5 ≤-  sSG6.  

We define a weight function, weightS: S → R, 

over the set of sentiment segments that returns a 

real number representing the global weight that 

takes into consideration the effect of the negation 

words and modifiers on the sentiment trigger. 
 

Global sentiment computation: In this section, 

we will describe how the cumulative value of a 

sentiment segment, expressed by the weightS, is 

computed. 

At the base of a sentiment segment stands the 

given weight of the sentiment trigger that is part of 

the general segment. Besides that, modifiers and 

negation words have a big impact. For example, 

consider the following three sentences.  
 

1. John is a good person. 

2. John is a very good person. 

3. John is the best. 
 

In the first one, a positive sentiment is expressed 

towards John. In the second one, we also have a 

positive sentiment, but it has a bigger power and in 

the third one the sentiment has the strongest 

intensity.  

We distinguish two separate cases in which 

negation appears. The first one is when the 

negation word is associated with a sentiment 

trigger and it changes a positive one into a negative 

trigger and vice versa; and the second one refers to 

the case in which the negation affects a trigger 

accompanied by a modifier. We illustrate these 

situations in the following examples. 
   

A1. John is a good person. 

A2. John is not a good person. 

B1. John is the best. 

B2. John is not the best. 
 

If we assign the weight +2 to good in the A1 

sentence, it is safe to say that in A2, not good will 

have the weight -2. From a semantic perspective, 

we have the antonym relation: good ≠  ˥ good and 

the synonym relation ˥ good = bad). 

On the other hand, in the B2 example, not the 

best is not the same as the worst, the antonym of 

the best. In this case, we consider not the best to be 

somewhere between good and the best. We give a 

more detailed description of this kind of ordering 

in the formalisms section. 
 

Entity sentiment computation: Let E denote a 

named entity and Sent a sentence. We define the 

sentiment value, sv, of an entity E in a sentence 
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Sent as the general sentiment expressed towards E 

in Sent. This value is a real number and is the 

cumulative effect of all the sentiment segment’s 

weights in that sentence. 

Let SSent be the set of all sentiment segments in 

the sentence Sent and distance(E, sSG) the number 

of tokens between E and sSG. The expression for 

computing the sentiment value of an entity in a 

sentence is given below: 
 

sv(E, Sent) 	= 	
∑ weightS(s12)ln	�1 + distance(E, s12)�789	∈18;<=

|S1?@A|  

  
The sv for an entity E in a larger text will be the 

sum of the sentiment values for E in every 

sentence of the text. 

4.3 Evaluation 

For testing our system, we were interested in two 

aspects: how well does it recognize sentiment 

segments and how accurate is the semantic 

meaning given by the system compared to the one 

attributed by a person. More than that, we 

dissected the sentiment segment and analyzed the 

system’s performance on finding sentiment 

triggers and modifiers. 
 

Evaluation resources: Finding or developing 

clean resources is the most difficult part of the 

evaluation task. We used 100 complex sentences 

selected from news articles that were manually 

annotated as a gold standard. Despite the small 

number of sentences, they were specially thought 

to capture a large number of situations.  
 

Evaluation methods: We used precision, a 

widely known information retrieval metric and 

other measures that we developed for this task, 

such as a relaxed precision and deviation mean. 

We provide below a more detailed description of 

these metrics. 

We computed the precision for sentiment 

segments, sentiment triggers and modifiers as 

follows: 
 

�BCDEDFG	 #	I
���I�	�
J��	��������#	�
�
K	�
J��	�������� , 
	�ℎ���	�����L	 ∈ {	���������	��	����,	 

���������	���		��,�
������	} 
 

For the weight associated with the sentiment 

segment, we use two types of precision: an exact 

match precision, Pweight in which we considered a 

found weight to be correct if it is equal to the 

weight given in the gold corpus and a relaxed 

precision, RPweight. We computed these metrics 

only on the correctly identified segments. Let CS 

be the set of correctly identified segments, wF the 

weight of the sentiment segment returned by our 

system and wG the weight of the sentiment segment 

from the gold corpus. 

 

O�PBEQRD	 = 		
∑ S
���
K!
�Iℎ(���)TUV	∈W�

|X�| , 
 

	�ℎ���	S
���
K!
�Iℎ(���) = 	 Y1,			|�Z − ��| < 1.5
0,			
�ℎ������										 ` 

 

The RPweight measure is important because the 

weights given to a sentiment segment can differ 

from one person to another and, by using this 

metric, we allow our system to make small 

mistakes. 

Besides the sentiment segments, we also tested 

the sentiment values of entities. For this task, we 

used four metrics. The first one is a relaxed 

precision measure for the sentiment values 

computed for the entities. Let SSV be the set of the 

sentiment values returned by the system, svF the 

sentiment value found by the system and svG the 

sentiment value specified in the gold corpus. 

 

O�Ta	 = 		
∑ S
���
K!
�Iℎ(�bZ)Tac∈�de

|�Ta| , 
 

�ℎ���	S
���
K!
�Iℎ(�bZ) = 	 Y1,			|�bZ − �b�| ≤ 0.5
0,			
�ℎ������													  ̀

The last three metrics address the problem of 

how far the sentiment values are returned by the 

system from those considered correct by a human 

annotator. We called these measures sv positive 

deviation, Dsv+, which takes into account only 

positive sentiment values, sv negative deviation, 

Dsv-, which takes into account only negative  

sentiment values and sv general deviation, Dsv+-, an 

average of the first two. 

 

fTa� =	
∑ |�bg − �bh|�bg∈��b+

|��b+|  
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SSV+ is the set of positive sentiment values found 

by the system. Dsv- is calculated in a similar 

manner as Dsv+. 

5 Results 

The results were obtained using the manually 

annotated sentences presented in the Evaluation 

resources section. Out of those sentences, 58% 

contain entities and 42% contain only sentiment 

segments. The entity-related metrics could be 

applied only on the first type of sentences. The 

results can be observed in Figure 3. 

 

 
Figure 3. Precision metrics results 

 

In Figure 3, P_ss = Psentiment segment, P_st  =  Psentiment 

trigger, P_m = Pmodifier and the rest of the metrics 

have the same meaning as defined in the evaluation 

methods section. 

 

 
Figure 4. Deviation metrics results 

 

In Figure 4, we show the results of the metrics that 

follow the sentiment value deviation. 

6 Discussion 

The main problem encountered is the contexts in 

which the opinions that we identify appear. It is 

possible that the same trigger has a positive 

meaning in a context, and in another context to be 

negative. For example, “scade TVA” (En: “reduce 

VAT”) which is positive, compared to "scad 

salariile” (En: “reduce salaries”) which is negative. 

In these cases the trigger “scade” (En: reduce) can 

lead to opposing opinions. As for “inchide fabrica” 

(En: “close the plant”), that has a negative context 

compared to “inchide infractorul” (En: “close the 

offender”) which is positive.  

Another problem in quantifying the sentiments 

and opinions is related to numerical values that we 

identify in the text. For example “15 profesori 

protesteaza” (En: “15 teachers protest”) compared 

to “2.000.000 de profesori protesteaza” (En: 

“2,000,000 teachers protest”). In both cases we 

have negative sentiments, but it is clear that the 

second case has even a stronger sense due to the 

large number of people who participate in the 

protest. If in the first case it seems to be a local 

issue, at the school, in the second case, it seems to 

be a general problem that is seen nationwide.        

7 Conclusion and Future Work 

This paper introduces the Sentimatrix system. The 

main components of the system are dedicated to 

identifying named entities, opinions and 

sentiments. Preliminary evaluation show promising 

results.  

Future work includes completing the resources 

lists with entities, sentiment triggers and modifiers. 

As we have seen in the tests, rapid improvements 

can be achieved by taking into consideration 

modifiers such as “daca”, “posibil”, “ar putea” 

(En: “if”, “possible”, “could”) which have the 

effect of lowering the intensity of opinions and 

sentiments. Also, we intend to build a bigger gold 

corpus to evaluate sentiments by using a semi-

automatic approach (at first the system generates 

annotation, which is later to be validates and 

completed by a human annotator).  
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