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Introduction

Welcome to the ACL Workshop on Automatic Summarization for Different Genres, Media, and
Languages!

Our motivation for organizing this workshop has been the need many researchers in the field have seen,
to come together to discuss various new issues that the field is facing as more and more summarization
work is being conducted for domains beyond newswire and broadcast news. Extractive summarization
of newswire text has dominated summarization research for over a decade. Large corpora of machine-
and human-authored summaries have been collected and evaluation has been standardized to a large
extent. As work on different genres, media and languages, such as voice mail, email, meetings,
broadcast conversations, lectures, chat, blogs and scientific articles becomes more prominent, the need
to precisely define tasks, to provide corpora to support comparison between approaches, and to identify
desirable evaluation metrics is becoming increasingly urgent. We hope that this workshop will provide
a valuable opportunity for all participants to present their work and to engage in discussion about the
issues and problems they face, and how we can best support the changing nature of the field.

We have an exciting mix of papers. Some introduce novel summarization tasks: abstractive
summarization of line graphs from popular media, summarization of Wikipedia articles with increasing
popularity, summarization of chat for the military. Others present new approaches to summarization
tasks that have been gaining popularity in recent years, such as summarization of spoken meetings and
scientific articles. We are fortunate to have a paper from the organizers of the Text Analysis Conferences
(TAC). This paper presents an in-depth analysis of the newest task adopted for the evaluation that,
while still based on news, promotes the use of abstractive approaches and makes it possible to track the
types of information people consider important and summary-worthy. Finally, we have a reminder that
continuity in research focus truly helps to understand a domain and sharpen our understanding of prior
approaches to the task; we will hear about some significant improvements in the topic model approach
that has proven to be so successful for multi-document summarization of news.

In addition to our diverse program, we will have two invited presentations that will give a more
structured overview of the emerging research in summarization. Gabriel Murray’s talk is titled “Trends
in Abstracting Conversations” and Pascale Fung’s is “Structural Summarization of Spoken Documents
and its Application to Meeting Minute Generation”.

We look forward to a stimulating and engaging workshop!

Ani Nenkova, Julia Hirschberg, and Yang Liu
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Abstract

We describe the beginning stages of our work
on summarizing chat, which is motivated by
our observations concerning the information
overload of US Navy watchstanders. We de-
scribe the challenges of summarizing chat and
focus on two chat-specific types of summa-
rizations we are interested in: thread sum-
maries and temporal summaries. We then dis-
cuss our plans for addressing these challenges
and evaluation issues.

1 Introduction

We are investigating methods to summarize real-
time chat room messages to address a problem in
the United States military: information overload
and the need for automated techniques to analyze
chat messages (Budlong et al., 2009). Chat has be-
come a popular mode of communications in the mil-
itary (Duffy, 2008; Eovito, 2006). On US Navy
ships, watchstanders (i.e., personnel who continu-
ously monitor and respond to situation updates dur-
ing a ship’s operation, Stavridis and Girrier (2007))
are responsible for numerous duties including mon-
itoring multiple chat rooms. When a watchstander
reports to duty or returns from an interruption, they
have to familiarize themselves with the current sit-
uation, including what is taking place in the chat
rooms. This is difficult with the multiple chat rooms
opened simultaneously and new messages continu-
ously arriving. Similarly, Boiney et al. (2008) ob-
served that with US Air Force operators, when they
returned to duty from an interruption, another oper-
ator in the same room verbally updates them with

a summary of what had recently taken place in the
chat rooms and where they can find the important in-
formation. Both of these situations are motivations
for chat summarization, since watchstanders and
operators could use automatically generated sum-
maries to quickly orient themselves with the current
situation.

While our motivation is from a military perspec-
tive, chat summarization is also applicable to other
domains. For example, chat is used for communica-
tion in multinational companies (Handel and Herb-
sleb, 2002), open source meetings (Shihab et al.,
2009; Zhou and Hovy, 2005), and distance learning
(Osman and Herring, 2007). Summarization could
aid people who missed meetings or students who
wish to study past material in a summarized format.

Even though chat summarization has many poten-
tial uses, there has been little research on this topic
(Section 3). One possible reason for this is that chat
is a difficult medium to analyze: its characteristics
make it difficult to apply traditional NLP techniques.
It has uncommon features such as frequent use of ab-
breviations, acronyms, deletion of subject pronouns,
use of emoticons, abbreviation of nicknames, and
stripping of vowels from words to reduce number of
keystrokes (Werry, 1996). Chat is also characterized
by conversation threads becoming entangled due to
multiple conversations taking place simultaneously
in multiparticipant chat, i.e., chat composed of three
or more users within the same chat room (Herring,
1999; Herring, 2010). The interwoven threads then
make it more difficult to comprehend individual con-
versations.

The rest of this paper describes our challenges
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Thread
Summarizer

Thread
Summary

<TheKirk> Scotty...I need more power!

<Rplee> Bish0p, how much time?

<SoLo> Where did you dig up that old fossil?

<SkyWlkr> Ben is a great man.

<Bish0p> Plenty, 26 minutes!

<SoLo> Yeah, great at getting us into trouble.

<Rplee> We’re not leaving!

<Bish0p> We’re not?

<Scott> I’m giving her all she’s got captain!

Temporal
Summarizer

Temporal
Summary

Figure 1: Process for generating thread and temporal summaries from a chat log.

in chat summarization. We define two chat-related
types of summarizations we are investigating (Sec-
tion 2) and describe related work (Section 3). Fur-
thermore, we give an overview of our planned ap-
proach to these challenges (Section 4) and also ad-
dress relevant evaluation issues (Section 5).

2 Our Summarization Challenge

Our research goal is to summarize chat in real-time.
Summaries need to be updated with every new chat
message that arrives, which can be difficult in high-
tempo situations. For these summarizations, we
seek an abstract, compact format, allowing watch-
standers to quickly situate themselves with the cur-
rent situation.

We are investigating two types of summarization:
thread summaries and temporal summaries. These
allow a user to actively decide how much summa-
rization they need. This can be useful when a user
needs a summary of a long, important conversation,
or when they need a summary of what has taken
place since they stopped monitoring a chat room.

2.1 Thread Summarization

The first type of summarization we are investigating
is a thread summary. This level of summarization
targets individual conversation threads. An exam-
ple of this is shown in Figure 1, where a summary
would be generated of the messages highlighted in
green, which all belong to the same conversation.
An example output summary may then be:

SoLo and SkyWlkr are talking about
Ben. SkyWlkr thinks he’s great, SoLo
thinks he causes trouble.

As shown, this will allow for a summarization to
focus solely on messages within a conversation be-
tween users. A good summary for thread summa-
rization will answer three questions: who is con-
versing, what they are conversing about, and what is
the result of their conversation. With our example,
the summary answers all three questions: it identi-
fies the two speakers SoLo and SkyWlkr, it identifies
that they are talking about Ben, and that the result is
SkyWlkr thinks Ben is great while SoLo thinks Ben
causes trouble.

The key challenge to thread summarization will
be finding, extracting, and summarizing the individ-
ual conversation threads. This requires the ability
to detect and extract threads, which has become of
great interest in recent research (Duchon and Jack-
son, 2010; Elsner and Charniak, 2010; Elsner and
Schudy, 2009; Ramachandran et al., 2010; Wang
and Oard, 2009). Thread disentanglement and sum-
marization will have to be done online, with conver-
sation threads being updated every time a new mes-
sage appears. Another challenge will be processing
incomplete conversations, since some messages may
be incorrectly classified into the wrong conversation
threads. These issues will need to be addressed as
this research progresses.

2.2 Temporal Summarization

The other form of summarization we seek is a tem-
poral summary. We want to allow users to dynami-
cally specify the temporal interval of summarization
needed. In addition, a user will be able to specify
the level of detail of the summary, which will be ex-
plained further later in this section. An example of
a user selecting a temporal summary can be seen in

2



Figure 1. A summary will be generated of only the
text that the user selected, which is shaded in blue.
An example output summary may then be:

Rplee and Bish0p disagree if there is
enough time to stay. SoLo and SkyWlkr
are talking about Ben.

A good summary for this task will answer the
following question: what conversations have taken
place within the specified temporal interval. In
some cases depending on the user’s preference, not
all conversations will be included in the summary.
When not all conversations are included, then a good
summary will consist of the most important conver-
sations and exclude those which are deemed less im-
portant. The amount of detail to be presented for
each individual conversation will be determined by
the temporal interval and the level of detail requested
by the user, which is discussed later in this section.

The summaries will need to be generated after a
user selects the temporal interval. To aid in this, we
envision that the summarizer will leverage the thread
summaries. Conversations threads, along with their
abstracts, will be stored in memory, and these will
be updated every time a new message is received.
The temporal summarizer can then use the thread
summaries to generate the temporal summaries.

A user will also be able to specify the level of
detail in the summary in addition to the temporal
interval. When generating a temporal summary, a
higher level of detail will result in a longer summary,
with the highest level of detail resulting in a sum-
mary consisting of all the thread summaries within
the temporal interval. In the case of a lower level of
detail, the summarizer will have to determine which
threads are important to include, and further abstract
them to create a smaller summary. The benefit of al-
lowing the user to specify the level of detail is so that
they can determine how much detail they need based
on personal requirements. For example, if someone
only has a short amount of time to read a summary,
then they can specify a low level of detail to quickly
understand the important points discussed within the
temporal interval they want covered.

Temporal summaries present additional chal-
lenges to address. The primary one is determining
which conversation threads to include in the sum-
mary, which require a ranking metric. Additionally,

there is an issue of whether to include a conversation
thread if all messages do not all fall within the tem-
poral interval. For example, if there is a long conver-
sation composed of many messages, and only one
message falls within the temporal interval, should it
then be included or discarded? These issues will also
need to be addressed as this research progresses.

2.3 Chat Corpora

An additional challenge of this work is finding a
suitable chat corpus that can be used for testing and
evaluating summarization applications. Most chat
corpora do not have any summaries associated with
them to use for a gold standard, making evaluations
difficult. This evaluation difficulty is described fur-
ther in Section 5.

Currently, we are aware of two publicly available
chat logs with associated summaries. One of these is
the GNUe Traffic archive1, which contains human-
created summaries in the form of a newsletter based
primarily on Internet Relay Chat (IRC) logs. Work-
ing with these chat logs requires abstractive (i.e.,
summaries consisting of system-generated text) and
extractive (i.e., summaries consisting of text copied
from source material) applications (Lin, 2009), as
the summaries are composed of both human narra-
tion and quotes from the chat logs.

The other corpus is composed of chat logs and
summaries of a group of users roleplaying a fantasy
game over IRC.2 The summaries are of an abstrac-
tive form. Creating summaries for these logs is more
difficult since the summaries take on different styles.
Some summarize the events of each character (e.g.,
their actions during a battle), while others are more
elaborate in describing the chat events using a strong
fantasy style.

3 Related Work

Summarization has been applied to many different
media (Lin, 2009; Spärck Jones, 2007), but only
Zhou and Hovy (2005) have worked on summariz-
ing chat. They investigated summarizing chat logs in
order to create summaries comparable to the human-
made GNUe Traffic digests, which were described
in Section 2.3. Their approach clustered partial mes-

1http://kt.earth.li/GNUe/index.html
2http://www.bluearch.net/night/history.html
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sages under identified topics, then created a collec-
tion of summaries, with one summary for each topic.
In their work, they were using an extractive form
of summarization. For evaluation, they rewrote the
GNUe Traffic digests to partition the summaries into
summaries for each topic, making it easier to com-
pare with their system-produced summaries. Their
approach performed well, outperforming a baseline
approach and achieving an F-score of 0.52.

There has also been work on summarization of
media which share some similarities to chat. For
example, Zechner (2002) examined summarization
of multiparty dialogues and Murray et al. (2005) ex-
amined summarization of meeting recordings. Both
of these media share in common with chat the dif-
ficulty of summarizing conversations with multiple
participants. A difference with chat is that both of
these publications focused on one conversation se-
quentially while chat is characterized by multiple,
unrelated conversations taking place simultaneously.
Newman and Blitzer (2003) described the beginning
stages of their work on summarizing archived dis-
cussions of newsgroups and mailing lists. This has
some similarity with conversations, but a difference
is that newsgroups and mailing lists have metadata
to help differentiate the threaded conversations. Ad-
ditional differences between chat and these other
media can be seen in the unusual features not found
in other forms of written texts, as described earlier
in Section 1.

4 Planned Approach

We envision taking a three step approach to achieve
our goals for this research. We will abstract this to a
non-military domain, so that it is more accessible to
the research community.

4.1 Foundation

The first step is to focus on improving techniques for
summarizing chat logs in general to create a founda-
tion for future extensions. With the only approach
so far having been by Zhou and Hovy (2005), it is
unknown whether this is the best path for chat sum-
marization, nor is it known how well it would work
for real-time chat. Also, since its publication, new
techniques for analyzing multiparticipant chat have
been introduced, particularly in thread disentangle-

ment, which could improve chat summarization.
We hypothesize that constructing an approach that

incorporates new techniques and ideas, while ad-
dressing lessons learned by Zhou and Hovy (2005),
can result in a more robust chat summarizer that can
generate summaries online. A part of this process
will include examining other techniques for summa-
rization, drawing on ideas from related work dis-
cussed in Section 3, such as leveraging latent se-
mantic analysis (Murray et al., 2005). Furthermore,
we will incorporate past work on dialogue act tag-
ging in chat (Wu et al., 2005) to both improve sum-
marization and create a framework for the next two
steps. However, there is one limitation with their
work: the templates used for tagging were manually
created, which is both time-intensive and fragile. To
overcome this, we plan to use an unsupervised learn-
ing approach to discover dialogue acts (Ritter et al.,
2010).

4.2 Thread Extension

The second step will be to extend summarization
to thread summaries. This will require leveraging
thread disentanglement techniques, with the possi-
bility of using multiple techniques to improve the ca-
pability of finding whole conversation threads. For
the summary generations, we will first create extrac-
tive summaries before extending the summarizer to
generate abstractive summaries. In addition, we will
address the problem of incomplete conversations for
the cases when not all messages can be extracted
correctly, or when not all the messages of a conver-
sation are available due to joining a chat room in the
middle of a conversation.

Another task will be the creation of a suitable cor-
pus for this work. As discussed in Section 2.3, there
are only two known corpora with associated sum-
maries. Neither of these corpora are well suited
for thread summarization since the summaries are
not targeted towards answering specific questions
(see Section 2.1), making evaluations difficult. We
plan on creating a corpus by extending an exist-
ing thread disentanglement corpus (Elsner and Char-
niak, 2010). This corpus consists of technical chat
on IRC related to Linux, and has been annotated by
humans for conversation threads. We will expand
this corpus to include both extractive and abstractive
summaries for each of the threads. The advantage

4



of using this corpus, beyond the annotations, is that
it is topic-focused, which is a closer match of what
one would expect to see in the military domain com-
pared to social chat.

4.3 Temporal Extension

The third and final step will be to extend summa-
rization to temporal summaries. The key point of
this will be to extend the summarization capability
so that a user can specify the level of detail within
the summary, which will then determine the length
of the summary and how much to include from the
thread summaries. This will then involve creating a
ranking metric for the different conversations. Un-
like the thread extension, no additional abstraction
will be needed. Instead, the temporal extension
will reuse the thread summaries, and reduce their
length by ranking the sentences within the individ-
ual summaries as done with traditional text summa-
rization. Additionally, the problem of conversation
threads containing messages both inside and outside
the temporal interval will need to be addressed.

As with the thread extension, a corpora will need
to be created for this work. We expect that this will
build on the corpora used for the thread extension.
This will then require additional summaries to be
created for different levels of temporal intervals and
detail. To make this task feasible, we will restrict the
number of possible temporal intervals and levels of
detail to only a few options.

5 Evaluation Issues

A major issue in summarization is evaluation
(Spärck Jones, 2007), which is also a concern for
this work. One problem for evaluation is the lack of
suitable gold standards, as described in Section 2.3.
Another problem is that we plan on working with
abstractive forms in the future.

For the foundation step, we can follow the same
procedures as Zhou and Hovy (2005), which would
allow us to compare our results with theirs. This
would restrict the work to only an extractive form
for comparisons, though it is possible to extend to
abstract comparisons due to the gold standards being
composed of both extractive and abstractive means.

Evaluation for the thread and temporal extensions
will require additional work due to both the lack

of suitable gold standards and our need for abstrac-
tive summaries instead of extractive summaries. The
evaluations will include both intrinsic (i.e., how well
the summarizer is able to meet its objectives) and
extrinsic evaluations (i.e., how well the summaries
allow the user to perform their task, Spärck Jones
(2007)). For the intrinsic evaluations, we will use
both automated techniques (e.g., ROUGE3) and hu-
man assessors for evaluating both the thread and
temporal summarizations. Some concerns for evalu-
ation is that with the thread summaries, evaluation
will be impacted by how accurately conversation
threads can be extracted. With the temporal sum-
maries, the temporal intervals and the level of detail
determines the length and detail of the summary.

For the extrinsic evaluations, this research will
be evaluated as part of a larger project, which will
include human subject studies. Subjects will be
situated in a simulated watchstander environment,
must monitor three computer monitors simultane-
ously (one of which will contain live chat) while
also listening to radio communications. Testing of
our chat summarization methods will be done in col-
laboration with testing on 3D audio cueing to inves-
tigate and evaluate whether these technologies can
help watchstanders combat information overload.

6 Conclusion

We have presented the challenges we face in chat
summarization. Our goal for this research is that it
will result in a robust chat summarizer which is able
to generate abstract summaries in real-time. This is
a difficult, exciting domain, with many possible ap-
plications. We have shown that the difficulties are
due to the chat medium itself, lack of suitable data,
and difficulties of evaluation.
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Abstract

We present a novel unsupervised approach to
the problem of multi-document summariza-
tion of scientific articles, in which the doc-
ument collection is a list of papers cited to-
gether within the same source article, other-
wise known as a co-citation. At the heart of
the approach is a topic based clustering of
fragments extracted from each co-cited arti-
cle and relevance ranking using a query gen-
erated from the context surrounding the co-
cited list of papers. This analysis enables the
generation of an overview of common themes
from the co-cited papers that relate to the con-
text in which the co-citation was found. We
present a system called SciSumm that em-
bodies this approach and apply it to the 2008
ACL Anthology. We evaluate this summa-
rization system for relevant content selection
using gold standard summaries prepared on
principle based guidelines. Evaluation with
gold standard summaries demonstrates that
our system performs better in content selec-
tion than an existing summarization system
(MEAD). We present a detailed summary of
our findings and discuss possible directions
for future research.

1 Introduction

In this paper we present a novel, unsupervised ap-
proach to multi-document summarization of scien-
tific articles. While the field of multi-document sum-
marization has achieved impressive results with col-
lections of news articles, summarization of collec-
tions of scientific articles is a strikingly different
problem. Multi-document summarization of news

articles amounts to synthesizing details about the
same story as it has unfolded over a variety of re-
ports, some of which contain redundant information.
In contrast, each scientific article tells its own re-
search story. Even with papers that address similar
research questions, the argument being made is dif-
ferent. Instead of collecting and arranging details
into a single, synthesized story, the task is to abstract
away from the specific details of individual papers
and to find the common threads that unite them and
make sense of the document collection as a whole.

Another challenge with summarization of scien-
tific literature becomes clear as one compares alter-
native reviews of the same literature. Each review
author brings their own unique perspective and ques-
tions to bear in their reading and presentation of that
literature. While this is true of other genres of doc-
uments that have been the target of multi-document
summarization work in the past, we don’t find query
oriented approaches to multi-document summariza-
tion of scientific articles. One contribution of this
work is a technical approach to query oriented multi-
document summarization of scientific articles that
has been evaluated in comparison with a competi-
tive baseline that is not query oriented. The evalu-
ation demonstrates the advantage of the query ori-
ented approach for this type of summarization.

We present a system called SciSumm that sum-
marizes document collections that are composed of
lists of papers cited together within the same source
article, otherwise known as a co-citation. Using the
context of the co-citation in the source article, we
generate a query that allows us to generate a sum-
mary in a query-oriented fashion. The extracted por-
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tions of the co-cited articles are then assembled into
clusters that represent the main themes of the arti-
cles that relate to the context in which they were
cited. Our evaluation demonstrates that SciSumm
achieves higher quality summaries than the MEAD
summarization system (Radev, 2004).

The rest of the paper is organized as follows. We
present an overview of relevant literature in Section
2. The end-to-end summarization pipeline has been
described in Section 3 . Section 4 presents an eval-
uation of summaries generated from the system. We
end the paper with conclusions and some interesting
further research directions in Section 5.

2 Literature Review

We begin our literature review by thinking about
some common use cases for multi-document sum-
marization of scientific articles.

First consider that as a researcher reads a scien-
tific article, she/he encounters numerous citations,
most of them citing the foundational and seminal
work that is important in that scientific domain. The
text surrounding these citations is a valuable re-
source as it allows the author to make a statement
about her viewpoint towards the cited articles. A
tool that could provide a small summary of the col-
lection of cited articles that is constructed specifi-
cally to relate to the claims made by the author cit-
ing them would be useful. It might also help the
researcher determine if the cited work is relevant for
her own research.

As an example of such a co-citation consider the
following citation sentence

Various machine learning approaches have been
proposed for chunking (Ramshaw and Marcus,
1995; Tjong Kim Sang, 2000a; Tjong Kim Sang et
al. , 2000; Tjong Kim Sang, 2000b; Sassano and
Utsuro, 2000; van Halteren, 2000).

Now imagine the reader trying to determine about
widely used machine learning approaches for noun
phrase chunking. Instead of going through these
individual papers, it would be more useful to get
the summary of the topics in all those papers that
talk about the usage of machine learning methods in
chunking.

2.1 Overview of Multi-Document
Summarization

An exhaustive summary of recent work in summa-
rization is out of the scope for this paper. Hence, we
review only the most relevant approaches in summa-
rization to our current work. As most recent work in
multi-document summarization has been extractive,
and in our observation, scientific articles contain the
type of information that we would want in a sum-
mary, we follow this convention. This allows us to
avoid the complexities of natural language genera-
tion based approaches in abstractive summarization.

Multi-document summarization is an extension of
single document summarization in which the the-
matically important textual fragments are extracted
from multiple comparable documents, e.g., news ar-
ticles describing the same event. The techniques not
only need to address identification and removal of
redundant information but also inclusion of unique
and novel contributions. Various graph based (Mani
et al., 1997) and centroid clustering based meth-
ods (Radev et al., 2000) have been proposed to
address the problem of multi-document summa-
rization. Both of these methods identify common
themes present in a document collection using a sen-
tence similarity metric.

2.2 Summarization of Scientific Articles

Surprisingly, not many approaches to the problem of
summarization of scientific articles have been pro-
posed in the past. One exception is Teufel and
Moens (2002), who view summarization as a clas-
sification task in which they use a Naive Bayes clas-
sifier to assign a rhetorical status to each sentence
in an article and thus divide the whole article into
regions with a specific argumentation status (e.g.
categories such as AIM, CONTRAST and BACK-
GROUND). In our proposed approach, we are trying
to identify reoccurring topic themes that are com-
mon across the articles and may appear under a va-
riety of rhetorical headings.

Nanba and colleagues (1999) argue in their work
that a co-citation frequently implies a consistent
viewpoint towards the cited articles. Similarly, for
articles cited within different sentences, textual sim-
ilarity between the articles is inversely proportional
to the size of the sentential gap between the citations.
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Figure 1: SciSumm summarization pipeline

In our work we make use of this insight by gen-
erating a query to focus our multi-document sum-
mary from the text closest to the citation. Qazvinian
and colleagues (2008) present a summarization ap-
proach that can be seen as the converse of what we
are working to achieve. Rather than summarizing
multiple papers cited in the same source article, they
summarize different viewpoints expressed towards
the same article from different citing articles. Some
of the insights they use in their work also apply to
our problem. They used a clustering approach over
different citations for the same target article for dis-
covery of different ways of thinking about that ar-
ticle. Citation text has been already shown to con-
tain important concepts about the article that might
be absent from other important sections of an ar-
ticle e.g. an Abstract (Mohammad et al., 2009) .
Template based generation of summaries possess-
ing similar hierarchical topic structure as the Related
Work section in an article has also been proposed
(Hoang et al., 2010). In our work, we consider a flat
topic structure in the form of topic clusters. More
specifically, we discover the comparable attributes
of the co-cited articles using Frequent Term Based
Clustering (Beil et al., 2002). The clusters gener-
ated in this process contain a set of topically related
text fragments called tiles, which are extracted from
the set of co-cited articles. Each cluster is indexed
with a label, which is a frequent term set present in
the tile. We take this to be an approximation of a
description for the topic represented by the cluster.

3 System Overview of the SciSumm
Summarization System

A high level overview of our system’s architecture is
presented in Figure 1 . The system provides a web
based interface for viewing and summarizing re-
search articles in the ACL Anthology corpus, 2008.
The summarization proceeds in three main stages.
First, a user may retrieve a collection of articles of
interest by entering a query. SciSumm responds by
returning a list of relevant articles. The user can con-
tinue to read an article of interest as shown in Figure
2. The co-citations in the paper are highlighted in
bold and italics to mark them as points of interest for
the user. If a user clicks on a co-citation, SciSumm
responds by generating a query from the local con-
text of the co-citation and uses it to rank the clusters
generated.

As an example consider the following citation
sentence “Various machine learning approaches
have been proposed for chunking (Ramshaw and
Marcus, 1995; Tjong Kim Sang, 2000a; Tjong Kim
Sang et al. , 2000; Tjong Kim Sang, 2000b; Sassano
and Utsuro, 2000; van Halteren, 2000)”. If the user
clicks on this co-citation, SciSumm generates a list
of clusters and ranks them for relevance. Most of the
top ranked cluster labels thus generated are shown in
Figure 3 along with the cluster content of the highest
ranked cluster labelled as Phrase, Noun. The labels
index into the corresponding cluster. An example
of such cluster is displayed in Figure 4. The clus-
ter has a label Chunk and contains tiles from two
of the three papers discussing about a topic identi-

10



Figure 2: Interface to read a paper. The sentences containing co-citations are automatically highlighted and contain a
“More” button beside them letting the user elaborate on the sentence.

fied by this label. In this specific example the topic
was not shared by tiles present in the third paper.
The words highlighted are interesting terms which
are either part of the label of the cluster or show
a low IDF (Inverse Document Frequency) amongst
the tiles generated from the co-cited papers. These
words are presented as hyper-links to the search in-
terface and can be further used as search queries for
finding articles on related topics.

3.1 System Description

SciSumm has four primary modules that are central
to the functionality of the system, as displayed in
Figure 1. First, the Text Tiling module takes care of
obtaining tiles of text relevant to the citation context.
It uses the Texttiling algorithm (Hearst, 1997), to
segment the co-cited papers into text tiles based on
topic shifts identified using a term overlap measure
computed between fixed-length blocks of text. Next,
the clustering module is used to generate labelled
clusters using the text tiles extracted from the co-
cited papers. The labels provide a conveniently com-
prehensible and yet terse description of each cluster.
We have used a Frequent Term Based Clustering al-
gorithm (Beil et al., 2002) for clustering. The clus-
ters are ordered according to relevance with respect
to the generated query. This is accomplished by the

Ranking Module. Finally, the summary presenta-
tion module is used to display the ranked clusters
obtained from the ranking module. Alongside the
clusters, an HTML pane also shows the labels of all
the clusters. Having such a bird’s-eye view of all the
cluster labels helps the user to quickly navigate to an
interesting topic. The entire pipeline is used in real-
time to generate topic clusters which are useful for
generating snippet summary and more exploratory
analysis.

In the following sections, we discuss each of the
main modules in detail.

3.2 Texttiling

The Text Tiling module uses the TextTiling algo-
rithm (Hearst, 1997) for segmenting the text of each
article. Each such segment obtained by the TextTil-
ing algorithm has been referred as a text tile. We
have used these text tiles as the basic unit for our
summary since individual sentences are too short
to stand on their own. Once computed, text tiles
are used to identify the context associated with a
co-citation. The intuition is that an embedded co-
citation in a text tile is connected with the topic dis-
tribution of the tile. We use important text from this
tile to rank the text clusters generated using Frequent
Term based text clustering.
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Figure 3: Clusters generated in response to a user click on the co-citation. The list of clusters in the left pane gives a
bird-eye view of the topics which are present in the co-cited papers

3.3 Frequent Term Based Clustering
The clustering module employs Frequent Term
Based Clustering (Beil et al., 2002). For each co-
citation, we use this clustering technique to cluster
all the of the extracted text tiles generated by seg-
menting each of the co-cited papers. We settled on
this clustering approach for the following reasons:

• Text tile contents coming from different papers
constitute a sparse vector space, and thus the
centroid based approaches would not work very
well.

• Frequent Term based clustering is extremely
fast in execution time as well as and relatively
efficient in terms of space requirements.

• A frequent term set is generated for each clus-
ter which gives a comprehensible description of
the cluster.

Frequent Term Based text clustering uses a group
of frequently co-occurring terms called a frequent
term set. Each frequent term set indexes to a cor-
responding cluster. The frequent term set has the
property that it occurs at least once in each of the
documents present in the cluster. The algorithm uses
the first k term sets if all the documents in the doc-
ument collections are clustered.To discover all the
possible candidates for clustering, i.e., term sets, we
used the Apriori algorithm (Agrawal et al., 1994),
which identifies the sets of terms that are relatively
frequent. We use entropy measure to score each fre-
quent term set as discovered from the Apriori algo-
rithm. The entropy overlap of a cluster Ci, EO(Ci)
is calculated as follows:

EO(Ci) =
∑
DjεCi

− 1

fj
.ln(

1

fj
)

where Dj is the jth document which gets binned
in the cluster Ci, fj is the number of clusters which
contain Dj . A smaller value means that the doc-
ument Dj is contained in few other clusters Ci.
EO(Ci) increases monotonically as fj increases.
We thus rank the clusters with their corresponding
EO(Ci) and then pick a cluster with the smallest
entropy overlap EO(Ci) . Once a cluster is chosen
to be included in the final clustering, we remove the
documents present in chosen cluster from other can-
didate clusters. This results in a hard clustering of
documents. We also remove term set correspond-
ing to Ci from the list of candidate frequent term
sets and then again recompute the EO(Ci) ’s for the
clusters. We continue this re-scoring and selecting
a candidate cluster until the final clustering does not
completely exhaust the entire document collection.

3.4 Cluster Ranking

The ranking module uses cosine similarity between
the query and the centroid of each cluster to rank all
the clusters generated by the clustering module. The
context of a co-citation is restricted to the text of the
tile in which the co-citation is found. In this way
we attempt to leverage the expert knowledge of the
author as it is encoded in the local context of the co-
citation in our process of automatically ranking the
clusters in terms of importance.

12



Figure 4: Example of a summary generated by our system. We can see that the clusters are cross cutting across
different papers, thus giving the user a multi-document summary.

4 Evaluation

In a typical evaluation of a multi-document sum-
marization system, gold standard summaries are
evaluated against fixed length generated summaries.
Summarization conferences such as DUC have com-
petitions where different summarization systems
compete on a standard task of generating summaries
for a publicly available dataset. The summaries gen-
erated using each individual summarization system
are then evaluated against the summaries prepared
by human annotators. Summarization of scientific
article is a novel task and hence no test collection of
gold standard summaries exist. Thus, it was neces-
sary to prepare our own evaluation corpus, consist-
ing of gold standard multi-document summaries for
a set of randomly selected co-citations.

4.1 Experimental Setup
An important target user population for multi-
document summarization of scientific articles is
graduate students. Hence to get a measure of how
well the summarization system is performing, we
asked 2 graduate students who have been working
in the computational linguistics community to cre-
ate gold standard summaries of a fixed length (8 sen-

tences ∼ 200 words) for ten different randomly se-
lected co-citations. The students were given guide-
lines to prepare summaries based on the design goals
of the SciSumm system, but not any of its technical
details. Thus, for 10 co-citations, we obtained two
different gold standard summaries. For ROUGE-1
the average score between each pair of gold standard
summaries was 0.518 (Min = 0.388, Max = 0.686).
Similarly for ROUGE-2 the average score was 0.242
(Min = 0.119, Max=0.443). While these scores do
not have a well-calibrated meaning to them, they
give an indication of the complexity of the task.
Since the annotators were creating extractive sum-
maries which could justify the co-citation, they had
to pay special attention to the section where the co-
citation came from. One can consider this similar to
the sense making process a reader might go through
when using the citing paper as a lens through which
to interpret the cited literature.

Note that while SciSumm provides users with
an interactive interface that supports navigation be-
tween documents, the gold standard summaries are
static. Thus, our evaluation is designed to measure
the quality of the content selection when taking into
consideration the citation context. This would also
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help us to evaluate the influence exerted by the ci-
tation context in the gold standard summaries. In
future work, we will evaluate the usability of the
SciSumm system using a task based evaluation.

In the absence of any other multi-document sum-
marization systems in the domain of scientific ar-
ticle summarization, we used a widely used and
freely available multi-document summarization sys-
tem called MEAD (Radev, 2004) as our baseline.
MEAD uses centroid based summarization to cre-
ate informative clusters of topics. We use the de-
fault configuration of MEAD in which MEAD uses
length, position and centroid for ranking each sen-
tence. We did not use query focussed summariza-
tion with MEAD. We evaluate its performance with
the same gold standard summaries we use to evalu-
ate SciSumm. For generating a summary from our
system we used sentences from the tiles which gets
clustered in the top ranked cluster. When that entire
cluster is exhausted we move on to the next highly
ranked cluster. In this way we prepare a summary
comprising of 8 sentences.

4.2 Results

For measuring performance of the two summariza-
tion systems (SciSumm and MEAD), we compute
the ROUGE metric based on the 2 * 10 gold standard
summaries that were manually created. ROUGE
has been traditionally used to compute the perfor-
mance based on the N-gram overlap (ROUGE-N)
between the summaries generated by the system and
the target gold summaries. For our evaluation we
used two different versions of the ROUGE met-
ric, namely ROUGE-1 and ROUGE-2, which cor-
respond to measures of the unigram and bigram
overlap respectively. We computed four metrics in
order to measure SciSumm’s performance, namely
ROUGE-1 F-measure, ROUGE-1 Recall, ROUGE-
2 F-measure, and ROUGE-2 Recall. To measure the
statistical significance of this result, we carried out
a Student T-Test, the results of which are presented
in the results section. The t-test results displayed
in Table 1 show that our systems performs signif-
icantly better than MEAD on three of the metrics
(p < .05). On two additional metrics, SciSumm
performs marginally better (p < .1).

This shows that using the query generated out
of the co-citation is useful for content selection

Table 1: Average ROUGE results. * represents improve-
ment significant at p < .05, † at p < .01.

Metric MEAD SciSumm
ROUGE-1 F-measure 0.3680 0.5123 †
ROUGE-1 Recall 0.4168 0.5018
ROUGE-1 Precision 0.3424 0.5349 †
ROUGE-2 F-measure 0.1598 0.3303 *
ROUGE-2 Recall 0.1786 0.3227 *
ROUGE-2 Precision 0.1481 0.3450 †

from cited papers. Intuitively, this makes sense as
each researcher would have a unique perspective
when reviewing scientific literature. Co-citations
can be considered as micro-reviews which summa-
rizes the thread unifying the research presented in
each of the cited papers. This provides evidence that
the co-citation context provides useful information
for forming an effective query to focus the multi-
document summary to reflect the perspective of the
author of the citing paper.

5 Conclusions and Future Work

In this work, we proposed the first unsupervised ap-
proach to the problem of multi-document summa-
rization of scientific articles that we know of. In
this approach, the document collection is a list of
papers cited together within the same source arti-
cle, otherwise known as a co-citation. The summary
is presented in the form of topic labeled clusters,
which provide easy navigation based on the user’s
topic of interest. Another contribution is a techni-
cal approach to query oriented multi-document sum-
marization of scientific articles that has been evalu-
ated in comparison with a competitive baseline that
is not query oriented. Our evaluation shows that the
SciSumm approach to content selection outperforms
another multi-document summarization system for
this summarization task.

Our long term goal is to expand the capabilities
of SciSumm to generate literature surveys of larger
document collections from less focused queries.
This more challenging task would require more con-
trol over filtering and ranking in order to avoid gen-
erating summaries that lack focus. To this end, a
future improvement that we plan to use a variant on
MMR (Maximum Marginal Relevance) (Carbonell
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et al., 1998), which can be used to optimize the di-
versity of selected text tiles as well as the relevance
based ordering of clusters in order to put a more di-
verse set of observations from the co-cited articles
at the fingertips of users. A natural extension would
also be to discover the nature of citations to gen-
erate improved summaries. Non-explicit citations
(Qazvinian et al., 2010) which could be used to gen-
erate similar topic clusters.

Another important direction is to refine the inter-
action design through task-based user studies. As we
collect more feedback from students and researchers
through this process, we will use the insights gained
to achieve a more robust and effective implementa-
tion. We also plan to leverage research in informa-
tion visualization to enhance the usability of the sys-
tem.

6 Acknowledgements

This work was supported by NSF EEC-064848 and
NSF EEC-0935127.

References

Agrawal R. and Srikant R. 1994. Fast Algorithm for
Mining Association Rules In Proceedings of the 20th
VLDB Conference Santiago, Chile, 1994

Baxendale, P. 1958. Machine-made index for technical
literature - an experiment. IBM Journal of Research
and Development

Beil F., Ester M. and Xu X 2002. Frequent-Term based
Text Clustering In Proceedings of SIGKDD ’02 Ed-
monton, Alberta, Canada

Carbonell J. and Goldstein J. 1998. The Use of MMR,
Diversity-Based Reranking for Reordering Documents
and Producing Summaries In Research and Develop-
ment in Information Retrieval, pages 335–336

Councill I. G. , Giles C. L. and Kan M. 2008. ParsCit:
An open-source CRF reference string parsing pack-
age INTERNATIONAL LANGUAGE RESOURCES
AND EVALUATION European Language Resources
Association

Edmundson, H.P. 1969. New methods in automatic ex-
tracting. Journal of ACM.

Hearst M.A. 1997 TextTiling: Segmenting text into
multi-paragraph subtopic passages In proceedings of
LREC 2004, Lisbon, Portugal, May 2004

Joseph M. T. and Radev D. R. 2007. Citation analysis,
centrality, and the ACL Anthology

Kupiec J. , Pedersen J. , Chen F. 1995. A training doc-
ument summarizer. In Proceedings SIGIR ’95, pages
68-73, New York, NY, USA. 28(1):114–133.

Luhn, H. P. 1958. IBM Journal of Research Develop-
ment.

Mani I. , Bloedorn E. 1997. Multi-Document Summa-
rization by graph search and matching In AAAI/IAAI,
pages 622-628. [15, 16].

Nanba H. , Okumura M. 1999. Towards Multi-paper
Summarization Using Reference Information In Pro-
ceedings of IJCAI-99, pages 926–931 .

Paice CD. 1990. Constructing Literature Abstracts by
Computer: Techniques and Prospects Information
Processing and Management Vol. 26, No.1, pp, 171-
186, 1990

Qazvinian V. , Radev D.R 2008. Scientific Paper
summarization using Citation Summary Networks In
Proceedings of the 22nd International Conference on
Computational Linguistics, pages 689–696 Manch-
ester, August 2008

Radev D. R . , Jing H. and Budzikowska M. 2000.
Centroid-based summarization of multiple documents:
sentence extraction, utility based evaluation, and user
studies In NAACL-ANLP 2000 Workshop on Auto-
matic summarization, pages 21-30, Morristown, NJ,
USA. [12, 16, 17].

Radev, Dragomir. 2004. MEAD - a platform for multi-
document multilingual text summarization. In pro-
ceedings of LREC 2004, Lisbon, Portugal, May 2004.

Teufel S. , Moens M. 2002. Summarizing Scientific
Articles - Experiments with Relevance and Rhetorical
Status In Journal of Computational Linguistics, MIT
Press.

Mohammad, Saif and Dorr, Bonnie and Egan, Melissa
and Hassan, Ahmed and Muthukrishan, Pradeep and
Qazvinian, Vahed and Radev, Dragomir and Zajic,
David 2009. Using citations to generate surveys of
scientific paradigms In Proceedings of Human Lan-
guage Technologies:The 2009 Annual Conference of
the North American Chapter of the Association for
Computational Linguistics

Qazvinian, Vahed and Radev, Dragomir R. 2010. Identi-
fying non-explicit citing sentences for citation-based
summarization In Proceedings of the 48th Annual
Meeting of the Association for Computational Linguis-
tics

Hoang, Cong Duy Vu and Kan, Min-Yen 2010. Towards
automated related work summarization In Proceed-
ings of the 23rd International Conference on Compu-
tational Linguistics: Posters

15



Proceedings of the Workshop on Automatic Summarization for Different Genres, Media, and Languages, pages 16–24,
Portland, Oregon, June 23, 2011. c©2011 Association for Computational Linguistics

Summarizing Decisions in Spoken Meetings

Lu Wang
Department of Computer Science

Cornell University
Ithaca, NY 14853

luwang@cs.cornell.edu

Claire Cardie
Department of Computer Science

Cornell University
Ithaca, NY 14853

cardie@cs.cornell.edu

Abstract

This paper addresses the problem of summa-
rizing decisions in spoken meetings: our goal
is to produce a concise decision abstract for
each meeting decision. We explore and com-
pare token-level and dialogue act-level au-
tomatic summarization methods using both
unsupervised and supervised learning frame-
works. In the supervised summarization set-
ting, and given true clusterings of decision-
related utterances, we find that token-level
summaries that employ discourse context can
approach an upper bound for decision ab-
stracts derived directly from dialogue acts.
In the unsupervised summarization setting,we
find that summaries based on unsupervised
partitioning of decision-related utterances per-
form comparably to those based on partitions
generated using supervised techniques (0.22
ROUGE-F1 using LDA-based topic models
vs. 0.23 using SVMs).

1 Introduction
Meetings are a common way for people to share in-
formation and discuss problems. And an effective
meeting always leads to concrete decisions. As a re-
sult, it would be useful to develop automatic meth-
ods that summarize not the entire meeting dialogue,
but just the important decisions made. In particular,
decision summaries would allow participants to re-
view decisions from previous meetings as they pre-
pare for an upcoming meeting. For those who did
not participate in the earlier meetings, decision sum-
maries might provide one type of efficient overview
of the meeting contents. For managers, decision
summaries could act as a concise record of the idea
generation process.

While there has been some previous work in
summarizing meetings and conversations, very lit-

tle work has focused on decision summarization:
Fernández et al. (2008a) and Bui et al. (2009) in-
vestigate the use of a semantic parser and machine
learning methods for phrase- and token-level deci-
sion summarization. We believe our work is the first
to explore and compare token-level and dialogue
act-level approaches — using both unsupervised and
supervised learning methods — for summarizing de-
cisions in meetings.

C: Just spinning and not scrolling , I would say . (1)
C: But if you’ve got a [disfmarker] if if you’ve got a flipped
thing , effectively it’s something that’s curved on one side
and flat on the other side , but you folded it in half . (2)
D: the case would be rubber and the the buttons , (3)
B: I think the spinning wheel is definitely very now . (1)
B: and then make the colour of the main remote [vocal-
sound] the colour like vegetable colours , do you know ? (4)
B: I mean I suppose vegetable colours would be orange
and green and some reds and um maybe purple (4)
A: but since LCDs seems to be uh a definite yes , (1)
A: Flat on the top . (2)

Decision Abstracts (Summary)
DECISION 1: The remote will have an LCD and spinning
wheel inside.
DECISION 2: The case will be flat on top and curved on
the bottom.
DECISION 3: The remote control and its buttons will be
made of rubber.
DECISION 4: The remote will resemble a vegetable and
be in bright vegetable colors.

Table 1: A clip of a meeting from the AMI meeting cor-
pus (Carletta et al., 2005). A, B, C and D refer to distinct
speakers; the numbers in parentheses indicate the asso-
ciated meeting decision: DECISION 1, 2, 3 or 4. Also
shown is the gold-standard (manual) abstract (summary)
for each decision.
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Consider the sample dialogue snippet in Table 1,
which is part of the AMI meeting corpus (Carletta et
al., 2005). The Table lists only decision-related di-
alogue acts (DRDAs) — utterances associated with
at least one decision made in the meeting.1 The DR-
DAs are ordered by time; intervening utterances are
not shown. DRDAs are important because they con-
tain critical information for decision summary con-
struction.

Table 1 clearly shows some challenges for deci-
sion summarization for spoken meetings beyond the
disfluencies, high word error rates, absence of punc-
tuation, interruptions and hesitations due to speech.
First, different decisions can be discussed more or
less concurrently; as a result, the utterances asso-
ciated with a single decision are not contiguous in
the dialogue. In Table 1, the dialogue acts (hence-
forth, DAs) concerning DECISION 1, for exam-
ple, are interleaved with DAs for other decisions.
Second, some decision-related DAs contribute more
than others to the associated decision. In compos-
ing the summary for DECISION 1, for example, we
might safely ignore the first DA for DECISION 1. Fi-
nally, more so than for standard text summarization,
purely extract-based summaries are not likely to be
easily interpretable: DRDAs often contain text that
is irrelevant to the decision and many will only be
understandable if analyzed in the context of the sur-
rounding utterances.

In this paper, we study methods for decision sum-
marization for spoken meetings. We assume that
all decision-related DAs have been identified and
aim to produce a summary for the meeting in the
form of concise decision abstracts (see Table 1), one
for each decision made. In response to the chal-
lenges described above, we propose a summariza-
tion framework that includes:

Clustering of decision-related DAs. Here we aim to
partition the decision-related utterances (DRDAs)
according to the decisions each supports. This step
is similar in spirit to many standard text summariza-
tion techniques (Salton et al., 1997) that begin by
grouping sentences according to semantic similar-
ity.

Summarization at the DA-level. We select just the im-
portant DRDAs in each cluster. Our goal is to elimi-
nate redundant and less informative utterances. The

1These are similar, but not completely equivalent, to the de-
cision dialogue acts (DDAs) of Bui et al. (2009), Fernández et
al. (2008a), Frampton et al. (2009). The latter refer to all DAs
that appear in a decision discussion even if they do NOT support
any particular decision.

selected DRDAs are then concatenated to form the
decision summary.

Optional token-level summarization of the selected
DRDAs. Methods are employed to capture con-
cisely the gist of each decision, discarding any
distracting text.

Incorporation of the discourse context as needed.
We hypothesize that this will produce more
interpretable summaries.

More specifically, we compare both unsupervised
(TFIDF (Salton et al., 1997) and LDA topic mod-
eling (Blei et al., 2003)) and (pairwise) supervised
clustering procedures (using SVMs and MaxEnt) for
partitioning DRDAs according to the decision each
supports. We also investigate unsupervised methods
and supervised learning for decision summarization
at both the DA and token level, with and without the
incorporation of discourse context. During training,
the supervised decision summarizers are told which
DRDAs for each decision are the most informative
for constructing the decision abstract.

Our experiments employ the aforementioned
AMI meeting corpus: we compare our decision
summaries to the manually generated decision ab-
stracts for each meeting and evaluate performance
using the ROUGE-1 (Lin and Hovy, 2003) text sum-
marization evaluation metric.

In the supervised summarization setting, our ex-
periments demonstrate that with true clusterings of
decision-related DAs, token-level summaries that
employ limited discourse context can approach an
upper bound for summaries extracted directly from
DRDAs2 — 0.4387 ROUGE-F1 vs. 0.5333. When
using system-generated DRDA clusterings, the DA-
level summaries always dominate token-level meth-
ods in terms of performance.

For the unsupervised summarization setting, we
investigate the use of both unsupervised and su-
pervised methods for the initial DRDA clustering
step. We find that summaries based on unsupervised
clusterings perform comparably to those generated
using supervised techniques (0.2214 ROUGE-F1
using LDA-based topic models vs. 0.2349 using
SVMs). As in the supervised summarization setting,
we observe that including additional discourse con-
text boosts performance only for token-level sum-
maries.

2The upper bound measures the vocabulary overlap of each
gold-standard decision summary with the complete text of all of
its associated DRDAs.
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2 Related Work

There exists much previous research on automatic
text summarization using corpus-based, knowledge-
based or statistical methods (Mani, 1999; Marcu,
2000). Dialogue summarization methods, how-
ever, generally try to account for the special char-
acteristics of speech. Among early work in
this subarea, Zechner (2002) investigates speech
summarization based on maximal marginal rele-
vance (MMR) and cross-speaker linking of infor-
mation. Popular supervised methods for summa-
rizing speech — including maximum entropy, con-
ditional random fields (CRFs), and support vector
machines (SVMs) — are investigated in Buist et al.
(2004), Xie et al. (2008) and Galley (2006). Tech-
niques for determining semantic similarity are used
for selecting relevant utterances in Gurevych and
Strube (2004).

Studies in Banerjee et al. (2005) show that de-
cisions are considered to be one of the most im-
portant outputs of meetings. And in recent years,
there has been much research on detecting decision-
related DAs. Hsueh and Moore (2008), for exam-
ple, propose maximum entropy classification tech-
niques to identify DRDAs in meetings; Fernández
et al. (2008b) develop a model of decision-making
dialogue structure and detect decision DAs based on
it; and Frampton et al. (2009) implement a real-time
decision detection system.

Fernández et al. (2008a) and Bui et al. (2009),
however, might be the most relevant previous work
to ours. The systems in both papers run an open-
domain semantic parser on meeting transcriptions
to produce multiple short fragments, and then em-
ploy machine learning methods to select the phrases
or words that comprise the decision summary. Al-
though their task is also decision summarization,
their gold-standard summaries consist of manually
annotated words from the meeting while we judge
performance using manually constructed decision
abstracts as the gold standard. The latter are more
readable, but often use a vocabulary different from
that of the associated decision-related utterances in
the meeting.

Our work differs from all of the above in that we
(1) incorporate a clustering step to partition DRDAs
according to the decision each supports; (2) generate
decision summaries at both the DA- and token-level;
and (3) investigate the role of discourse context for

decision summarization.
In the following sections, we investigate methods

for clustering DRDAs (Section 3) and generating
DA-level and token-level decision summaries (Sec-
tion 4). In each case, we evaluate the methods using
the AMI meeting corpus.

3 Clustering Decision-Related Dialogue
Acts

We design a preprocessing step that facilitates deci-
sion summarization by clustering all of the decision-
related dialogue acts according to the decision(s) it
supports. Because it is not clear how many deci-
sions are made in a meeting, we use a hierarchi-
cal agglomerative clustering algorithm (rather than
techniques that require a priori knowledge of the
number of clusters) and choose the proper stopping
conditions. In particular, we employ average-link
methods: at each iteration, we merge the two clus-
ters with the maximum average pairwise similarity
among their DRDAs. In the following subsections,
we introduce unsupervised and supervised methods
for measuring the pairwise DRDA similarity.

3.1 DRDA Similarity: Unsupervised Methods

We consider two unsupervised similarity measures
— one based on the TF-IDF score from the Infor-
mation Retrieval research community, and a second
based on Latent Dirichlet Allocation topic models.

TF-IDF similarity. TF-IDF similarity metrics
have worked well as a measure of document simi-
larity. As a result, we employ it as one metric for
measuring the similarity of two DRDAs. Suppose
there are L distinct word types in the corpus. We
treat each decision-related dialgue act DAi as a
document, and represent it as an L-dimensional
feature vector

−−→
FVi = (xi1, xi2, ..., xiL), where xik

is word wk’s tf · idf score for DAi. Then the
(average-link) similarity of cluster Cm and cluster
Cn, Sim TFIDF (Cm, Cn), is defined as :

1

| Cm | · | Cn |
∑

DAi∈Cm
DAj∈Cn

−−→
FVi ·

−−→
FVj

‖
−−→
FVi ‖‖

−−→
FVj ‖

LDA topic models. In recent years, topic models
have become a popular technique for discovering the
latent structure of “topics” or “concepts” in a cor-
pus. Here we use the Latent Dirichlet Allocation
(LDA) topic models of Blei et al. (2003) — unsuper-
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Features
number of overlapping words
proportion of the number of overlapping words to the le-
ngth of shorter DA
TF-IDF similarity
whether the DAs are in an adjacency pair (see 4.3)
time difference of pairwise DAs
relative dialogue position of pairwise DAs
whether the two DAs have the same DA type
number of overlapping words in the contexts (see 4.2)

Table 2: Features for Pairwise Supervised Clustering

vised probabilistic generative models that estimate
the properties of multinomial observations. In our
setting, LDA-based topic models provide a soft clus-
tering of the DRDAs according to the topics they
discuss.3 To determine the similarity of two DR-
DAs, we effectively measure the similarity of their
term-based topic distributions.

To train an LDA-based topic model for our task4,
we treat each DRDA as an individual document.
After training, each DRDA, DAi, is assigned a
topic distribution

−→
θi according to the learned model.

Thus, we can define the similarity of cluster Cm and
cluster Cn, Sim LDA(Cm, Cn), as :

1

| Cm | · | Cn |
∑

DAi∈Cm
DAj∈Cn

−→
θi ·
−→
θj

3.2 DRDA Similarity: Supervised Techniques

In addition to unsupervised methods for clustering
DRDAs, we also explore an approach based on Pair-
wise Supervised Learning: we develop a classifier
that determines whether or not a pair of DRDAs sup-
ports the same decision. So each training and test
example is a feature vector that is a function of two
DRDAs: for DAi and DAj , the feature vector is
−−→
FVij = f(DAi, DAj) = {fv1

ij , fv
2
ij , ..., fv

k
ij}. Ta-

ble 2 gives a full list of features that are used. Be-
cause the annotations for the time information and
dialogue type of DAs are available from the cor-
pus, we employ features including time difference
of pairwise DAs, relative position5 and whether they

3We cannot easily associate each topic with a decision be-
cause the number of decisions is not known a priori.

4Parameter estimation and inference done by GibbsLDA++.
5Here is the definition for the relative position of pairwise

DAs. Suppose there are N DAs in one meeting ordered by time,

have the same DA type.
We employ Support Vector Machines (SVMs)

and Maximum Entropy (MaxEnt) as our learning
methods, because SVMs are shown to be effective
in text categorization (Joachims, 1998) and Max-
Ent has been applied in many natural language
processing tasks (Berger et al., 1996). Given an−−→
FVij , for SVMs, we utilize the decision value of
wT ·

−−→
FVij + b as the similarity, where w is the

weight vector and b is the bias. For MaxEnt, we
make use of the probability of P (SameDecision |
−−→
FVij) as the similarity value.

3.3 Experiments

Corpus. We use the AMI meeting Corpus (Car-
letta et al., 2005), a freely available corpus of multi-
party meetings that contains a wide range of anno-
tations. The 129 scenario-driven meetings involve
four participants playing different roles on a de-
sign team. A short (usually one-sentence) abstract
is included that describes each decision, action, or
problem discussed in the meeting; and each DA is
linked to the abstracts it supports. We use the manu-
ally constructed decision abstracts as gold-standard
summaries and assume that all decision-related DAs
have been identified (but not linked to the decision(s)
it supports).

Baselines. Two clustering baselines are utilized
for comparison. One baseline places all decision-
related DAs for the meeting into a single partition
(ALLINONEGROUP). The second uses the text seg-
mentation software of Choi (2000) to partition the
decision-related DAs (ordered according to time)
into several topic-based groups (CHOISEGMENT).

Experimental Setup and Evaluation. Results for
pairwise supervised clustering were obtained using
3-fold cross-validation. In the current work, stop-
ping conditions for hierarchical agglomerative clus-
tering are selected manually: For the TF-IDF and
topic model approaches, we stop when the similar-
ity measure reaches 0.035 and 0.015, respectively;
For the SVM and MaxEnt versions, we use 0 and
0.45, respectively. We use the Mallet implementa-
tion for MaxEnt and the SVMlight implementation
of SVMs.

Our evaluation metrics include b3 (also called B-
cubed) (Bagga and Baldwin, 1998), which is a com-

DAi is the ith DA and DAj is positioned at j. So the relative
position of DAi and DAj is |i−j|

N
.
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B-cubed Pairwise VOI
PRECISION RECALL F1 PRECISION RECALL F1

Baselines
AllInOneGroup 0.2854 1.0000 0.4441 0.1823 1.0000 0.3083 2.2279
ChoiSegment 0.4235 0.9657 0.5888 0.2390 0.8493 0.3730 1.8061

Unsupervised Methods
TFIDF 0.6840 0.6686 0.6762 0.3281 0.3004 0.3137 1.6604

LDA topic models 0.8265 0.6432 0.7235 0.4588 0.2980 0.3613 1.4203
Pairwise Supervised Methods

SVM 0.7593 0.7466 0.7529 0.5474 0.4821 0.5127 1.2239
MaxEnt 0.6999 0.7948 0.7443 0.4858 0.5704 0.5247 1.2726

Table 3: Results for Clustering Decision-Related DAs According to the Decision Each Supports

mon measure employed in noun phrase coreference
resolution research; a pairwise scorer that measures
correctness for every pair of DRDAs; and a variation
of information (VOI) scorer (Meilă, 2007), which
measures the difference between the distributions of
the true clustering and system generated clustering.
As space is limited, we refer the readers to the orig-
inal papers for more details. For b3 scorer and pair-
wise scorer, higher results represent better perfor-
mance; for VOI, lower is better.6

Results. The results in Table 3 show first that all
of the proposed clustering methods outperform the
baselines. Among the unsupervised methods, the
LDA topic modeling is preferred to TFIDF. For the
supervised methods, SVMs and MaxEnt produce
comparable results.

4 Decision Summarization
In this section, we turn to decision summarization —
extracting a short description of each decision based
on the decision-related DAs in each cluster. We in-
vestigate options for constructing an extract-based
summary that consists of a single DRDA and an
abstract-based summary comprised of keywords that
describe the decision. For both types of summary,
we employ standard techniques from text summa-
rization, but also explore the use of dialogue-specific
features and the use of discourse context.

4.1 DA-Level Summarization Based on Unsu-
pervised Methods

We make use of two unsupervised methods to sum-
marize the DRDAs in each “decision cluster”. The
first method simply returns the longest DRDA in the

6The MUC scorer is popular in coreference evaluation, but it
is flawed in measuring the singleton clusters which is prevalent
in the AMI corpus. So we do not use it in this work.

Lexical Features
unigram/bigram
length of the DA
contain digits?
has overlapping words with next DA?
next DA is a positive feedback?
Structural Features
relative position in the meeting?(beginning, ending, or else)
in an AP?
if in an AP, AP type
if in an AP, the other part is decision-related?
if in an AP, is the source part or target part?
if in an AP and is source part, target is positive feedback?
if in an AP and is target part, source is a question?
Discourse Features
relative position to “WRAP UP” or “RECAP”
Other Features
DA type
speaker role
topic

Table 4: Features Used in DA-Level Summarization

cluster as the summary (LONGEST DA). The sec-
ond approach returns the decision cluster prototype,
i.e., the DRDA with the largest TF-IDF similar-
ity with the cluster centroid (PROTOTYPE DA). Al-
though important decision-related information may
be spread over multiple DRDAs, both unsupervised
methods allow us to determine summary quality
when summaries are restricted to a single utterance.

4.2 DA-Level and Token-Level Summarization
Using Supervised Learning

Because the AMI corpus contains a decision abstract
for each decision made in the meeting, we can use
this supervisory information to train classifiers that
can identify informative DRDAs (for DA-level sum-
maries) or informative tokens (for token-level sum-
maries).
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Lexical Features
current token/current token and next token
length of the DA
is digit?
appearing in next DA?
next DA is a positive feedback?
Structural Features
see Table 3
Grammatical Features
part-of-speech
phrase type (VP/NP/PP)
dependency relations
Other Features
speaker role
topic

Table 5: Features Used in Token-Level Summarization

PREC REC F1
True Clusterings

Longest DA 0.3655 0.4077 0.3545
Prototype DA 0.3626 0.4140 0.3539

System Clusterings
using LDA
Longest DA 0.3623 0.1892 0.2214

Prototype DA 0.3669 0.1887 0.2212
using SVMs
Longest DA 0.3719 0.1261 0.1682

Prototype DA 0.3816 0.1264 0.1700
No Clustering

Longest DA 0.1039 0.1382 0.1080
Prototype DA 0.1350 0.1209 0.1138
Upper Bound 0.8970 0.4089 0.5333

Table 6: Results for ROUGE-1: Decision Summary Gen-
eration Using Unsupervised Methods

Dialogue Act-based Summarization. Previous
research (e.g., Murray et al. (2005), Galley
(2006), Gurevych and Strube (2004)) has shown
that DRDA-level extractive summarization can be
effective when viewed as a binary classification task.
To implement this approach, we assume that the
DRDA to be extracted for the summary is the one
with the largest vocabulary overlap with the cluster’s
gold-standard decision abstract. This DA-level sum-
marization method has an advantage that the sum-
mary maintains good readability without a natural
language generation component.
Token-based Summarization. As shown in Table
1, some decision-related DAs contain many useless
words when compared with the gold-standard ab-
stracts. As a result, we propose a method for token-
level decision summarization that focuses on iden-

tifying critical keywords from the cluster’s DRDAs.
We follow the method of Fernández et al. (2008a),
but use a larger set of features and different learning
methods.
Adding Discourse Context. For each of the su-
pervised DA- and token-based summarization meth-
ods, we also investigate the role of the discourse
context. Specifically, we augment the DRDA clus-
terings with additional (not decision-related) DAs
from the meeting dialogue: for each decision par-
tition, we include the DA with the highest TF-IDF
similarity with the centroid of the partition. We
will investigate the possible effects of this additional
context on summary quality.

In the next subsection, we describe the features
used for supervised learning of DA- and token-based
decision summaries.

4.3 Dialogue Cues for Decision Summarization

Different from text, dialogues have some notable
features that we expect to be useful for finding in-
formative, decision-related utterances. This section
describes some of the dialogue-based features em-
ployed in our classifiers. The full lists of features
are shown in Table 4 and Table 5.
Structural Information: Adjacency Pairs. An
Adjacency Pair (AP) is an important conversational
analysis concept; APs are considered the fundamen-
tal unit of conversational organization (Schegloff
and Sacks, 1973). In the AMI corpus, an AP pair
consists of a source utterance and a target utterance,
produced by different speakers. The source pre-
cedes the target but they are not necessarily adja-
cent. We include features to indicate whether or not
two DAs are APs indicating QUESTION+ANSWER
or POSITIVE FEEDBACK. For these features, we use
the gold-standard AP annotations. We also include
one feature that checks membership in a small set
of words to decide whether a DA contains positive
feedback (e.g., “yeah”, “yes”).
Discourse Information: Review and Closing In-
dicator. Another pragmatic cue for dialogue dis-
cussion is terms like “wrap up” or “recap”, indicat-
ing that speakers will review the key meeting con-
tent. We include the distance between these indica-
tors and DAs as a feature.
Grammatical Information: Dependency Relation
Between Words. For token-level summarization,
we make use of the grammatical relationships in
the DAs. As in Bui et al. (2009) and Fernández
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CRFs SVMs
PRECISION RECALL F1 PRECISION RECALL F1

True Clusterings
DA 0.3922 0.4449 0.3789 0.3661 0.4695 0.3727

Token 0.5055 0.2453 0.3033 0.4953 0.3788 0.3963
DA+Context 0.3753 0.4372 0.3678 0.3595 0.4449 0.3640

Token+Context 0.5682 0.2825 0.3454 0.6213 0.3868 0.4387
System Clusterings

using LDA
DA 0.3087 0.1663 0.1935 0.3391 0.2097 0.2349

Token 0.3379 0.0911 0.1307 0.3760 0.1427 0.1843
DA+Context 0.3305 0.1748 0.2041 0.2903 0.1869 0.2068

Token+Context 0.4557 0.1198 0.1727 0.4882 0.1486 0.2056
using SVMs

DA 0.3508 0.1884 0.2197 0.3592 0.2026 0.2348
Token 0.2807 0.04968 0.0777 0.3607 0.0885 0.1246

DA+Context 0.3583 0.1891 0.2221 0.3418 0.1892 0.2213
Token+Context 0.4891 0.0822 0.1288 0.4873 0.0914 0.1393
No Clustering

DA 0.08673 0.1957 0.0993 0.0707 0.1979 0.0916
Token 0.1906 0.0625 0.0868 0.1890 0.3068 0.2057

Table 7: Results for ROUGE-1: Summary Generation Using Supervised Learning

et al. (2008a), we design features that encode (a)
basic predicate-argument structures involving major
phrase types (S, VP, NP, and PP) and (b) additional
typed dependencies from Marneffe et al. (2006). We
use the Stanford Parser.

5 Experiments
Experiments based on supervised learning are per-
formed using 3-fold cross-validation. We train two
different types of classifiers for identifying infor-
mative DAs or tokens: Conditional Random Fields
(CRFs) (via Mallet) and Support Vector Machines
(SVMs) (via SVMlight).

We remove function words from DAs before us-
ing them as the input of our systems. The AMI deci-
sion abstracts are the gold-standard summaries. We
use the ROUGE (Lin and Hovy, 2003) evaluation
measure. ROUGE is a recall-based method that can
identify systems producing succinct and descriptive
summaries.7

Results and Analysis. Results for the unsuper-
vised and supervised summarization methods are
shown in Tables 6 and 7, respectively. In the tables,
TRUE CLUSTERINGS means that we apply our meth-
ods on the gold-standard DRDA clusterings. SYS-
TEM CLUSTERINGS use clusterings obtained from
the methods introduced in Section 4; we show re-

7We use the stemming option of the ROUGE software at
http://berouge.com/.

sults only using the best unsupervised (USING LDA)
and supervised (USING SVMS) DRDA clustering
techniques.

Both Table 6 and 7 show that some attempt to
cluster DRDAs improves the summarization results
vs. NO CLUSTERING. In Table 6, there is no signif-
icant difference between the results obtained from
the LONGEST DA and PROTOTYPE DA for any ex-
periment setting. This is because the longest DA is
often selected as the prototype. An UPPER BOUND
result is listed for comparison: for each decision
cluster, this system selects all words from the DR-
DAs that are part of the decision abstract (discarding
duplicates).

Table 7 presents the results for supervised sum-
marization. Rows starting with DA or TOKEN indi-
cate results at the DA- or token-level. The +CON-
TEXT rows show results when discourse context is
included.8 We see that: (1) SVMs have a superior or
comparable summarization performance vs. CRFs
on every task. (2) Token-level summaries perform
better than DA-level summaries only using TRUE
CLUSTERINGS and the SVM-based summarizer. (3)
Discourse context generally improves token-level
summaries but not DA-level summaries.9 (4) DRDA

8In our experiments, we choose the top 20 relevant DAs as
context.

9We do not extract words from the discourse context and
experiments where we tried this were unsuccessful.
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clusterings produced by (unsupervised) LDA lead to
summaries that are quite comparable in quality to
those generated from DRDA clusterings produced
by SVMs (supervised). From Table 6, we see that
F1 is 0.2214 when choosing longest DAs from LDA-
generated clusterings, which is comparable with the
F1s of 0.1935 and 0.2349, attained when employing
CRF and SVMs on the same clusterings.

The results in Table 7 are achieved by compar-
ing abstracts having function words with system-
generated summaries without function words. To re-
duce the vocabulary difference as much as possible,
we also ran experiments that remove function words
from the gold-standard abstracts, but no significant
difference is observed.10

Finally, we considered comparing our systems to
the earlier similar work of (Fernández et al., 2008a)
and (Bui et al., 2009), but found that it would
be quite difficult because they employ a different
notion from DRDAs which is Decision Dialogue
Acts(DDAs). In addition, they manually annotate
words from their DDAs as the gold-standard sum-
mary, guaranteeing that their decision summaries
employ the same vocabulary as the DDAs. We in-
stead use the actual decision abstracts from the AMI
corpus.

5.1 Sample Decision Summaries

Here we show sample summaries produced using
our methods (Table 8). We pick one of the clus-
terings generated by LDA consisting of four DAs
which support two decisions and take SVMs as
the supervised summarization method. We remove
function words and special markers like “[disf-
marker]” from the DAs.

The outputs indicate that either the longest DA or
prototype DA contains part of the decisions in this
“mixed” cluster. Adding discourse context refines
the summaries at both the DA- and token-levels.

6 Conclusion
In this work, we explore methods for producing de-
cision summaries from spoken meetings at both the
DA-level and the token-level. We show that clus-

10Given abstracts without function words, and using the clus-
terings generated by LDA and employ CRF on DA- and token-
level summarization, we get F1s of 0.1954 and 0.1329, which
is marginally better than the corresponding 0.1935 and 0.1307
in Table 7. Similarly, if SVMs are employed in the same cases,
we get F1s of 0.2367 and 0.1861 instead of 0.2349 and 0.1843.
All of the other results obtain negligible minor increases in F1.

DA (1): um of course , as [disfmarker] we , we’ve already
talked about the personal face plates in this meeting , (a)
DA (2): and I’d like to stick to that . (a)
DA (3): Well , I guess plastic and coated in rubber . (b)
DA (4): So the actual remote would be hard plastic and
the casings rubber . (b)
Decision (a): Will use personal face plates.
Decision (b): Case will be plastic and coated in rubber.
Longest DA:
talked about personal face plates in meeting
Prototype DA:
actual remote hard plastic casings rubber
DA-level:
talked about personal face plates in meeting, like to
stick to, guess plastic and coated in rubber,
actual remote hard plastic casings rubber
Token-level:
actual remote plastic casings rubber
DA-level and Discourse Context:
talked about personal face plates in meeting, guess plastic
and coated in rubber, actual remote hard plastic casings
rubber
Token-level and Discourse Context:
remote plastic rubber

Table 8: Sample system outputs by different methods are
in the third cell (methods’ names are in bold). First cell
contains four DAs. (a) or (b) refers to the decision that
DA supports, which is listed in the second cell.

tering DRDAs before identifying informative con-
tent to extract can improve summarization quality.
We also find that unsupervised clustering of DR-
DAs (using LDA-based topic models) can produce
summaries of comparable quality to those gener-
ated from supervised DRDA clustering. Token-level
summarization methods can be boosted by adding
discourse context and outperform DA-level summa-
rization when true DRDA clusterings are available;
otherwise, DA-level summarization methods offer
better performance.
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Abstract

Abstractive summarization has been a long-
standing and long-term goal in automatic sum-
marization, because systems that can generate
abstracts demonstrate a deeper understanding
of language and the meaning of documents
than systems that merely extract sentences
from those documents. Genest (2009) showed
that summaries from the top automatic sum-
marizers are judged as comparable to manual
extractive summaries, and both are judged to
be far less responsive than manual abstracts,
As the state of the art approaches the limits
of extractive summarization, it becomes even
more pressing to advance abstractive summa-
rization. However, abstractive summarization
has been sidetracked by questions of what
qualifies as important information, and how do
we find it? The Guided Summarization task
introduced at the Text Analysis Conference
2010 attempts to neutralize both of these prob-
lems by introducing topic categories and lists
of aspects that a responsive summary should
address. This design results in more similar
human models, giving the automatic summa-
rizers a more focused target to pursue, and also
provides detailed diagnostics of summary con-
tent, which can can help build better meaning-
oriented summarization systems.

1 Introduction

What qualifies as important information and how do
we find it? These questions have been leading re-
search in automatic summarization since its begin-
nings, and we are still nowhere near a definitive
answer. Worse, experiments with humans subjects

suggest a definitive answer might not even exist.
With all their near-perfect language understanding
and world knowledge, two human summarizers will
still produce two different summaries of the same
text, simply because they will disagree on what’s
important. Fortunately, usually some of this infor-
mation will overlap. This is represented by the idea
behind the Pyramid evaluation framework (Nenkova
and Passonneau, 2004; Passonneau et al., 2005),
where different levels of the pyramid represent the
proportion of concepts (“Summary Content Units”,
or SCUs) mentioned by 1 to n summarizers in sum-
maries of the same text. Usually, there are very few
SCUs that are mentioned by all summarizers, a few
more that are mentioned by some of them, and the
greatest proportion are the SCUs that are mentioned
by individual summarizers only.

This variance in what should be a “gold standard”
makes research in automatic summarization meth-
ods particularly difficult. How can we reach a goal
so vague and under-defined? Using term frequency
to determine important concepts in a text has proven
to be very successful, largely because of its simplic-
ity and universal applicability, but statistical meth-
ods can only provide the most basic level of perfor-
mance. On the other hand, there is no real motiva-
tion to use any deeper meaning-oriented text anal-
ysis if we are not even certain what information to
look for in order to produce a responsive summary.

To address these concerns, the Summarization
track at the 2010 Text Analysis Conference1 (TAC)
introduced a new summarization task – Guided
Summarization – in which topics are divided into

1All datasets available at http://www.nist.gov/tac/
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narrow categories and a list of required aspects is
provided for each category. This serves two pur-
poses: first, it creates a more focused target for au-
tomatic summarizers, neutralizing human variance
and pointing to concrete types of information the
reader requires, and second, it provides a detailed
diagnostic tool to analyze the content of automatic
summaries, which can help build more meaning-
oriented systems. This paper shows how these ob-
jectives were achieved in TAC 2010, looking at the
similarity of human-crafted models, and then using
the category and aspect information to look in depth
at the differences between human and top automatic
summarizers, discovering strengths and weaknesses
of automatic systems and areas for improvement.

2 Topic-specific summarization

The idea that different types of stories might require
different approaches is not new, although the classi-
fication varies from task to task. Topic categories
were present in Document Understanding Confer-
ence2 (DUC) 2001, where topics were divided into:
single-event, single-subject, biographical, multiple
events of same type, and opinion. In their analy-
sis of these results, Nenkova and Louis (2008) find
that summaries of articles in what they call topic-
cohesive categories (single-event, single-subject, bi-
ography) are of higher quality than those in non-
cohesive categories (opinion, multiple event).

In essence, categorizing topics into types is based
on the assumption that stories of the same type fol-
low a specific template and include the same kinds
of facts, and this predictability might be employed
to improve the summarization process, since we at
least know what kinds of information are important
and what to look for. This was shown, among others,
by Bagga (1997), who analyzed source articles used
in the Message Understanding Conference (MUC)
and graphed the distribution of facts in articles on
air vehicle launches, terrorist attacks, joint ventures,
and corporate personnel changes, finding that the
same kinds of facts appeared repeatedly. A nat-
ural conclusion is that Information Extraction (IE)
methods might be helpful here, and in fact, White
et al. (2001) presented an IE-based summarization
system for natural disasters, where they first filled

2http://www-nlpir.nist.gov/projects/duc/

an IE template with slots related to date, location,
type of disaster, damage (people, physical effects),
etc. Similarly, Radev and McKeown (1998) used IE
combined with Natural Language Generation (NLG)
in their SUMMON system.

There are two ways to classify stories: according
to their level of cohesiveness (to use the distinction
made by Nenkova and Louis (2008)), and accord-
ing to subject. The first classification could help
us determine which topics would be easier for au-
tomatic summarization, but the difficulty is related
purely to lexical characteristics of the text; as shown
in Louis and Nenkova (2009), source document sim-
ilarity in terms of word overlap is one of the pre-
dictive features of multi-document summary qual-
ity. The second classification, according to subject
matter, is what enables us to utilize more meaning-
oriented approaches such as IE and attempt a deeper
semantic analysis of the source text, and is what we
describe in this paper.

3 Guided summarization at TAC

The new guided summarization task in 2010 was
designed with the second classification in mind,
in order to afford the participants a chance to
explore deeper linguistic methods of text analy-
sis. There were five topic categories: (1) Acci-
dents and Natural Disasters, (2) Attacks (Crimi-
nal/Terrorist), (3) Health and Safety, (4) Endangered
Resources, and (5) Trials and Investigations (Crim-
inal/Legal/Other).3 In contrast to previous topic-
specific summarization tasks, the Guided Summa-
rization task also provided a list of required aspects,
which described the type of information that should
be included in the summary (if such information
could be found in source documents). Summariz-
ers also had the option of including any other in-
formation they deemed important to the topic. The
categories and their aspects, shown in Table 1, were
developed on the basis of past DUC and TAC topics
and model summaries from years 2001-2009.

Each topic came with 20 chronologically ordered

3In the remainder of this paper, the following short forms are
used for names of categories: Accidents = Accidents and Nat-
ural Disasters; Attacks = Attacks; Health = Health and Safety;
Resources = Endangered Resources; Trials = Trials and Inves-
tigations. Full description of the task is available at the TAC
website.

26



Accidents Attacks Health
what what what
when when who affected
where where how
why perpertrators why
who affected why countermeasures
damages who affected
countermeasures damages

countermeasures
Resources Trials
what who
importance who investigating
threats why
countermeasures charges

plead
sentence

Table 1: Categories and aspects in TAC 2010 Guided
Summarization task.

news articles. The initial summaries were to be pro-
duced on the basis of the first 10 documents. As
in TAC 2008 and 2009, the 2010 Summarization
task had an update component: using the second 10
documents, summarizers were to produce an update
summary under the assumption that the user had al-
ready read the first set of source documents. This
means that for the update part, there were two in-
teracting conditions, with the requirement for non-
redundancy taking priority over the requirement to
address all category aspects.

For each topic, four model summaries were writ-
ten by human assessors. All summaries were eval-
uated with respect to linguistic quality (Overall
Readability), content (Pyramid), and general quality
(Overall Responsiveness). Readability and Respon-
siveness were judged by human assessors on a scale
from 1 (very poor) to 5 (very good), while Pyramid
is a score between 0 and 1 (in very rare cases, it
exceeds 1, if the candidate summary contains more
SCUs than the average reference summary).

Since this was the first year of Guided Summa-
rization, only about half of the 43 participating sys-
tems made some use of the provided categories and
aspects, mostly using them and their synonyms as
query terms.

3.1 Model summaries across years
The introduction of categories, which implies tem-
plate story types, and aspects, which further nar-
rows content selection, resulted in the parallel model
summaries being much more similar to each other
than in previous years, as represented by the Pyra-

human automatic
initial update initial update

Py
ra

m
id 2008 0.66 0.63 0.26 0.20

2009 0.68 0.60 0.26 0.20
2010 0.78 0.67 0.30 0.20

R
es

po
ns

. 2008 4.62 4.62 2.32 2.02
2009 4.66 4.48 2.32 2.17
2010 4.76 4.71 2.56 2.10

Table 2: Macro-average Pyramid and Responsiveness
scores for initial and update summaries for years 2008-
2010. Responsiveness scores for 2009 were scaled from
a ten-point to a five-point scale.

mid score, which measures information overlap be-
tween a candidate summary and a set of refer-
ence summaries. Table 2 shows the macro-averaged
Pyramid and Responsiveness scores for years 2008-
2010. Both initial and update human summaries
score higher for Pyramid in 2010, and also gain a lit-
tle in Responsiveness. The macro-averages for auto-
matic summarizers, on the other hand, increase only
for initial summaries, which we will discuss further
in Section 3.4. The similarity effect among model
summaries can be more clearly seen in Table 3,
which shows the percentage of Summary Content
Units (SCUs, information “nuggets”or simple facts)
with different weights in Pyramids across the years
between 2008-2010. The weight of an SCU is sim-
ply the number of model summaries in which this
information unit appears. Pyramids in 2010 have
greater percentage of SCUs with weight > 1, and
their proportion of weight-1 SCUs is below half of
all SCUs. The difference is much more pronounced
for the initial summaries, since the update compo-
nent is restricted by the non-redundancy require-
ment, resulting in more variance in content selection
after the required aspects have been covered.4

3.2 Content coverage in TAC 2010

During the Pyramid creation process, assessors ex-
tracting SCUs from model summaries were asked to
mark the aspect(s) relevant to each SCU. This lets
us examine and compare the distribution of infor-
mation in human and automatic summaries. Table 4
shows macro-average SCU counts in Pyramids com-

4Each summary could be up to 100 words long, and no
incentive was given for writing summaries of shorter length;
therefore, the goal for both human and automatic summarizers
was to fit as much relevant information as possible in the 100-
word limit.
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SCU
weight 2008 2009 2010

in
iti

al

4 9% 12% 22%
3 14% 13% 18%
2 22% 23% 24%
1 55% 52% 36%

up
da

te
4 8% 7% 11%
3 12% 12% 14%
2 21% 20% 26%
1 59% 62% 49%

Table 3: Percentage of SCUs with weights 1–4 in pyra-
mids for initial and update summaries for years 2008-
2010.

posed of four human summaries, and macro-average
counts of matching SCUs in the summaries of the
15 top-performing automatic summarizers (as deter-
mined by their Responsiveness rank on initial sum-
maries).5 Although automatic summaries find only
a small percentage of all available information (as
represented by the number of Pyramid SCUs), the
SCUs they find for the initial summaries are usually
those of the highest weight, i.e. encoding informa-
tion that is the most essential to the topic.

SCU distribution in human summaries is also in-
teresting: Health, Resources, and Trials all have
the expected pyramid shape, with many low-weight
SCUs at the base and few high-weight SCUs on top,
but for Attacks and Accidents, the usual pattern is
broken and we see an hourglass shape instead, re-
flecting the presence of many weight-4 SCUs. The
most likely explanation is that these two categories
are guided by a relatively long list of aspects (cf.
Table 1), many of which have unique answers in the
source text.

This is shown in more detail in Table 5, which
presents aspect coverage by Pyramids and top 15
automatic summarizers in terms of an average num-
ber of SCUs relevant to a given aspect and an aver-
age weight of an aspect-related SCU. Only Attack
and Accidents have aspects that tend to generate the
same answers from almost all human summarizers:
when, where in Accidents and what, when, where,
perpetrators, and who affected in Attacks all have
average weight of around 3. The patterns hold for
update summaries; although all values decrease and

5We chose to use the top 15 out of 43 participating systems
in order to exclude outliers like systems that returned empty
summaries, and to measure the state-of-the-art in the summa-
rization field.

SCU
weight initial update

pyramids automatic pyramids automatic

A
cc

id
en

ts

4 6.4 3.2 1.9 0.5
3 3.7 1 3.43 0.8
2 6.9 1.6 6.1 0.6
1 7.9 0.8 7.6 0.7

total 24.9 7.7 19.1 3.1

A
tta

ck
s

4 7.7 4.9 3.7 1
3 3.1 0.8 3.7 0.8
2 5 1 5.3 0.8
1 5.6 0.5 9.4 0.7

total 21.4 9.1 22.1 3.9

H
ea

lth

4 4.9 1.8 1.6 0.4
3 4.2 0.8 2.6 0.7
2 5.3 0.6 4.9 0.8
1 10.6 0.9 12 0.8

total 25 5 21 3

R
es

ou
rc

es

4 4.2 1.5 1.1 0.6
3 5.1 1.3 2.7 0.5
2 5 1 5.9 1
1 9.5 0.7 12.4 1

total 23.8 5 22.1 3.4

Tr
ia

ls

4 4.4 2.6 3.4 1.2
3 5.7 2 3.3 0.5
2 7.8 1.6 5.7 0.6
1 9.2 0.5 8.5 0.6

total 27.1 8.5 20.9 3.3

Table 4: Macro-average SCU counts with weights 1–4 in
pyramids and matching SCU counts in automatic sum-
maries, for initial and update summaries.

there is less overlap between models, answers to
these aspects are the most likely to occur in multi-
ple summaries.

The situation for top 15 automatic summarizers
is even more interesting: while they contain rela-
tively few matching SCUs, the SCUs they do find
are those of high weight, as can be seen by compar-
ing their SCU weight averages. Even for “other”,
which covers “all other information important for
the topic” and is therefore more dependent on sum-
mary writer’s subjective judgment and shows more
content diversity, resulting in low-weight SCUs in
the Pyramid, the top automatic summarizers find
those most weighted. It would seem, then, that the
content selection methods are able to identify some
of the most important facts; at the same time, the
density of information in automatic summaries is
much lower than in human summaries, indicating
that the automatic content is either not compressed
adequately, or that it includes non-relevant or re-
peated information.
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Avg SCU weight (avg SCU count)
initial summaries update summaries

Pyramids automatic Pyramids automatic
A

cc
id

en
ts

what 2.4 (4.4) 3.1 (1.9) 2.5 (2.7) 2.87 (0.6)
when 3.6 (2.1) 3.7 (0.7) 3.7 (0.4) 4 (0.1)
where 3.0 (3.6) 3.2 (1.3) 2.1 (1.1) 2.58 (0.4)
why 2.6 (2.3) 3.1 (0.5) 2.4 (2.0) 3 (0.3)
who aff 2.3 (4.9) 2.8 (1.5) 2.0 (4.1) 2.45 (0.6)
damages 1.8 (2.4) 3.1 (0.5) 1.7 (1.9) 2.05 (0.2)
counterm 2.1 (8.0) 2.7 (1.2) 2.0 (8.1) 2.4 (0.9)
other 1.3 (0.4) 1.9 (0.1) 1.3 (0.6) 1 (0.0)

A
tta

ck
s

what 2.9 (3.1) 3.7 (1.6) 2.0 (1.4) 2.8 (0.4)
when 3.4 (1.3) 3.8 (0.4) 2.4 (1.4) 2.2 (0.1)
where 2.7 (2.9) 3.7 (1.2) 2.5 (0.9) 3.8 (0.3)
perpetr 2.8 (3.6) 3.4 (1.0) 2.2 (3.0) 3.0 (0.9)
why 2.1 (3.4) 2.8 (0.9) 1.8 (1.3) 1.6 (0.2)
who aff 3.3 (4.0) 3.6 (1.7) 2.0 (2.0) 2.1 (0.3)
damages 2.2 (0.9) 3.0 (0.2) 3.4 (0.7) 4.0 (0.1)
counterm 2.3 (4.3) 2.8 (1.1) 2.1 (10.3) 2.6 (1.1)
other 1.7 (1.3) 2.2 (0.1) 1.6 (2.6) 1.7 (0.2)

H
ea

lth

what 2.4 (6.0) 3.1 (1.6) 2.4 (2.9) 3.0 (0.7)
who aff 2.0 (5.6) 2.6 (0.8) 1.8 (2.7) 2.0 (0.3)
how 2.4 (6.6) 3.1 (1.1) 1.6 (2.7) 2.4 (0.3)
why 2.2 (3.9) 2.9 (0.6) 1.7 (2.3) 2.1 (0.4)
counterm 2.0 (6.3) 2.7 (0.8) 1.7 (10.4) 2.2 (1.0)
other 1.1 (0.6) 1.9 (0.1) 1.2 (1.9) 1.6 (0.2)

R
es

ou
rc

es

what 2.3 (3.2) 2.9 (1.3) 1.6 (1.4) 2.6 (0.4)
importan 2.4 (3.1) 2.7 (0.3) 1.8 (1.9) 2.3 (0.2)
threats 2.3 (7.6) 2.8 (1.6) 1.6 (6.8) 2.0 (1.1)
counterm 2.0 (10.1) 2.8 (1.7) 1.7 (12.1) 2.2 (1.4)
other 1.4 (0.7) 2.9 (0.1) 1.8 (1.2) 2.5 (0.1)

Tr
ia

ls

who 2.7 (3.5) 3.2 (1.7) 2.7 (2.3) 3.2 (0.4)
who inv 1.9 (5.5) 2.8 (0.8) 1.8 (3.3) 2.6 (0.5)
why 2.6 (6.3) 3.1 (2.2) 1.8 (2.4) 2.3 (0.3)
charges 2.7 (2.4) 3.2 (0.8) 2.4 (1.4) 2.5 (0.3)
plead 2.0 (5.0) 2.9 (0.9) 2.1 (3.5) 3.0 (0.5)
sentence 2.3 (2.7) 3.0 (0.5) 2.6 (6.0) 3.5 (0.8)
other 1.5 (3.2) 2.0 (0.3) 1.7 (4.8) 2.4 (0.6)

Table 5: Aspect coverage for Pyramids and top 15 auto-
matic summarizers in TAC 2010.

3.3 Effect of categories and aspects

Some categories in the Guided Summarization task
are defined in more detail than others, depending
on types of stories they represent. Stories about at-
tacks and accidents (and, to some extent, trials) tend
to follow more predictable and detailed templates,
which results in more similar models and better re-
sults for automatic summarizers. Figure 1 gives a
graphic representation of the macro-average Pyra-
mid and Responsiveness scores for human and top
15 automatic summarizers, with exact scores in Ta-
bles 6 and 7, where the first score marked with a
letter is not statistically significant from any subse-
quent score marked with the same letter, according
to ANOVA (p>0.05). Lack of significant difference
between human Responsiveness scores in Table 6
suggests that, for all categories, human summaries

are highly and equally responsive, but a look at their
Pyramid scores confirms that Attacks and Accidents
models tend to have more overlapping information.

For automatic summaries, their Pyramid and Re-
sponsiveness patterns are parallel. Here Attacks,
Accidents, and Trials contain on average more
matching SCUs than Health and Resources, making
these summaries more responsive. One reason for
these differences might be that many systems rely on
sentence positon in the extraction process, and first
sentences in these template stories often are a short
description of event including date, location, persons
involved, in effect giving systems the unique-answer
aspects mentioned in Section 3.2. Table 5 shows
this distribution of matching information in more de-
tail: for Attacks and Accidents, automatic summa-
rizers match relatively more SCUs for what, where,
when, who affected than for countermeasures, dam-
ages, or other. For Trials, again the easier aspects
are those that tend to appear at the beginning of
documents: who [is under investigation] and why.
Stories in Health and Resources, the weakest cate-
gories overall for automatic summarizers and with
the greatest amount of variance for human summa-
rizers, are non-events, instead being closer to what
in past DUC tasks was described as a “multi-event”
or “single subject” story type. Individual documents
within the source set might sometimes follow the
typical event template (e.g. describing individual
instances of coral reef destruction), but in general
these categories require much more abstraction and
render the opening-sentence extraction strategy less
effective.

If the higher averages are really due to the infor-
mation extracted with first sentences, then we would
also expect higher scores from Baseline 1, which
simply selected the opening sentences of the most
recent document, up to the 100-word limit. And in-
deed, as shown in Table 8, the partial Pyramid scores
for Baseline 1 are the highest for exactly these “con-
crete” categories and aspects, mostly for Attacks and
Accidents, and aspects such as where, what, and who
(the score of 1 for Accidents other is an outlier, since
there was only one SCU relevant for this calcula-
tion and the baseline happened to match it). On the
other hand, its lowest performance is mostly con-
centrated in Health and Resources, and in the more
“vague” aspects, like why, how, importance, coun-
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Pyramid Responsiveness

in
iti

al

Attacks 0.857 A Trials 4.825 A

Accidents 0.812 AB Accidents 4.821 AB

Resources 0.773 AB Attacks 4.786 ABC

Health 0.767 AB Health 4.750 ABCD

Trials 0.751 B Resources 4.650 ABCD

up
da

te

Trials 0.749 A Attack 4.857 A

Attacks 0.745 AB Trials 4.825 AB

Accidents 0.700 AB Accidents 4.714 ABC

Health 0.610 C Health 4.625 ABCD

Resources 0.604 C Resources 4.600 ABCD

Table 6: Macro-average Pyramid and Responsiveness
scores per category for human summaries, comparison
across categories.

Pyramid Responsiveness

in
iti

al

Attacks 0.524 A Attacks 3.400 A

Trials 0.446 B Accidents 3.362 AB

Accidents 0.418 B Trials 3.167 ABC

Resources 0.323 C Resources 2.893 CD

Health 0.290 C Health 2.617 D

up
da

te

Resources 0.286 A Resources 2.520 A

Trials 0.261 AB Health 2.417 AB

Attacks 0.251 ABC Trials 2.380 ABC

Health 0.236 BCD Attacks 2.286 ABCD

Accidents 0.228 BCD Accidents 2.248 ABCD

Table 7: Macro-average Pyramid and Responsiveness
scores per category for top 15 automatic summaries, com-
parison across categories.

termeasures, and other. We can conclude that early
sentence position is not a good predictor of such in-
formation, and that automatic summarizers might do
well to diversify their methods of content identifi-
cation based on what type of information they are
looking for.

3.4 Initial and update summaries

While the initial component is only guided by
the categories and aspects, the update component
is placed under an overarching condition of non-
redundancy. Update summaries should not repeat

Highest Lowest
Category Aspect score Category Aspect score
(Accidents Other 1) Resources other 0
Attacks WHERE 0.66 Health other 0
Attacks WHAT 0.66 Attacks COUNTERM 0
Trials WHO 0.6 Attacks other 0
Attacks WHO AFF 0.56 Accidents WHY 0
Accidents WHERE 0.44 Health WHO AFF 0
Accidents WHAT 0.41 Trials SENTENCE 0.06
Trials WHY 0.38 Health WHY 0.06
Attacks PERP 0.34 Accidents DAMAGES 0.07
Trials WHO INV 0.33 Health HOW 0.08
Trials CHARGES 0.33 Resources IMPORTAN 0.09

Table 8: Top Pyramid scores for Baseline 1, per aspect,
for initial summaries.

Figure 1: Macro-average Pyramid and Responsiveness
scores in initial and update summaries, for humans and
top 15 automatic systems. In each group, columns from
left: Accidents, Attacks, Health, Resources, Trials. As-
terisk indicates significant drop from initial score.

any information that can be found in the initial doc-
ument set. This restriction narrows the pool of po-
tential summary elements to choose from. More im-
portantly, since the concrete aspects with unique an-
swers like what, where, and when are likely to be
mentioned in the first set of document (and, by ex-
tension, in the initial summaries), this shifts content
selection to aspects that generate more variance, like
why, countermeasures, or other. As shown in Fig-
ure 1, while Responsiveness remains high for hu-
man summarizers across categories, which means
the content is still relevant to the topic, the Pyramid
scores are lower in the update component, which
means the summarizers differ more in terms of what
information they extract from the source documents.
Note that this is not the case for Trials, where the
human performance for both Responsiveness and
Pyramid is practically identical for initial and up-
date summaries. The time course of trials is gener-
ally longer than those for accidents and attacks, and
many of the later-occurring aspects such as plea and
sentence are well-defined; hence the initial and up-
date human summaries have similar Pyramid scores.
Automatic summarizers, on the other hand, suffer
the greatest drop in those categories in which they
were the most successful before: Attacks, Acci-
dents, and Trials, in effect rendering their perfor-
mance across categories more or less even (cf. Fig-
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ure 1).
A closer look at the aspect coverage in initial and

update components confirms the differences in as-
pect distribution. Figure 2 gives four columns for
each aspect: the first two columns represent initial
summaries, the second two represent update sum-
maries. Dark columns in each pair are human sum-
marizers, light columns are top 15 automatic sum-
marizers. For almost all aspects, humans find fewer
relevant (and new!) facts in the update documents,
with the exception of sentence in Trials, and coun-
termeasures and other in all categories. Logically,
once all the anchoring information has been given
(date, time, location, event), the only remaining rel-
evant content to focus on are consequences of the
event (countermeasures, sentence), and possibly up-
dates in victims and damages (who affected, dam-
ages) as well as any other information that might be
relevant. A similar (though less consistent) pattern
holds for automatic summarizers.

4 Summary and conclusions

Initial attempts at more complex treatments of any
subject often fail when faced with unrestricted, “real
world” input. This is why almost all research in
summarization remains centered around relatively
simple extractive methods. Few developers try to
incorporate syntactic parsing to compress summary
sentences, and almost none want to venture into se-
mantic decompositon of source text, since the com-
plexity of these methods is the cause of potential
errors. Also, the tools might not deal particularly
well with different types of stories in the “newswire”
genre. However, Genest (2009) showed the limits
of purely extractive summarization: their manual,
extractive summarizer (HexTac) performed much
worse than human abstractors, and comparably to
the top automatic summarizers in TAC 2009.

But if we want to see significant progress in ab-
stractive summarization, it’s important to provide a
more controlled environment for such experiments.
TAC 2010 results show that, first of all, by guid-
ing summary creation we end up with more similar
human abstracts than in previous tasks (partly due
to the choice of template-like categories, and partly
due to the further guiding role of aspects). Narrow-
ing down possible summary content, while exclud-

Figure 2: Average number of SCUs per aspect in initial
and update summaries in TAC 2010. Dark grey = Pyra-
mids, light grey = top 15 automatic summarizers. The
first pair of columns for each aspects shows initial sum-
maries, the second pair shows update summaries.
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ing variance due to subjective opinions among hu-
man writers, creates in effect a more concrete in-
formation model, and a single, unified information
model is an easier goal to emulate than relying on
vague and subjective goals like “importance”. Out
of five categories, Attacks and Accidents generated
the most similar models, mostly because they re-
quired concrete, unique-answer aspects like where
or when. In Health and Resources, the aspects were
more subjective in nature, and the resulting variance
was greater.

Moreover, the Guided Task provides a very valu-
able and detailed diagnostic tool for system devel-
opers: by looking at the system performance within
each aspect, we can find out which types of infor-
mation it is better able to identify. While the top au-
tomatic summarizers managed to retrieve less than
half of relevant information at the best of times, the
facts they did retrieve were highly-weighted. Their
better performance for certain aspects of Attacks,
Accidents, and Trials could be ascribed to the fact
that most of them rely on sentence position to deter-
mine important information in the source document.
A comparison of covered aspects suggests that sen-
tence position might be a better indicator for some
types of information than others.

Since it was the first year of the Guided Task, only
some of the teams used the provided category/aspect
information; as the task continues, we hope to see
more participants adopting categories and aspects
to guide their summarization. The predictable el-
ements of each category invite the use of differ-
ent techniques depending on the type of informa-
tion sought, perhaps suggesting the use of Infor-
mation Extraction methods. Some categories might
be easier to process than others, but even if the
information-mining approach cannot be extended to
all types of stories, at worst we will end up with
better summarization for event-type stories, like at-
tacks, accidents, or trials, which together comprise a
large part of reported news.

References

Amit Bagga and Alan W. Biermann. 1997. Analyzing
the Complexity of a Domain With Respect To An In-
formation Extraction Task. Proceedings of the tenth

International Conference on Research on Computa-
tional Linguistics (ROCLING X), 175–194.

Pierre-Etienne Genest, Guy Lapalme, and Mehdi Yousfi-
Monod. 2009. HEXTAC: the Creation of a Manual
Extractive Run. Proceedings of the Text Analysis Con-
ference 2009.

Annie Louis and Ani Nenkova. 2009. Performance
confidence estimation for automatic summarization.
Proceedings of the 12th Conference of the European
Chapter of the Association for Computational Linguis-
tics, 541–548. Athens, Greece.

Kathleen R. McKeown, Regina Barzilay, David Evans,
Vasileios Hatzivassiloglou, Judith L. Klavans, Ani
Nenkova, Carl Sable, Barry Schiffman, and Sergey
Sigelman. 2002. Tracking and summarizing news on
a daily basis with Columbia’s Newsblaster. Proceed-
ings of the Second International Conference on Hu-
man Language Technology Research, 280–285. San
Diego, California.

Ani Nenkova and Annie Louis. 2008. Can You Summa-
rize This? Identifying Correlates of Input Difficulty
for Multi-Document Summarization. Proceedings of
ACL-08: HLT, 825–833. Columbus, Ohio.

Ani Nenkova and Rebecca J. Passonneau. 2004. Evaluat-
ing content selection in summarization: The Pyramid
method. Proceedings of the Human Language Tech-
nology Conference of the North American Chapter of
the Association for Computational Linguistics, 145–
152. Boston, MA.

Rebecca J. Passonneau, Ani Nenkova, Kathleen McKe-
own, and Sergey Sigelman. 2005. Applying the Pyra-
mid method in DUC 2005. Proceedings of the 5th
Document Understanding Conference (DUC). Van-
couver, Canada.

Dragomir R. Radev and Kathleen R. McKeown. 1998.
Generating natural language summaries from mul-
tiple on-line sources. Computational Linguistics,
24(3):470–500.

Michael White, Tanya Korelsky, Claire Cardie, Vincent
Ng, David Pierce, and Kiri Wagstaff. Multidocument
summarization via information extraction. 2001. Pro-
ceedings of the First International Conference on Hu-
man Language Technology Research, 1–7. San Diego,
California.

32



Proceedings of the Workshop on Automatic Summarization for Different Genres, Media, and Languages, pages 33–40,
Portland, Oregon, June 23, 2011. c©2011 Association for Computational Linguistics

WikiTopics: What is Popular on Wikipedia and Why

Byung Gyu Ahn1 and Benjamin Van Durme1,2 and Chris Callison-Burch1

1Center for Language and Speech Processing
2Human Language Technology Center of Excellence

Johns Hopkins University

Abstract

We establish a novel task in the spirit of news sum-
marization and topic detection and tracking (TDT):
daily determination of the topics newly popular with
Wikipedia readers. Central to this effort is a new
public dataset consisting of the hourly page view
statistics of all Wikipedia articles over the last three
years. We give baseline results for the tasks of:
discovering individual pages of interest, clustering
these pages into coherent topics, and extracting the
most relevant summarizing sentence for the reader.
When compared to human judgements, our system
shows the viability of this task, and opens the door
to a range of exciting future work.

1 Introduction
In this paper we analyze a novel dataset: we have
collected the hourly page view statistics1 for every
Wikipedia page in every language for the last three years.
We show how these page view statistics, along with other
features like article text and inter-page hyperlinks, can
be used to identify and explain popular trends, including
popular films and music, sports championships, elections,
natural disasters, etc.

Our approach is to select a set of articles whose daily
pageviews for the last fifteen days dramatically increase
above those of the preceding fifteen day period. Rather
than simply selecting the most popular articles for a given
day, this selects articles whose popularity is rapidly in-
creasing. These popularity spikes tend to be due to sig-
nificant current events in the real world. We examine 100
such articles for each of 5 randomly selected days in 2009
and attempt to group the articles into clusters such that
the clusters coherently correspond to current events and
extract a summarizing sentence that best explains the rel-
evant event. Quantitative and qualitative analyses are pro-
vided along with the evaluation dataset.

1The data does not contain any identifying information about who
viewed the pages. See http://dammit.lt/wikistats

Barack Obama
Joe Biden

White House
Inauguration

. . .
US Airways Flight 1549

Chesley Sullenberger
Hudson River

. . .
Super Bowl

Arizona Cardinals

Figure 1: Automatically selected articles for Jan 27, 2009.

We compare our automatically collected articles to
those in the daily current events portal of Wikipedia
where Wikipedia editors manually chronicle current
events, which comprise armed conflicts, international re-
lations, law and crime, natural disasters, social, political,
sports events, etc. Each event is summarized with a sim-
ple phrase or sentence that links to related articles. We
view our work as an automatic mechanism that could po-
tentially supplant this hand-curated method of selecting
current events by editors.

Figure 1 shows examples of automatically selected ar-
ticles for January 27, 2009. We would group the arti-
cles into 3 clusters, {Barack Obama, Joe Biden, White
House, Inauguration} which corresponds to the inaugu-
ration of Barack Obama, {US Airways Flight 1549, Ches-
ley Sullenburger, Hudson River} which corresponds to
the successful ditching of an airplane into the Hudson
river without loss of life, and {Superbowl, Arizona Car-
dinals} which corresponds to the then upcoming Super-
bowl XLIII.

We further try to explain the clusters by selecting sen-
tences from the articles. For the first cluster, a good se-
lection would be “the inauguration of Barack Obama as
the 44th president . . . took place on January 20, 2009”.
For the second cluster, “Chesley Burnett ‘Sully’ Sullen-
berger III (born January 23, 1951) is an American com-
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mercial airline pilot, . . . , who successfully carried out the
emergency water landing of US Airways Flight 1549 on
the Hudson River, offshore from Manhattan, New York
City, on January 15, 2009, . . . ” would be a nice sum-
mary, which also provides links to the other articles in
the same cluster. For the third cluster, “Superbowl XLIII
will feature the American Football Conference champion
Pittsburgh Steelers (14-4) and the National Football Con-
ference champion Arizona Cardinals (12-7) .” would be
a good choice which delineates the association with Ari-
zona Cardinals.

Different clustering methods and sentence selection
features are evaluated and results are compared. Topic
models, such as K-means (Manning et al., 2008) vector
space clustering and latent Dirichlet allocation (Blei et
al., 2003), are compared to clustering using Wikipedia’s
link structure. To select sentences we make use of NLP
technologies such as coreference resolution, and named
entity and date taggers. Note that the latest revision of
each article on the day on which the article is selected is
used in clustering and textualization to simulate the situa-
tion where article selection, clustering, and textualization
are performed once every day.

Figure 2 illustrates the pipeline of our WikiTopics sys-
tem: article selection, clustering, and textualization.

2 Article selection

We would like to identify an uptrend in popularity of ar-
ticles. In an online encyclopedia such as Wikipedia, the
pageviews for an article reflect its popularity. Following
the Trending Topics software2, WikiTopics’s articles se-
lection algorithm determines each articles’ monthly trend
value as increase in pageviews within last 30 days. The
monthly trend value tk of an article k is defined as be-
low:

tk =
15∑

i=1

dk
i −

30∑
i=16

dk
i

where

dk
i = daily pageviews i− 1 days ago for an article k

We selected 100 articles of the highest trend value for
each day in 2009. We call the articles WikiTopics articles.
We leave as future work other possibilities to determine
the trend value and choose articles3, and only briefly dis-
cuss some alternatives in this section.

Wikipedia has a portal page called “current events”,
in which significant current events are listed manu-
ally by Wikipedia editors. Figure 3 illustrates spikes in

2http://www.trendingtopics.org
3For example, one might leverage additional signals of real world

events, such as Twitter feeds, etc.
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Figure 3: Pageviews for all the hand-curated articles related
to the inauguration of Barack Obama. Pageviews spike on the
same day as the event took place–January 20, 2009.

pageviews of the hand-curated articles related to the in-
auguration of Barack Obama, which shows clear correla-
tion between the spikes and the day on which the relevant
event took place. It is natural to contrast WikiTopics ar-
ticles to this set of hand-curated articles. We evaluated
WikiTopics articles against hand-curated articles as gold
standard and had negative results with precision of 0.13
and recall of 0.28.

There are a few reasons for this. First, there are
much fewer hand-curated articles than WikiTopics arti-
cles: 17,253 hand-selected articles vs 36,4004 WikiTopics
articles; so precision cannot be higher than 47%. Second,
many of the hand-selected articles turned out to have very
low pageviews: 6,294 articles (36.5%) have maximum
daily pageviews less than 1,000 whereas WikiTopics arti-
cles have increase in pageviews of at least 10,000. It is ex-
tremely hard to predict the hand-curated articles based on
pageviews. Figure 4 further illustrates hand-curated arti-
cles’ lack of increase in pageviews as opposed to Wiki-
Topics articles. On the contrary, nearly half of the hand-
curated articles have decrease in pageviews. For the hand-
curated articles, it seems that spikes in pageviews are
an exception rather than a commonality. We therefore
concluded that it is futile to predict hand-curated arti-
cles based on pageviews. The hand-curated articles suffer
from low popularity and do not spike in pageviews often.
Figure 5 contrasts the WikiTopics articles and the hand-
curated articles. The WikiTopics articles shown here do
not appear in the hand-curated articles within fifteen days
before or after, and vice versa. WikiTopics selected arti-
cles about people who played a minor role in the relevant
event, recently released films, their protagonists, popular
TV series, etc. Wikipedia editors selected articles about

4One day is missing from our 2009 pageviews statistics.
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Daily Page Views Topic Selection Clustering Textualization

Figure 2: Process diagram: (a) Topic selection: select interesting articles based on increase in pageviews. (b) Clustering: cluster the
articles according to relevant events using topic models or Wikipedia’s hyperlink structure. (c) Textualization: select the sentence
that best summarizes the relevant event.
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Figure 4: Log ratio of the increase in pageviews:
log

∑
i = 115dik/

∑
i = 1630. Zero means no change

in pageviews. WikiTopics articles show pageviews increase in
a few orders of magnitude as opposed to hand-curated articles.

actions, things, geopolitical or organizational names in
the relevant event and their event description mentions
all of them.

For this paper we introduce the problem of topic se-
lection along with a baseline solution. There are vari-
ous viable alternatives to the monthly trend value. As
one of them, we did some preliminary experiments with
the daily trend value, which is defined by dk

1 − dk
2 , i.e.

the difference of the pageviews between the day and the
previous day: we found that articles selected using the
daily trend value have little overlap–less than half the ar-
ticles overlapped with the monthly trend value. Future
work will consider the addition of sources other than
pageviews, such as edit histories and Wikipedia category
information, along with more intelligent techniques to
combine these different sources.

3 Clustering

Clustering plays a central role to identify current events;
a group of coherently related articles corresponds to a

WikiTopics articles
Joe Biden

Notorious (2009 film)
The Notorious B.I.G.

Lost (TV series)
. . .

hand-curated articles
Fraud

Florida
Hedge fund

Arthur Nadel
Federal Bureau of Investigation

Figure 5: Illustrative articles for January 27, 2009. WikiTopics
articles here do not appear in hand-curated articles within fifteen
days before or after, and vice versa. The hand-curated articles
shown here are all linked from a single event “Florida hedge
fund manager Arthur Nadel is arrested by the United States Fed-
eral Bureau of Investigation and charged with fraud.”

current event. Clusters, in general, may have hierarchies
and an element may be a member of multiple clusters.
Whereas Wikipedia’s current events are hierarchically
compiled into different levels of events, we focus on flat
clustering, leaving hierarchical clustering as future work,
but allow multiple memberships.

In addition to clustering using Wikipedia’s inter-page
hyperlink structure, we experimented with two families
of clustering algorithms pertaining to topic models: the
K-means clustering vector space model and the latent
Dirichlet allocation (LDA) probabilistic topic model. We
used the Mallet software (McCallum, 2002) to run these
topic models. We retrieve the latest revision of each arti-
cle on the day that WikiTopics selected it. We strip unnec-
essary HTML tags and Wiki templates with mwlib5 and
split sentences with NLTK (Loper and Bird, 2002). Nor-
malization, tokenization, and stop words removal were
performed, but no stemming was performed. The uni-
gram (bag-of-words) model was used and the number

5http://code.pediapress.com/wiki/wiki/mwlib
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Test set # Clusters B3 F-score
Human-1 48.6 0.70 ± 0.08
Human-2 50.0 0.71 ± 0.11
Human-3 53.8 0.74 ± 0.10
ConComp 31.8 0.42 ± 0.18
OneHop 45.2 0.58 ± 0.17

K-means tf 50 0.52 ± 0.04
K-means tf-idf 50 0.58 ± 0.09

LDA 44.8 0.43 ± 0.08

Table 1: Clustering evaluation: F-scores are averaged across
gold standard datasets. ConComp and OneHop are using the
link structure. K-means clustering with tf-idf performs best.
Manual clusters were evaluated against those of the other two
annotators to determine inter-annotator agreement.

of clusters/topics K was set to 50, which is the average
number of clusters in the human clusters6. For K-means,
the common settings were used: tf and tf-idf weighting
and cosine similarity (Allan et al., 2000). For LDA, we
chose the most probable topic for each article as the clus-
ter ID. Two different clustering schemes make use of the
inter-page hyperlink structure: ConComp and OneHop.
In these schemes, the link structure is treated as a graph,
in which each page corresponds to a vertex and each link
to an undirected edge. ConComp groups a set of arti-
cles that are connected together. OneHop chooses an ar-
ticle and groups a set of articles that are directly linked.
The number of resulting clusters depends on the order
in which you choose an article. To find the minimum or
maximum number of such clusters would be computa-
tionally expensive. Instead of attempting to find the op-
timal number of clusters, we take a greedy approach and
iteratively create clusters that maximize the central node
connectivity, stopping when all nodes are in at least one
cluster. This allows for singleton clusters.

Three annotators manually clustered WikiTopics arti-
cles for five randomly selected days. The three manual
clusters were evaluated against each other to measure
inter-annotator agreement, using the multiplicity B3 met-
ric (Amigó et al., 2009). Table 1 shows the results. The
B3 metric is an extrinsic clustering evaluation metric and
needs a gold standard set of clusters to evaluate against.
The multiplicity B3 works nicely for overlapping clus-
ters: the metric does not need to match cluster IDs and
only considers the number of the clusters that a pair of
data points shares. For a pair of data points e and e′, let
C(e) be the set of the test clusters that e belongs to, and
L(e) be the set of e’s gold standard clusters. The multi-

6K=50 worked reasonably well for the most cases. We are planning
to explore a more principled way to set the number.

Airbus A320 family
Air Force One

Chesley Sullenberger
US Airways Flight 1549

Super Bowl XLIII
Arizona Cardinals

Super Bowl
Kurt Warner

2009 flu pandemic by country
Severe acute respiratory syndrome

2009 flu pandemic in the United States

Figure 6: Examples of clusters: K-means clustering on the arti-
cles of January 27, 2009 and May 12, 2009. The centroid article
for each cluster, defined as the closest article to the center of the
cluster in vector space, is in bold.

plicity B3 scores are evaluated as follows:

Prec(e, e′) =
min (|C(e) ∩ C(e′)|, |L(e) ∩ L(e′)|)

|C(e) ∩ C(e′)|

Recall(e, e′) =
min (|C(e) ∩ C(e′)|, |L(e) ∩ L(e′)|)

|L(e) ∩ L(e′)|

The overall B3 scores are evaluated as follows:

Prec = AvgeAvge′.C(e)∩C(e′)6=0Prec(e, e′)

Recall = AvgeAvge′.L(e)∩L(e′)6=0Recall(e, e′)

The inter-annotator agreement in the B3 scores are in the
range of 67%–74%. K-means clustering performs best,
achieving 79% precision compared to manual cluster-
ing. OneHop clustering using the link structure achieved
comparable performance. LDA performed significantly
worse, comparable to ConComp clustering.

Clustering the articles according to the relevance to re-
cent popularity is not trivial even for humans. In Wiki-
Topics articles for February 10, 2009, Journey (band) and
Bruce Springsteen may seem to be relevant to Grammy
Awards, but in fact they are relevant on this day because
they performed the halftime show at the Super Bowl. K-
means fails to recognize this and put them into the cluster
of Grammy Awards, while ConComp merged Grammy
Awards and Super Bowl into the same cluster. OneHop
kept the two clusters intact and benefited from putting
Bruce Springsteen into both the clusters. LDA cluster-
ing does not have such a benefit; its performance might
have suffered from our allowing only a single member-
ship for an article. Clustering using the link structure per-
forms comparably with other clustering algorithms with-
out using topic models. It is worth noting that there are
a few “octopus” articles that have links to many articles.
The United States on January 27, 2009 was disastrous,
with its links to 58 articles, causing ConComp clustering
to group 89 articles into a single cluster. OneHop clus-
tering’s condition that groups only articles that are one
hop away alleviates the issue and it also benefited from
putting an article into multiple clusters.
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To see if external source help better clustering, we ex-
plored the use of news articles. We included the news ar-
ticles that we crawled from various news websites into
the same vector space as the Wikipedia articles, and ran
K-means clustering with the same settings as before. For
each day, we experimented with news articles within dif-
ferent numbers of past days. The results did not show
significant improvement over clustering without external
news articles. This needs further investigation7.

4 Textualization

We would like to generate textual descriptions for the
clustered articles to explain why they are popular and
what current event they are relevant to. We started with
a two-step approach similar to multi-document extrac-
tive summarization approaches (Mckeown et al., 2005).
The first step is sentence selection; we extract the best
sentence that describes the relevant event for each arti-
cle. The second step is combining the selected sentences
of a cluster into a coherent summary. Here, we focus on
the first step of selecting a sentence and evaluate the se-
lected sentences. The selected sentences for each clus-
ter are then put together without modification, where the
quality of generated summary mainly depends on the ex-
tracted sentences at the first step. We consider each article
separately, using as features only information such as date
expressions and references to the topic of the article. Fu-
ture work will consider sentence extraction, aware of the
related articles in the same cluster, and better summariza-
tion techniques, such as sentence fusion or paraphrasing.

We preprocess the Wikipedia articles using the Serif
system (Boschee et al., 2005) for date tagging and coref-
erence resolution. The identified temporal expressions
are in various formats such as exact date (“February 12,
1809”), a season (“spring”), a month (“December 1808”),
a date without a specific year (“November 19”), and even
relative time (“now”, “later that year”, “The following
year”). Some examples are shown in Figure 7. The en-
tities mentioned in a given article are compiled into a list
and the mentions of each entity, including pronouns, are
linked to the entity as a coreference chain. Some exam-
ples are shown in Figure 9.

In our initial scheme, we picked the first sentence
of each article because the first sentence is usually an
overview of the topic of the article and often relevant to
the current event. For example, a person’s article often
has the first line with one’s recent achievement or death.
An article about an album or a film often begins with the
release date. We call this First.

7News articles tend to group with other news articles. We are cur-
rently experimenting with different filtering and parameters. Also note
that we only experimented with all news articles on a given day. Clus-
tering with selective news articles might help.

February 12, 1809
1860
now

the 17th century
some time

December 1808
34 years old

spring

September
Later that year
November 19

that same month
The following winter
The following year

April 1865
late 1863

Figure 7: Selected examples of temporal expressions identified
by Serif from 247 such date and time expressions extracted from
the article Abraham Lincoln.

We also picked the sentence with the most recent date
to the day on which the article was selected. Dates in the
near future are considered in the same way as the recent
dates. Dates may appear in various formats, so we make a
more specific format take precedence, i.e. “February 20,
2009” is selected over vaguer dates such as “February
2009” or “2009”. We call this scheme Recent.

As the third scheme, we picked the sentence with the
most recent date among those with a reference to the ar-
ticle’s title. The reasoning behind this is if the sentence
refers to the title of the article, it is more likely to be rel-
evant to the current event. We call this scheme Self.

After selecting a sentence for each cluster, we substi-
tute personal pronouns in the sentence with their proper
names. This step enhances readability of the sentence,
which often refers to people by a pronoun such as “he”,
“his”, “she”, or “her’. The examples of substituted proper
names appear in Figure 9 in bold. The Serif system classi-
fies which entity mentions are proper names for the same
person, but choosing the best name among the names is
not a trivial task: proper names may vary from John to
John Kennedy to John Fitzgerald “Jack” Kennedy. We
choose the most frequent proper name.

For fifty randomly chosen articles over the five se-
lected days, two annotators selected the sentences that
best describes why an article gained popularity recently,
among 289 sentences per each article on average from
the article text. For each article, annotators picked a sin-
gle best sentence, and possibly multiple alternative sen-
tences. If there is no such single sentence that best de-
scribes a relevant event, annotators marked none as the
best sentence and listed alternative sentences that par-
tially explain the relevant event. The evaluation results
for all the selection schemes are shown in Table 2. To
see inter-annotator agreement, two annotators’ selections
were evaluated against each other. The other selection
schemes are evaluated against both the two annotators’
selection and their scores in the table are averaged across
the two. The precision and recall score for best sentences
are determined by evaluating a scheme’s selection of the
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2009-01-27: Inauguration of Barack Obama

Gold: The inauguration of Barack Obama as the forty-fourth President
of the United States took place on January 20, 2009.
Alternatives: 1. The inauguration, with a record attendance for any
event held in Washington, D.C., marked the commencement of the
four-year term of Barack Obama as President and Joseph Biden as
Vice President. 2. With his inauguration as President of the United
States, Obama became the first African American to hold the office
and the first President born in Hawaii. 3. Official events were held in
Washington, D.C. from January 18 to 21, 2009, including the We Are
One: The Obama Inaugural Celebration at the Lincoln Memorial, a day
of service on the federal observance of the Martin Luther King, Jr. Day,
a ”Kids’ Inaugural: We Are the Future” concert event at the Verizon
Center, the inaugural ceremony at the U.S. Capitol, an inaugural
luncheon at National Statuary Hall, a parade along Pennsylvania
Avenue, a series of inaugural balls at the Washington Convention
Center and other locations, a private White House gala and an inaugural
prayer service at the Washington National Cathedral.
First: The inauguration of Barack Obama as the forty-fourth President
of the United States took place on January 20, 2009.
Recent: On January 22, 2009, a spokesperson for the Joint Committee
on Inaugural Ceremonies also announced that holders of blue, purple
and silver tickets who were unable to enter the Capitol grounds to view
the inaugural ceremony would receive commemorative items.
Self: On January 21, 2009, President Obama, First Lady Michelle
Obama, Vice President Biden and Dr. Jill Biden attended an inaugural
prayer service at the Washington National Cathedral.

2009-02-10: February 2009 Great Britain and Ireland snowfall

Gold: The snowfall across Great Britain and Ireland in February 2009
is a prolonged period of snowfall that began on 1 February 2009.
Alternative: Many areas experienced their largest snowfall levels in 18
years.
First: The snowfall across Great Britain and Ireland in February 2009
is a prolonged period of snowfall that began on 1 February 2009.
Recent: BBC regional summary - 4 February 2009
Self: The snowfall across Great Britain and Ireland in February 2009 is
a prolonged period of snowfall that began on 1 February 2009.

2009-04-19: Wilkins Sound

Gold: On 5 April 2009 the thin bridge of ice to the Wilkins Ice Shelf
off the coast of Antarctica splintered, and scientists expect it could
cause the collapse of the Shelf.
Alternatives: 1. There are reports the shelf has exploded into hundreds
of small ice bergs. 2. On 5 April 2009, the ice bridge connecting part
of the ice shelf to Charcot Island collapsed.
First: Wilkins Sound is a seaway in Antarctica that is largely occupied
by the Wilkins Ice Shelf.
Recent: On 5 April 2009 the thin bridge of ice to the Wilkins Ice Shelf
off the coast of Antarctica splintered, and scientists expect it could
cause the collapse of the Shelf.
Self: On 25 March 2008 a chunk of the Wilkins ice shelf disintegrated,
putting an even larger portion of the glacial ice shelf at risk.

Figure 8: Sentence selection: First selects the first sentence, and
often fails to relate the current event. Recent tend to pinpoint the
exact sentence that describes the relevant current event, but fails
when there are several sentences with a recent temporal expres-
sion. Self helps avoid sentences that does not refer to the topic
of the article, but suffers from errors propagated from corefer-
ence resolution.

2009-01-27: Barack Obama
Before: He was inaugurated as President on January 20, 2009.
After: Obama was inaugurated as President on January 20,
2009.
Coref: {Barack Hussein Obama II (brk hsen obm; born August
4,, Barack Obama, Barack Obama as the forty-fourth President,
Barack Obama, Sr. , Crain’s Chicago Business naming Obama,
Michelle Obama, Obama, Obama in Indonesian, Senator
Obama,}

2009-02-10: Rebirth (Lil Wayne album)
Before: He also stated the album will be released on April 7,
2009.
After: Lil Wayne also stated the album will be released on
April 7, 2009.
Coref: {American rapper Lil Wayne, Lil Wayne, Wayne}

2009-04-19: Phil Spector
Before: His second trial resulted in a conviction of second
degree murder on April 13, 2009.
After: Spector’s second trial resulted in a conviction of second
degree murder on April 13, 2009.
Coref: {Mr. Spector, Phil Spector, Phil Spector” The character
of Ronnie ”Z, Spector, Spector-, Spector (as a producer),
Spector himself, Spector of second-degree murder, Spector,
who was conducting the band for all the acts,, Spektor, wife
Ronnie Spector}

2009-05-12: Eminem
Before: He is planning on releasing his first album since 2004,
Relapse, on May 15, 2009.
After: Eminem is planning on releasing his first album since
2004, Relapse, on May 15, 2009.
Coref: {Eminem, Marshall Bruce Mathers, Marshall Bruce
Mathers III, Marshall Bruce Mathers III (born October 17,,
Mathers}

2009-10-12: Brett Favre
Before: He came out of retirement for the second time and
signed with the Minnesota Vikings on August 18, 2009.
After: Favre came out of retirement for the second time and
signed with the Minnesota Vikings on August 18, 2009.
Coref: {Bonita Favre, Brett Favre, Brett Lorenzo Favre, Brett’s
father Irvin Favre, Deanna Favre, Favre, Favre,, Favre (ISBN
978-1590710364) which discusses their personal family and
Green Bay Packers family, Irvin Favre, Southern Miss. Favre,
the Brett Favre, The following season Favre, the jersey Favre}

Figure 9: Pronoun replacement: Personal pronouns are substi-
tuted with their proper names, which are italicized. The coref-
erence chain for the entity is also shown; our method correctly
avoids names wrongly placed in the chain. Note that unlike the
other sentences, the last one is not related to the current event,
Brett Favre’s victory against Green Bay Packers.
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Single best Alternatives
Scheme Precision Recall Precision Recall

Human 0.50 0.55 0.85 0.75
First 0.14 0.20 0.33 0.40

Recent 0.31 0.44 0.51 0.60
Self 0.31 0.36 0.49 0.48

Self fallback 0.33 0.46 0.52 0.62

Table 2: Textualization: evaluation results of sentence selection
schemes. Self fallback scheme first tries to select the best sen-
tence as the Self scheme, and if it fails to select one it falls back
to the Recent scheme.

best sentences against a gold standard’s selection. To
evaluate alternative sentences, precision is measured as
the fraction of articles where the test and gold standard
selections overlap (share at least one sentence), compared
to the total number of articles that have at least one sen-
tence selected according to the test set. Recall is defined
by instead dividing by the number of articles that have at
least one sentence selected in the gold standard.

The low inter-annotator agreement for selecting the
best sentence shows the difficulty of the task. However,
when their sentence selection is evaluated by allowing
multiple alternative gold standard sentences, the agree-
ment is higher. It seems that there are a set of articles for
which it is easy to pick the best sentence that two anno-
tators and automatic selection schemes easily agree on,
and another set of articles for which it is difficult to find
such a sentence. In the easier articles, the best sentence
often includes a recent date expression, which is easily
picked up by the Recent scheme. Figure 8 illustrates such
cases. In the more difficult articles, there are no such sen-
tences with recent dates. X2 (film) is such an example; it
was released in 2003. The release of the prequel X-Men
Origins: Wolverine in 2009 renewed its popularity and
the X2 (film) article still does not have any recent dates.
There is a more subtle case: the article Farrah Fawcett
includes many sentences with recent dates in a section,
which describes the development of a recent event. It is
hard to pinpoint the best one among them.

Sentence selection heavily depends on other NLP com-
ponents, so errors in them could result in the error in sen-
tence selection. Serena Williams is an example where an
error in sentence splitting propagates to sentence selec-
tion. The best sentence manually selected was the first
sentence in the article “Serena Jameka Williams . . . , as of
February 2, 2009, is ranked World No. 1 by the Women’s
Tennis Association . . . .” The sentence was disastrously
divided into two sentences right after “No.” by NLTK
during preprocessing. In other words, the gold standard
sentence could not be selected no matter how well se-
lection performs. Another source of error propagation is
coreference resolution. The Self scheme limits sentence

selection to the sentences with a reference to the articles’
title, and it failed to improve over Recent. In qualitative
analysis, 3 out of 4 cases that made a worse choice re-
sulted from failing to recognize a reference to the topic
of the article. By having it fall back to Recent’s selection
when it failed to find any best sentence, its performance
marginally improved. Improvements of the components
would result in better performance of sentence selection.

WikiTopics’s current sentence extraction succeeded in
generating the best or alternative sentences that summa-
rizes the relevant current event for more than half of the
articles, in enhanced readability through coreference res-
olution. For the other difficult cases, it needs to take dif-
ferent strategies rather than looking for the most recent
date expressions. Alternatives may consider references to
other related articles. In future work, selected sentences
will be combined to create summary of a current event,
and will use sentence compression, fusion and paraphras-
ing to create more succinct summaries.

5 Related work
WikiTopics’s pipeline architecture resembles that of news
summarization systems such as Columbia Newsblaster
(McKeown et al., 2002). Newsblaster’s pipeline is com-
prised of components for performing web crawls, article
text extraction, clustering, classification, summarization,
and web page generation. The system processes a con-
stant stream of newswire documents. In contrast, Wiki-
Topics analyzes a static set of articles. Hierarchical clus-
tering like three-level clustering of Newsblaster (Hatzi-
vassiloglou et al., 2000) could be applied to WikiTopics
to organize current events hierarchically. Summarizing
multiple sentences that are extracted from the articles in
the same cluster would provide a comprehensive descrip-
tion about the current event. Integer linear programming-
based models (Woodsend and Lapata, 2010) may prove to
be useful to generate summaries while global constraints
like length, grammar, and coverage are met.

The problem of Topic Detection and Tracking (TDT)
is to identify and follow new events in newswire, and
to detect the first story about a new event (Allan et al.,
1998). Allan et al. (2000) evaluated a variety of vector
space clustering schemes, where the best settings from
those experiments were then used in our work. This was
followed recently by Petrović et al. (2010), who took an
approximate approach to first story detection, as applied
to Twitter in an on-line streaming setting. Such a system
might provide additional information to WikiTopics by
helping to identify and describe current events that have
yet to be explicitly described in a Wikipedia article. Svore
et al. (2007) explored enhancing single-document sum-
mariation using news query logs, which may also be ap-
plicable to WikiTopics.

Wikipedia’s inter-article links have been utilized to
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construct a topic ontology (Syed et al., 2008), word seg-
mentation corpora (Gabay et al., 2008), or to compute
semantic relatedness (Milne and Witten, 2008). In our
work, we found the link structure to be as useful to cluster
topically related articles as well as the article text. In fu-
ture work, the text and the link structure will be combined
as Chaudhuri et al. (2009) explored multi-view hierarchi-
cal clustering for Wikipedia articles.

6 Conclusions

We have described a pipeline for article selection, clus-
tering, and textualization in order to identify and describe
significant current events as according to Wikipedia con-
tent, and metadata. Similarly to Wikipedia editors main-
taining that site’s “current events” pages, we are con-
cerned with neatly collecting articles of daily relevance,
only automatically, and more in line with expressed user
interest (through the use of regularly updated page view
logs). We have suggested that Wikipedia’s hand-curated
articles cannot be predicted solely based on pageviews.
Clustering methods based on topic models and inter-
article link structure are shown to be useful to group
a set of articles that are coherently related to a current
event. Clustering based on only link structure achieved
comparable performance with clustering based on topic
models. In a third of cases, the sentence that best de-
scribed a current event could be extracted from the ar-
ticle text based on temporal expressions within an article.
We employed a coreference resolution system assist in
text generation, for improved readability. As future work,
sentence compression, fusion, and paraphrasing could be
applied to selected sentences with various strategies to
more succinctly summarize the current events. Our ap-
proach is language independent, and may be applied to
multi-lingual current event detection, exploiting further
the online encyclopedia’s cross-language references. Fi-
nally, we plan to leverage social media such as Twit-
ter as an additional signal, especially in cases where es-
sential descriptive information has yet to be added to a
Wikipedia article of interest.

Acknowledgments

We appreciate Domas Mituzas and Frédéric Schütz for
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Abstract

Information graphics (bar charts, line graphs,
etc.) in popular media generally have a dis-
course goal that contributes to achieving the
communicative intent of a multimodal docu-
ment. This paper presents our work on ab-
stractive summarization of line graphs. Our
methodology involves hypothesizing the in-
tended message of a line graph and using it
as the core of a summary of the graphic. This
core is then augmented with salient proposi-
tions that elaborate on the intended message.

1 Introduction

Summarization research has focused primarily on
summarizing textual documents, and until recently,
other kinds of communicative vehicles have been
largely ignored. As noted by Clark (1996), language
is more than just words — it is any signal that is
intended to convey a message. Information graph-
ics (non-pictorial graphics such as bar charts, line
graphs, etc.) in popular media such as Newsweek,
Businessweek, or newspapers, generally have a com-
municative goal or intended message. For exam-
ple, the graphic in Figure 1 is intended to convey
a changing trend in sea levels — relatively flat from
1900 to 1930 and then rising from 1930 to 2003.
Thus, using Clark’s view of language, information
graphics are a means of communication.

Research has shown that the content of informa-
tion graphics in popular media is usually not re-
peated in the text of the accompanying article (Car-
berry et al., 2006). The captions of such graphics
are also often uninformative or convey little of the

graphic’s high-level message (Elzer et al., 2005).
This contrasts with scientific documents in which
graphics are often used to visualize data, with ex-
plicit references to the graphic being used to explain
their content (e.g., “As shown in Fig. A...”). Infor-
mation graphics in popular media contribute to the
overall communicative goal of a multimodal docu-
ment and should not be ignored.

Our work is concerned with the summarization
of information graphics from popular media. Such
summaries have several major applications: 1) they
can be integrated with the summary of a multimodal
document’s text, thereby producing a richer sum-
mary of the overall document’s content; 2) they can
be stored in a digital library along with the graphic
itself and used to retrieve appropriate graphics in re-
sponse to user queries; and 3) for individuals with
sight impairments, they can be used along with a
screen reader to convey not only the text of a docu-
ment, but also the content of the document’s graph-
ics. In this paper we present our work on summariz-
ing line graphs. This builds on our previous efforts
into summarizing bar charts (Demir et al., 2008;
Elzer et al., 2011); however, line graphs have dif-
ferent messages and communicative signals than bar
charts and their continuous nature requires different
processing. In addition, a very different set of visual
features must be taken into account in deciding the
importance of including a proposition in a summary.

2 Methodology

Most summarization research has focused on ex-
tractive techniques by which segments of text are
extracted and put together to form the summary.
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Figure 1: From “Worry flows from Arctic ice to tropical
waters” in USA Today, May 31, 2006.

However, the Holy Grail of summarization work is
abstractive summarization in which the document’s
content is understood and the important concepts are
integrated into a coherent summary. For informa-
tion graphics, extractive summarization might mean
treating the text in the graphic (e.g., the caption) as if
it were document text. One could imagine perhaps
expanding this view to include selecting particular
data points or segments and constructing sentences
that convey them. Abstractive summarization, on
the other hand, requires that the high-level content
of the graphic be identified and conveyed in the sum-
mary. The goal of our work is abstractive summa-
rization. The main issues are identifying the knowl-
edge conveyed by a graphic, selecting the concepts
that should be conveyed in a summary, and integrat-
ing them into coherent natural language sentences.

As noted in the Introduction, information graphics
in popular media generally have a high-level mes-
sage that they are intended to convey. This mes-
sage constitutes the primary communicative or dis-
course goal (Grosz and Sidner, 1986) of the graphic
and captures its main contribution to the overall dis-
course goal of the entire document. However, the
graphic also includes salient features that are impor-
tant components of the graphic’s content. For exam-
ple, the graphic in Figure 1 is very jagged with sharp
fluctuations, indicating that short-term changes have
been inconsistent. Since the graphic’s intended mes-
sage represents its primary discourse goal, we con-

tend that this message should form the core or fo-
cus of the graphic’s summary. The salient features
should be used to augment the summary of the graph
and elaborate on its intended message. Thus, our
methodology consists of the following steps: 1) hy-
pothesize the graphic’s primary discourse or com-
municative goal (i.e., its intended message), 2) iden-
tify additional propositions that are salient in the
graphic, and 3) construct a natural language sum-
mary that integrates the intended message and the
additional salient propositions into a coherent text.

Section 3 presents our methodology for hypothe-
sizing a line graph’s intended message or discourse
goal. It starts with an XML representation of the
graphic that specifies the x-y coordinates of the sam-
pled pixels along the data series in the line graph, the
axes with tick marks and labels, the caption, etc.;
constructing the XML representation is the respon-
sibility of a Visual Extraction Module similar to the
one for bar charts described by Chester and Elzer
(2005). Section 4 presents our work on identifying
the additional propositions that elaborate on the in-
tended message and should be included in the sum-
mary. Section 5 discusses future work on realizing
the propositions in a natural language summary, and
Section 6 reviews related work in multimodal and
abstractive summarization.

3 Identifying a Line Graph’s Message

Research has shown that human subjects have a
strong tendency to use line graphs to portray trend
relationships, as well as a strong tendency to de-
scribe line graphs in terms of trends (Zacks and
Tversky, 1999). We analyzed a corpus of sim-
ple line graphs collected from various popular me-
dia including USA Today, Businessweek, and The
(Wilmington) News Journal, and identified a set of
10 high-level message categories that capture the
kinds of messages that are conveyed by a simple
line graph. Table 1 defines four of them. The com-
plete list can be found in (Wu et al., 2010b). Each
of these messages requires recognizing the visual
trend(s) in the depicted data. We use a support vec-
tor machine (SVM) to first segment the line graph
into a sequence of visually-distinguishable trends;
this sequence is then input into a Bayesian net-
work that reasons with evidence from the graphic
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Intention Category Description
RT: Rising-trend There is a rising trend from <param1> to <param2>.
CT: Change-trend There is a <direction2> trend from <param2> to <param3> that is signifi-

cantly different from the <direction1> trend from <param1> to <param2>.
CTR:
Change-trend-return

There is a <direction1> trend from <param3> to <param4> that is different
from the <direction2> trend between <param2> and <param3> and reflects
a return to the kind of <direction1> trend from <param1> to <param2>.

BJ: Big-jump There was a very significant sudden jump in value between <param1> and
<param2> which may or may not be sustained.

Table 1: Four categories of High Level Messages for Line Graphs

in order to recognize the graphic’s intended mes-
sage. The next two subsections outline these
steps. (Our corpus of line graphs can be found at
www.cis.udel.edu/∼carberry/Graphs/viewallgraphs.php)

3.1 Segmenting a Line Graph

A line graph can consist of many short, jagged
line segments, although a viewer of the graphic ab-
stracts from it a sequence of visually-distinguishable
trends. For example, the line graph in Figure 1 con-
sists of two trends: a relatively stable trend from
1900 to 1930 and a longer, increasing trend from
1930 to 2003. Our Graph Segmentation Module
(GSM) takes a top-down approach (Keogh et al.,
2001) to generalize the line graph into sequences of
rising, falling, and stable segments, where a segment
is a series of connected data points. The GSM starts
with the entire line graph as a single segment and
uses a learned model to recursively decide whether
each segment should be split into two subsegments;
if the decision is to split, the division is made at the
point being the greatest distance from a straight line
between the two end points of the original segment.
This process is repeated on each subsegment until
no further splits are identified. The GSM returns a
sequence of straight lines representing a linear re-
gression of the points in each subsegment, where
each straight line is presumed to capture a visually-
distinguishable trend in the original graphic.

We used Sequential Minimal Optimization (Platt,
1999) in training an SVM to make segment split-
ting decisions. We chose to use an SVM because it
works well with high-dimensional data and a rela-
tively small training set, and lessens the chance of
overfitting by using the maximum margin separat-
ing hyperplane which minimizes the worst-case gen-

eralization errors (Tan et al., 2005). 18 attributes,
falling into two categories, were used in building
the data model (Wu et al., 2010a). The first cat-
egory captures statistical tests computed from the
sampled data points in the XML representation of
the graphic; these tests estimate how different the
segment is from a linear regression (i.e., a straight
line). The second category of attributes captures
global features of the graphic. For example, one
such attribute relates the segment size to the size of
the entire graphic, based on the hypothesis that seg-
ments comprising more of the total graph may be
stronger candidates for splitting than segments that
comprise only a small portion of the graph.

Our Graph Segmentation Module was trained
on a set of 649 instances that required a split/no-
split decision. Using leave-one-out cross validation,
in which one instance is used for testing and the
other 648 instances are used for training, our model
achieved an overall accuracy rate of 88.29%.

3.2 A Bayesian Recognition System
Once the line graph has been converted into
a sequence of visually-distinguishable trends, a
Bayesian network is built that captures the possible
intended messages for the graphic and the evidence
for or against each message. We adopted a Bayesian
network because it weighs different pieces of evi-
dence and assigns a probability to each candidate
intended message. The next subsections briefly out-
line the Bayesian network and its evaluation; details
can be found in (Wu et al., 2010b).

Structure of the Bayesian Network Figure 2
shows a portion of the Bayesian network constructed
for Figure 1. The top-level node in our Bayesian net-
work represents all of the high-level message cat-
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Figure 2: A portion of the Bayesian network

egories. Each of these possible non-parameterized
message categories is repeated as a child of the
top-level node; this is purely for ease of repre-
sentation. Up to this point, the Bayesian net-
work is a static structure with conditional proba-
bility tables capturing the a priori probability of
each category of intended message. When given
a line graph to analyze, an extension of this net-
work is built dynamically according to the partic-
ulars of the graph itself. Candidate (concrete) in-
tended messages, having actual instantiated param-
eters, appear beneath the high-level message cat-
egory nodes. These candidates are introduced by
a Suggestion Generation Module; it dynamically
constructs all possible intended messages with con-
crete parameters using the visually-distinguishable
trends (rising, falling, or stable) identified by the
Graph Segmentation Module. For example, for each
visually-distinguishable trend, a Rising, Falling, or
Stable trend message is suggested; similary, for each
sequence of two visually-distinguishable trends, a
Change-trend message is suggested. For the graphic
in Figure 1, six candidate messages will be gener-
ated, including RT(1930, 2003), CT(1900, stable,
1930, rise, 2003) and BJ(1930, 2003) (see Table 1).

Entering Evidence into the Bayesian Network
Just as listeners use evidence to identify the intended
meaning of a speaker’s utterance, so also must a
viewer use evidence to recognize a graphic’s in-
tended message. The evidence for or against each

of the candidate intended messages must be entered
into the Bayesian network. We identified three kinds
of evidence that are used in line graphs: attention-
getting devices explicitly added by the graphic de-
signer (e.g., the annotation of a point with its value),
aspects of a graphic that are perceptually-salient
(e.g., the slope of a segment), and clues that sug-
gest the general message category (e.g., a verb [or
noun derived from a verb such as rebound] in the
caption which might indicate a Change-trend mes-
sage). The first two kinds of evidence are attached
to the Bayesian network as children of each candi-
date message node, such as the child nodes of “CT-
Suggestion-1” in Figure 2. The third kind of evi-
dence is attached to the top level node as child nodes
named “Verb in Caption Evidence” and “Adjective
in Caption Evidence” in Figure 2.

Bayesian Network Inference We evaluated the
performance of our system for recognizing a line
graph’s intended message on a corpus of 215 line
graphs using leave-one-out cross validation in which
one graph is held out as a test graph and the con-
ditional probability tables for the Bayesian network
are computed from the other 214 graphs. Our sys-
tem recognized the correct intended message with
the correct parameters for 157 line graphs, resulting
in a 73.36% overall accuracy rate.

4 Identifying Elaborative Propositions

Once the intended message has been determined,
the next step is to identify additional important
informational propositions1 conveyed by the line
graph which should be included in the summary.
To accomplish this, we collected data to determine
what kinds of propositions in what situations were
deemed most important by human subjects, and de-
veloped rules designed to make similar assessments
based on the graphic’s intended message and visual
features present in the graphic.

4.1 Collecting Data from Human Subjects

Participants in our study were given 23 different line
graphs. With each graph, the subjects were provided

1We define a “proposition” as a logical representation de-
scribing a relationship between one or more concepts, while a
“sentence” is a surface form realizing one or more propositions.
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Figure 3: From “This Cable Outfit Is Getting Tuned In”
in Businessweek magazine, Oct 4, 1999.

with an initial sentence describing the overall in-
tended message of the graphic. The subjects were
asked to add additional sentences so that the com-
pleted summary captured the most important infor-
mation conveyed by the graphic. The graphs were
presented to the subjects in different orders, and the
subjects completed as many graphs as they wanted
during the one hour study session. The set covered
the eight most prevalent of our intended message
categories and a variety of visual features. Roughly
half of the graphs were real-world examples from
the corpus used to train the Bayesian network in
Section 3.2, (e.g., Figure 3), with the others created
specifically to fill a gap in the coverage of intended
messages and visual features.

We collected a total of 998 summaries written by
69 human subjects for the 23 different line graphs.
The number of summaries we received per graph
ranged from 37 to 50. Most of the summaries were
between one and four sentences long, in addition to
the initial sentence (capturing the graphic’s intended
message) that was provided for each graph. A rep-
resentative sample summary collected for the line
graph shown in Figure 3 is as follows, with the initial
sentence provided to the study participants in italics:

This line graph shows a big jump in Blon-
der Tongue Laboratories stock price in
August ’99. The graph has many peaks

and valleys between March 26th 1999 to
August ’99 but maintains an average stock
price of around 6 dollars. However, in Au-
gust ’99 the stock price jumps sharply to
around 10 dollars before dropping quickly
to around 9 dollars by September 21st.

4.2 Extracting & Weighting Propositions
The data collected during the study was analyzed by
a human annotator who manually coded the propo-
sitions that appeared in each individual summary in
order to determine, for each graphic, which proposi-
tions were used and how often. For example, the set
of propositions coded in the sample summary from
Section 4.1 were:

• volatile(26Mar99, Aug99)
• average val(26Mar99, Aug99, $6)
• jump 1(Aug99, $10)
• steep(jump 1)
• decrease 1(Aug99, $10, 21Sep99, $9)
• steep(decrease 1)

From this information, we formulated a set of
rules governing the use of each proposition accord-
ing to the intended message category and various
visual features. Our intuition was that by finding
and exploiting a correlation between the intended
message category and/or certain visual features and
the propositions appearing most often in the human-
written summaries, our system could use these in-
dicators to determine which propositions are most
salient in new graphs. Our rules assign a weight
to each proposition in the situation captured by the
rule; these weights are based on the relative fre-
quency of the proposition being used in summaries
reflecting similar situations in our corpus study. The
rules are organized into three types:

1. Message Category-only (M):
IF M = m THEN select P with weight w1

2. Visual Feature-only (V):
IF V = v THEN select P with weight w2

3. Message Category + Visual Feature:
IF M = m and V = v

THEN select P with weight w2

We constructed type 1 (Message Category-only)
rules when a plurality of human-written summaries
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in our corpus for all line graphs belonging to a
given message category contain the proposition. A
weight was assigned according to the frequency with
which the proposition was included. This weighting,
shown in Equation 1, is based on the proportion of
summaries for each line graph in the corpus having
intended message m and containing proposition P.

w1 =
n∏

i=1

Pi

Si
(1)

In this equation, n is the number of line graphs in
this intended message category, Si is the total num-
ber of summaries for a particular line graph with this
intended message category, and Pi is the number of
these summaries that contain the proposition.

Intuitively, a proposition appearing in all sum-
maries for all graphs in a given message category
will have a weight of 1.0, while a proposition which
never appears will have a weight of zero. How-
ever, a proposition appearing in all summaries for
half of the graphs in a category, and rarely for the
other half of the graphs in that category, will have a
much lower weight than one which appears in half
of the summaries for all the graphs in that category,
even though the overall frequencies could be equal
for both. In this case, the message category is an
insufficient signal, and it is likely that the former
proposition is more highly correlated to some par-
ticular visual feature than to the message category.

Weights for type 2 and type 3 rules (Visual
Feature-only and Message Category + Visual Fea-
ture) are slightly more complicated in that they in-
volve a measure of degree for the associated visual
feature rather than simply its presence. The defini-
tion of this measure varies depending on the nature
of the visual feature (e.g., steepness of a trend line,
volatility), but all such measures range from zero to
one. Additionally, since the impact of a visual fea-
ture is a matter of degree, the weighting cannot rely
on a simple proportion of summaries containing the
proposition as in type 1 rules. Instead, it is neces-
sary to find the covariance between the magnitude of
the visual feature (|v|) and how frequently the corre-
sponding proposition is used (P

S ) in the corpus sum-
maries for the n graphs having this visual feature, as

shown in Equation 2.

Cov(|v|, P

S
) =[(∑n

i=1 |vi|
n

∑n
i=1

Pi
Si

n

)
−
∑n

i=1 |vi|Pi
Si

n

] (2)

Then for a particular graphic whose magnitude for
this feature is |v|, we compute the weight w2 for the
proposition P as shown in Equation 3.

w2 = |v| ∗ Cov(|v|, P

S
) (3)

This way, the stronger a certain visual feature is in a
given line graph, the higher the weight for the asso-
ciated proposition.

Type 3 rules (Message Category + Visual Fea-
ture) differ only from type 2 rules in that they are
restricted to a particular intended message category,
rather than any line graph having the visual feature
in question. For example, a proposition compar-
ing the slope of two trends may be appropriate for
a graph in the Change-trend message category, but
does not make sense for a line graph with only a sin-
gle trend (e.g., Rising-trend).

Once all propositions have been extracted and
ranked, these weights are passed along to a graph-
based content selection framework (Demir et al.,
2010) that iteratively selects for inclusion in the ini-
tial summary those propositions which provide the
best coverage of the highest-ranked information.

4.3 Sample Rule Application
Figures 1 and 4 consist of two different line graphs
with the same intended message category: Change-
trend. Figure 1 shows a stable trend in annual sea
level difference from 1900 to 1930, followed by a
rising trend through 2003, while Figure 4 shows a
rising trend in Durango sales from 1997 to 1999,
followed by a falling trend through 2006. Proposi-
tions associated with type 1 rules will have the same
weights for both graphs, but propositions related to
visual features may have different weights. For ex-
ample, the graph in Figure 1 is far more volatile than
the graph in Figure 4. Thus, the type 2 rule associ-
ated with volatility will have a very high weight for
the graph in Figure 1 and will almost certainly be in-
cluded in the initial summary of that line graph (e.g.,
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Figure 4: From “Chrysler: Plant had $800 million im-
pact” in The (Wilmington) News Journal, Feb 15, 2007.

“The values vary a lot...”, “The trend is unstable...”),
possibly displacing a type 1 proposition that would
still appear in the summary for the graph in Figure 4.

5 Future Work

Once the propositions that should be included in the
summary have been selected, they must be coher-
ently organized and realized as natural language sen-
tences. We anticipate using the FUF/SURGE sur-
face realizer (Elhadad and Robin, 1996); our col-
lected corpus of line graph summaries provides a
large set of real-world expressions to draw from
when crafting the surface realization forms our sys-
tem will produce for the final-output summaries.
Our summarization methodology must also be eval-
uated. In particular, we must evaluate the rules for
identifying the additional informational propositions
that are used to elaborate the overall intended mes-
sage, and the quality of the summaries both in terms
of content and coherence.

6 Related Work

Image summarization has focused on constructing a
smaller image that contains the important content of
a larger image (Shi et al., 2009), selecting a set of
representative images that summarize a collection
of images (Baratis et al., 2008), or constructing a
new diagram that summarizes one or more diagrams
(Futrelle, 1999). However, all of these efforts pro-
duce an image as the end product, not a textual sum-
mary of the content of the image(s).

Ferres et al. (2007) developed a system for con-
veying graphs to blind users, but it generates the
same basic information for each instance of a graph
type (e.g., line graphs) regardless of the individual

graph’s specific characteristics. Efforts toward sum-
marizing multimodal documents containing graph-
ics have included naı̈ve approaches relying on cap-
tions and direct references to the image in the text
(Bhatia et al., 2009), while content-based image
analysis and NLP techniques are being combined for
multimodal document indexing and retrieval in the
medical domain (Névéol et al., 2009).

Jing and McKeown (1999) approached abstrac-
tive summarization as a text-to-text generation task,
modifying sentences from the original document via
editing and rewriting. There have been some at-
tempts to do abstractive summarization from seman-
tic models, but most of it has focused on text docu-
ments (Rau et al., 1989; Reimer and Hahn, 1988),
though Alexandersson (2003) used abstraction and
semantic modeling for speech-to-speech translation
and multilingual summary generation.

7 Discussion

Information graphics play an important communica-
tive role in popular media and cannot be ignored.
We have presented our methodology for construct-
ing a summary of a line graph. Our method is ab-
stractive, in that we identify the important high-level
knowledge conveyed by a graphic and capture it in
propositions to be realized in novel, coherent natu-
ral language sentences. The resulting summary can
be integrated with a summary of the document’s text
to produce a rich summary of the entire multimodal
document. In addition, the graphic’s summary can
be used along with a screen reader to provide sight-
impaired users with full access to the knowledge
conveyed by multimodal documents.
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Abstract

Unsupervised approaches to multi-document
summarization consist of two steps: find-
ing a content model of the documents to be
summarized, and then generating a summary
that best represents the most salient informa-
tion of the documents. In this paper, we
present a sentence selection objective for ex-
tractive summarization in which sentences are
penalized for containing content that is spe-
cific to the documents they were extracted
from. We modify an existing system, HIER-
SUM (Haghighi & Vanderwende, 2009), to use
our objective, which significantly outperforms
the original HIERSUM in pairwise user eval-
uation. Additionally, our ROUGE scores ad-
vance the current state-of-the-art for both su-
pervised and unsupervised systems with sta-
tistical significance.

1 Introduction

Multi-document summarization is the task of gener-
ating a single summary from a set of documents that
are related to a single topic. Summaries should con-
tain information that is relevant to the main ideas of
the entire document set, and should not contain in-
formation that is too specific to any one document.
For example, a summary of multiple news articles
about the Star Wars movies could contain the words
“Lucas ”and “Jedi”, but should not contain the name
of a fan who was interviewed in one article. Most
approaches to this problem generate summaries ex-
tractively, selecting whole or partial sentences from
the original text, then attempting to piece them to-
gether in a coherent manner. Extracted text is se-

lected based on its relevance to the main ideas of the
document set. Summaries can be evaluated manu-
ally, or with automatic metrics such as ROUGE (Lin,
2004).

The use of structured probabilistic topic models
has made it possible to represent document set con-
tent with increasing complexity (Daumé & Marcu,
2006; Tang et al., 2009; Celikyilmaz & Hakkani-
Tur, 2010). Haghighi and Vanderwende (2009)
demonstrated that these models can improve the
quality of generic multi-document summaries over
simpler surface models. Their most complex hier-
archial model improves summary content by teasing
out the words that are not general enough to repre-
sent the document set as a whole. Once those words
are no longer included in the content word distri-
bution, they are implicitly less likely to appear in
the extracted summary as well. But this objective
does not sufficiently keep document-specific content
from appearing in multi-document summaries.

In this paper, we present a selection objective that
explicitly excludes document-specific content. We
re-implement the HIERSUM system from Haghighi
and Vanderwende (2009), and show that using our
objective dramatically improves the content of ex-
tracted summaries.

2 Modeling Content

The easiest way to model document content is to find
a probability distribution of all unigrams that appear
in the original documents. The highest frequency
words (after removing stop words) have a high like-
lihood of appearing in human-authored summaries
(Nenkova & Vanderwende, 2005). However, the raw
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Figure 1: The graphical model for HIERSUM (Haghighi
& Vanderwende, 2009).

unigram distribution may contain words that appear
frequently in one document, but do not reflect the
content of the document set as a whole.

Probabilistic topic models provide a more prin-
cipled approach to finding a distribution of content
words. This idea was first presented by Daumé
and Marcu (2006) for their BAYESUM system for
query-focused summarization, and later adapted for
non-query summarization in the TOPICSUM system
by Haghighi and Vanderwende (2009). 1 In these
systems, each word from the original documents is
drawn from one of three vocabulary distributions.
The first, φb, is the background distribution of gen-
eral English words. The second, φd, contains vo-
cabulary that is specific to that one document. And
the third, φc, is the distribution of content words for
that document set, and contains relevant words that
should appear in the generated summary.

HIERSUM (Haghighi & Vanderwende, 2009)
adds more structure to TOPICSUM by further split-
ting the content distribution into multiple sub-topics.
The content words in each sentence can be gener-
ated by either the general content topic or the con-
tent sub-topic for that sentence, and the words from
the general content distribution are considered when
building the summary.

1The original BAYESUM can also be used without a query,
in which case, BAYESUM and TOPICSUM are the exact same
model.

3 KL Selection

The KL-divergence between two unigram word dis-
tributions P and Q is given by KL(P ||Q) =∑

w P (w) log P (w)
Q(w) . This quantity is used for sum-

mary sentence selection in several systems includ-
ing Lerman and McDonald (2009) and Haghighi
and Vanderwende (2009), and was used as a feature
in the discrimitive sentence ranking of Daumé and
Marcu (2006).

TOPICSUM and HIERSUM use the following KL
objective, which finds S∗, the summary that min-
imizes the KL-divergence between the estimated
content distribution φc and the summary word dis-
tribution PS:

S∗ = min
S:|S|≤L

KL(φc||PS)

A greedy approximation is used to find S∗. Start-
ing with an empty summary, sentences are greedily
added to the summary one at a time until the sum-
mary has reached the maximum word limit, L. The
values of PS are smoothed uniformly in order to en-
sure finite values of KL(φc||PS).

4 Why Document-Specific Words are a
Problem

The KL selection objective effectively ensures the
presence of highly weighted content words in the
generated summary. But it is asymmetric in that it
allows a high proportion of words in the summary
to be words that appear infrequently, or not at all,
in the content word distribution. This asymmetry
is the reason why the KL selection metric does not
sufficiently keep document-specific words out of the
generated summary.

Consider what happens when a document-specific
word is included in summary S. Assume that the
word wi does not appear (has zero probability) in
the content word distribution φc, but does appear in
the document-specific distribution φd for document
d. Then wi appearing in S has very little impact
on KL(φc||PS) =

∑
j φc(wj) log φc(wj)

PS(wj)
because

φc(wi) = 0. There will be a slight impact because
the presence of the wordwi in S will cause the prob-
ability of other words in the summary to be sligntly
smaller. But in a summary of length 250 words (the
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length used for the DUC summarization task) the
difference is negligible.

The reason why we do not simply substitute
a symmetrical metric for comparing distributions
(e.g., Information Radius) is because we want the se-
lection objective to disprefer only document-specific
words. Specifically, the selection objective should
not disprefer background English vocabulary.

5 KL(c)-KL(d) Selection

In contrast to the KL selection objective, our ob-
jective measures the similarity of both content and
document-specific word distributions to the ex-
tracted summary sentences. We combine these mea-
sures linearly:

S∗ = min
S:|S|≤L

KL(φc||PS)−KL(φd||PS)

Our objective can be understood in comparison
to the MMR criterion by (Carbonell & Goldstein,
1998), which also utilizes a linear metric in order to
maximize informativeness of summaries while min-
imizing some unwanted quality of the extracted sen-
tences (in their case, redundancy). In contrast, our
criterion utilizes information about what kind of in-
formation should not be included in the summary,
which to our knowledge has not been done in previ-
ous summarization systems.2

For comparison to the previous KL objective, we
also use a greedy approximation for S∗. However,
because we are extracting sentences from many doc-
uments, the distribution φd is actually several distri-
butions, a separate distribution for each document
in the document set. The implementation we used
in our experiments is that, as we consider a sen-
tence s to be added to the previously selected sen-
tences S, we set φd to be the document-specific
distribution of the document that s has been ex-
tracted from. So each time we add a sentence to
the summary, we find the sentence that minimizes
KL(φc||PS∪s)−KL(φd(s)||PS∪s). Another imple-
mentation we tried was combining all of the φd dis-
tributions into one distribution, but we did not notice
any difference in the extracted summaries.

2A few anonymous reviewers asked if we tried to optimize
the value of λ for KL(φc||PS) − λKL(φd||PS). The answer
is yes, but optimizing λ to maximize ROUGE results in sum-
maries that are perceptibly worse, and manually tuning λ did
not seem to produce any benefit.

6 Evaluation

6.1 Data

We developed our sentence selection objective us-
ing data from the Document Understanding Con-
ference3 (DUC) 2006 summarization task, and used
data from DUC 2007 task for evaluations. In these
tasks, the system is given a set of 25 news arti-
cles related to an event or topic, and needs to gen-
erate a summary of under 250 words from those
documents.4 For each document set, four human-
authored summaries are provided for use with eval-
uations. The DUC 2006 data has 50 document sets,
and the DUC 2007 data has 45 document sets.

6.2 Automatic Evaluation

Systems are automatically evalatued using ROUGE
(Lin, 2004), which has good correlation with hu-
man judgments of summary content. ROUGE com-
pares n-gram recall between system-generated sum-
maries, and human-authored reference summaries.
The first two metrics we compare are unigram and
bigram recall, R-1 and R-2, respectively. The last
metric, R-SU4, measures recall of skip-4 bigrams,
which may skip one or two words in between the
two words to be measured. We set ROUGE to stem
both the system and reference summaries, scale our
results by 102 and present scores with and without
stopwords removed.

The ROUGE scores of the original HIERSUM sys-
tem are given in the first row of table 1, followed
by the scores of HIERSUM using our KL(c-d) se-
lection. The KL(c-d) selection outperforms the KL
selection in each of the ROUGE metrics shown. In
fact, these results are statistically significant over
the baseline KL selection for all but the unigram
metrics (R-1 with and without stopwords). These
results show that our KL(c-d) selection yields sig-
nificant improvements in terms of ROUGE perfor-
mance, since having fewer irrelevant words in the
summaries leaves room for words that are more rel-
evant to the content topic, and therefore more likely
to appear in the reference summaries.

The last two rows of table 1 show the scores
of two recent state-of-the-art multi-document sum-

3http://duc.nist.gov/
4Some DUC summarization tasks also provide a query or

focus for the summary, but we ignore these in this work.
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System ROUGE w/o stopwords ROUGE w/ stopwords
R-1 R-2 R-SU4 R-1 R-2 R-SU4

HIERSUM w/ KL 34.6 7.3 10.4 43.1 9.7 15.3
HIERSUM w/ KL(c)-KL(d) 35.6 9.9 12.8 43.2 11.6 16.6
PYTHY 35.7 8.9 12.1 42.6 11.9 16.8
HYBHSUM 35.1 8.3 11.8 45.6 11.4 17.2

Table 1: ROUGE scores on the DUC 2007 document sets. The first two rows compare the results of the unigram
HIERSUM system with its original and our improved selection metrics. Bolded scores represent where our system has
a significant improvement over the orignal HIERSUM. For further comparison, the last two rows show the ROUGE
scores of two other state-of-the-art multi-document summarization systems (Toutanova et al., 2007; Celikyilmaz &
Hakkani-Tur, 2010). See section 6.2 for more details.

marization systems. Both of these systems se-
lect sentences discriminatively on many features
in order to maximize ROUGE scores. The first,
PYTHY (Toutanova et al., 2007), trains on dozens
of sentence-level features, such as n-gram and skip-
gram frequency, named entities, sentence length and
position, and also utilizes sentence compression.
The second, HYBHSUM (Celikyilmaz & Hakkani-
Tur, 2010), uses a nested Chinese restaurant process
(Blei et al., 2004) to model a hierarchical content
distribution with more complexity than HIERSUM,
and uses a regression model to predict scores for new
sentences.

For both of these systems, our summaries are sig-
nificantly better for R-2 and R-SU4 without stop-
words, and comparable in all other metrics.5 These
results show that our selection objective can make
a simple unsupervised model competitive with more
complicated supervised models.

6.3 Manual Evaluation

For manual evaluation, we performed a pairwise
comparison of summaries generated by HIERSUM

with both the original and our modified sentence se-
lection objective. Users were given the two sum-
maries to compare, plus a human-generated refer-
ence summary. The order that the summaries ap-
peared in was random. We asked users to select
which summary was better for the following ques-

5Haghighi and Vanderwende (2009) presented a version of
HIERSUM that models documents as a bag of bigrams, and pro-
vides results comparable to PYTHY. However, the bigram HI-
ERSUM model does not find consistent bags of bigrams.

System Q1 Q2 Q3 Q4
HIERSUM w/ KL 29 36 31 36
. . . w/ KL(c)-KL(d) 58 51 56 51

Table 2: Results of manual evaluation. Our criterion out-
performs the original HIERSUM for all attributes, and is
significantly better for Q1 and Q3. See section 6.3 for
details.

tions:6

Q1 Which was better in terms of overall content?

Q2 Which summary had less repetition?

Q3 Which summary was more coherent?

Q4 Which summary had better focus?

We took 87 pairwise preferences from participants
over Mechanical Turk.7 The results of our evalu-
ation are shown in table 2. For all attributes, our
criterion performs better than the original HIERSUM

selection criterion, and our results for Q1 and Q3 are
significantly better as determined by Fisher sign test
(two-tailed P value < 0.01).

These results confirm that our objective noticably
improves the content of extractive summaries by se-
lecting sentences that contain less document-specific

6These are based on the manual evaluation questions from
DUC 2007, and are the same questions asked in Haghighi and
Vanderwende (2009).

7In order to ensure quality results, we asked participants to
write a sentence on why they selected their preference for each
question. We also monitored the time taken to complete each
comparison. Overall, we rejected about 25% of responses we
received, which is similar to the percentage of responses re-
jected by Gillick and Liu (2010).
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information. This leaves more room in the summary
for content that is relevant to the main idea of the
document set (Q1) and keeps out content that is not
relevant (Q4). Additionally, although neither crite-
rion explicitly addresses coherence, we found that a
significant proportion of users found our summaries
to be more coherent (Q3). We believe this may be
the case because the presence of document-specific
information can distract from the main ideas of the
summary, and make it less likely that the extracted
sentences will flow together.

There is no immediate explanation for why users
found our our summaries less repetitive (Q2), since
if anything the narrowing of topics due to the neg-
ative KL(φd||PS) term should make for more rep-
etition. We currently hypothesize that the improved
score is simply a spillover from the general improve-
ment in document quality.

7 Conclusion

We have described a new objective for sentence se-
lection in extractive multi-document summarization,
which is different in that it explicitly gives negative
weight to sentences that contain document-specific
words. Our objective significantly improves the per-
formance of an existing summarization system, and
improves on current best ROUGE scores with sig-
nificance.

We have observed that while the content in our
extracted summaries is often comparable to the con-
tent in human-written summaries, the extracted sum-
maries are still far weaker in terms of coherence and
repetition. Even though our objective significantly
improves coherence, more sophisticated methods of
decoding are still needed to produce readable sum-
maries. These problems could be addressed through
further refinement of the selection objective, through
simplification or compression of selected sentences,
and through improving the coherence of generated
summaries.
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