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Abstract

We present a novel spelling correction
method for those languages that have
no delimniter between words, such as
Japancse, Chinese, and Thai. It con-
sists of an approximate word match-
mg method and an N-best word seg-
mentation algorithm using a statistical
language model. Tor OCR errors, the
proposed word-based correction mcethod
outperforms the conventional character-
based correction method.  When the
bascline character recognition accuracy
is 90%, 1t achicves 96.0% character
recognition accuracy and 96.3% word
segmentation accuracy, while the char-
acter recognition accuracy of character-
based correction is 93.3%.

1 Introduction

Automatic spelling correction rescarch dates back
i the 1960s. loday, there are some exeellent
academic and commercial spell checkers available
for English (Kukich, 1992). However, for those
languages that have a different morphology and
writing system [rom Lnglish, spelling correction
remains one of the significant unsolved research
problems in computational linguistics.

The basic strategy for English spelling correc-
tion 18 sitple: Word boundaries are defined by
white space characters. Il the tokenized string is
not found in the dictionary, it 1s either a non-
word or an unknown word. For a non-word,
correction candidates are generated by approxi-
mately matching the string with the dictionary,
using context-independent word distance mea-
sures such as edit distance (Wagner and Pischer,
1974; Kernighan et al., 1990).

It is impossible to apply these “isolated word
error correction” techniques to Japanese in two
reasons: Iirst, in noisy texts, word tokenization
is diflicult because there arc no delimiters be-
tween words. Sccond, context-independent word
distance measures arc uscless because the average
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word length is very short (< 2), and the character
sct s huge (> 3000). There are a large numnber of
one odit distance neighbors for a Japanecse word.

In Einglish spelling correction, “word bound-
ary problem”, such as splits (forgot — for gol)
and run-ons (in for — dnform), and “short word
problem” (ol — on, or, of, at, it, to, etc.) are
also known to be very difficult. Context infor-
mation, such as word N-gran, is used to sup-
plemnent the underlying context-independent cor-
rection for these problematic examples (Gale and
Churely, 1990; Mays et al., 1991). "T'o the contrary,
Japanese spelling correction must be essentially
context-dependent, because Japanese sentence is,
as it were, a run-on scquence of short words, pos-
sibly including some typos, something like ({for-
golobinformyou — 1 forgot to inforin you).

In this paper, we present a novel approach for
spelling correction, which is suitable for those lan-
guages that have no delimiter between words, such
as Japanesc. [t consists ol two stages: I'irst,
all substrings in the input sentence are hypoth-
esized as words, and those words that approxi-
mately matched with the substrings are retrieved
from the dictionary as well as those that exactly
matched. Based on the statistical language model,
the N-best word sequences are then sclected as
correction candidates from all corubinations ol ex-
actly and approximately matched words. I'ig-
ure 1 illustrates this approach. Out ol the hst
of character recognition candidates for the input
sentence “H LIAL RIS HBEFHETLAT S, 7,
which means “to fill out the necessary items in the
application [orm.” | the system searches the combi-
nation of exactly matched words (solid boxes) and
approximately matched words (dashed boxes) ',

The major contribution ol this paper is its
solutions of the word boundary problem and
short word problem in Japanese spelling correc
tion. By introducing a statistical model of word

YOCR output tends to be very noisy, especially for
hand writing. To compensate [or this behavior, OQCRs
usually output an ordered list of the best N characters.
The list of the candidates for an input string is called
character matrix.
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IMigure 1: Possible Cobinations of Lxactly and Approximately Malched Words

length and spelling, the proposed systerm accu-
rately places word boundaries in noisy texts that
melude non-words and unknown words. By using
the character-based context model, it accurately
sclects correction candidates for short words fromwn
the large nuber of approximately matclied words
with the same edit distance,

The goal of our project 1s to unplement an inter-

active word corrector for a handwritten FAX-OCR,

systemi. We are especially interested in texts that
include addresses, namies, and messages, such as
order forws, questionnaires, and telegraph.

2 Noisy Channel Model for
Character Recognition

Pirst, we formulate the spelling correctton ol OCR
errors in tlie noisy channel paradigm. Let, ¢/ rep
resent the input string and X represent the QOCR,
output string. 'inding the most probable string ¢
given the OCR outpul. X amounts to maximizing
the function P{X |} P(C),

¢! = arg max P(C1X) = argmax P(X|C)P(C) (1)
C «

Because Bayes’ rule states that,

_ PO P(e) g

P(CIX) Y

(393

P2(C) s called the language model. 1t s com-
puted from the training corpus.  Let us call
P(XN]C) the OCR model. 1t can be computed
frotn the a priori likelihood estimates lor individ
ual characters,

POXIC) = [ Pesden

=1

(3
where nis thie string length. Pa;]e;) is called

the confusion matrix ol characters. [t is tramed
using the mput and output strings of the OCR..
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The conlusion matrix is highly dependent on
the character recognition algorithm and the qual
ity of the input document. It is a labor intensive
task to prepare a confusion malris for cacl char-
acter recognition systemn, since Japanese has more
than 3,000 characters. T'herefore, we used a sim-
ple OCR. model where the confusion matrix is ap-
proximated by the correct character distribution
aver the rank of the candidates. We asswne that
the rank order distribution of the correct charac-
ters i1s o geometrie distribution whose parameter
is the accuracy of the first candidate.

Let ¢; be the 4-th character in the input string,
a5 be the j-th candidate lor ¢;, and p be the prob-
ability that the livst candidate is correct. ‘Lhe con-
{uston probability #(a;;]e;) is approximated as,

(4)

Paglei)y = Play is correct) &2 p(t - p)* 7t

liguation (4) alms to approximate the accuracy
ol the first candidate and the tendency that the
reliability of the candidate decrcagses abruptly as
its rank increases. For exatuple, if the recognition
accuracy ol the first candidate pis 0.75, we will as-
sign the probability of the first, sccond, and third
candidates to 0.75, 0.19, and 0.05, respectively,
regiardiess of the mput and outpul characters.

One of the benefils of using a simple OCR
model 18 that the spelling correction systent be-
commes highly independent of the underlying OCR
characteristics. Obviously, a more sophisticated
OCR model would imiprove error correction per-
formance, but even this simple OCR model works
(airly well in our experiments 2.

20ne of the practical reasons for using the geomel-
ric distribution is that we used the confusion matrix
fur tmplementing the OCR simulator. We feel it s
nnfair to use the same confusion matrix both for error
generation and error correction.



3 Word Segmentation Algorithm
3.1 Statistical Language Model

I'or the language model in Equation (1), we used
the part of speech trigram model (POS trigram or
2nd-order HMM). It is used as tagging model in
English (Church, 1988; Cutting et al., 1992) and
morphological analysis model (word segmentation
and tagging) in Japanese (Nagata, 1994).

Let the input character sequence be ¢ =
C1¢y ... Gy, We approximate P(C) by P(W,1),
the joint probability of word sequence W =
unws ... wy, and part of speech sequence T =
tily .. by P(W,T) is then approximated by the
product of parts of specch trigram probabilities
P(t;|t;—4,t;—1) and word output probabilitics for
given part of speech P(w;]t;),

P(C) = PW,T) = [ | P(tltica, ti 1) Plwilts)  (5)

Pti|ti—n, tioqy) and P(w;|t;) are cstimated by
commputing the relative frequencies of the corre-

sponding events in training corpus .

3.2 Forward-DP Backward-A* Algorithm

Using the language model (5}, Japanese morpho-
logical analysis can be defined as finding the sct
of word segmentation and parts of speech (W, 1)
that maximizes the joint probability of word se-
quence and tag sequence P(W,1").

(W, 1) = arg max pPw,T) (6)

This maximization search can be efficiently im-
plemented by using the forward-DP backward-A*
algorithm (Nagata, 1994). Tt is a natural exten-
sion of the Viterbi algorithm (Church, 1988; Cut-
ting et al., 1992) for those languages that do not
have delimiters between words, and it can gener-
ate N-best mnorphological analysis hypothescs, like
tree-trellis search (Soong and Huang, 1991).

The algorithm consists of a forward dynamic
programming search and a backward A* search.
The forward secarch starts from the beginning of
the input sentence, and proceeds character by
character. At each point in the sentence, it looks
up the combination of the best partial parses end-
ing at the point and word hypotheses starting at
the point. If the connection between a partial
parse and a word hypothesis is allowed by the lan-
guage model, that is, the corresponding part of
speech trigram probability is positive, a new con-
tinuation parse is made and registered in the best
partial path table. or example, at point 4 in Fig-
ure 1, the final word of the partial parses ending at
4 are B LiA%L (Capplication’), R3A# (‘prospect’),

3 As a word segmentation model, the advantage of

the POS trigram model is that it can be trained using
a smaller corpus, than the word bigram model.
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and 1A% ("inclusive’), while the word hypothe-
ses starting at 4 are HI#E ("form’), @ (’same’), A
('moon’), and M (’circle’).

In the backward A* search, we consider a par-
tial parse recorded in the best partial path table as
a state in A* search. The backward search starts
at the end of the input sentence; and backtracks
to the beginning of the sentence. Since the prob-
abilities of the best possible remaining paths are
exactly known by the forward search, the back-
ward search is admissible.

We made two extensions to the original forward-
DP backward-A* algorithin to handle OCR out-
puts. First, it retrieves all words in the dictionary
that match the strings which consist of a combina-
tion of the characters in the matrix. Second, the
path probability 1s changed to the product of the
language model probability and the OCR model
probability, so as to get the most likely character
sequence, according to Fquation (1).

4 Word Model for Non-Words and
Unknown Words

The identification of non-words and unknown
words is a key to implement Japanese spelling cor-
rector, because word identification error severely
affects the segmentation of neighboring words.

We take the following approach for this word
boundary problem. We first hypothesize all sub-
strings in the input sentence as words, and assign
a reasonable non-zero probability. Por example,
at point 7 in Figure 1, other than the exactly and
approximately matched words starting at 7 such
as ME (‘necessary’), %7 (‘necessarily’), and #h
(’pond’), we hypothesize the substrings %, %3,
PEEE MEEHIA ... as words. We then locate the
most likely word boundaries using the forward-
DP backward-A* algorithm, taking into account
the entire sentence.

We use a statistical word model to assign a
probability to each substring (Nagata, 1996). It
is defined as the joint probability of the character
sequence if 1t 18 an unknown word. Without loss
of generality, we can write,

P(w;|[<UNK>) = P(c1 ... cx|<UNK>)
= P(k)P(cr ... culk) (7)
where ¢1 ... ¢p is the character sequence of length
k that constitutes word w;. We call P(k) the
word length model, and P(ey . .. exlk) the spelling
model,
We assume that word length probability P(k)

obeys a Poisson distribution whose parameter is
the average word length A,

Qo oy (8)
O ¢

This means that we think word length is the in-

terval between hidden word boundary markers,

which are randomly placed where the average in-

terval equals the average word length. Although

Pk) =



this word length model s very simple, it plays a
key role in making the word segientation algo-
rithin robust.

We approximate the spelling probability given
word length P(e; ... ¢x|k) by the word-based char-
acter trigram model, regardless of word length.
Since there are more than 3,000 characters in
Japanese, the amount of training data would be
too small if we divided them by word length.

Pler...ex)y = Plal#, #)P(c2ldt, e1)
k
H Pleileicacioa YP(#E er—1, ek ) (9)
r=3

where “JF” indicates the word houndary marker.

Note that the word-based character trigram
model is different from the sentence-based char-
acter trigram model. The former is estimated
[romn the corpus which is segmented into words. 1t
assigns large probabilities to character sequences
that appcar within a word, and siall probabilitics
to those that appear across word boundaries.

5 Approximate Match for
Correction Candidates

As described belore, we hypothiesize all substrings
in the input sentence as words, and retrieve ap-
proximately matched words frowm the dictionary
as correction candidates. lor a word hypoth-
csis, correction candidates are gencrated based
on the minimum edit distance technique (Wag-
ner and Fischier, 1974). Edit distance is defined
as the minimum number of editing operations (in-
scrtions, deletions, and substitutions) required to
transform onc string nto another. If the target
is OCR. output, we can restrict the type of errors
to substitutions only. 'Thus, the similarity of two
words can be computed as ¢/n, where ¢ is the
number of matched characters and n is the length
of the misspelled (and dictionary) word.

Por longer words (> 3 characters), it s rea-
sonable to gencrate correction candidates by re-
tricving all words in the dictionary with similarity
above a certain threshold (¢/n > 0.5). For examn-
ple, at point 0 in Pigure 1, i LiAZ (Capplication’)
is retrieved by approximately matching the string
H LiA& with the dictionary (¢/n = 3/4 = 0.75).

However, for short words (1 or 2 character
word), this strategy is unrealistic because there
arc a large nutuber of words with one edit dis-
tance. Since the total number of one character
words and two characler words amounts to more
than 80% ol the total word tokens in Japanese, we
cannot neglect these short words.

[t is natural to resort to context-dependent
word correction methods to overcome the short
word problem. In English, (Gale and Church,
1990) achicved good spelling check performance
using word bigrams. llowever, in Japancse, we
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cannot use word bigram to rank correction can-
didates, because we have to rank them before we
perforin word segmentation,

Therefore, we used character context instead of
word context. For a short word, correction candi-
dates with the same edit distance are ranked by
the joint probability of the previous and the fol-
lowing two characters in the context. This proba-
bility 1s computed using the sentence-based char-
acter trigram model. For 2 character words, for
example, we first retrieve a sct of words in the
dictionary that match exacily one character with
the one in the input string. We then compute the
G-graw probability for all candidate words s;s;41,
and rank them according to the probability.

Pei2,¢iz, i, Sit1, Cigz,Cigs) =
P(si|ciza, ic1) P(Sip1]cioa, i)
Pleiva]s, sip1) Pleits|si41, ciga) (10)

For example, at point 12 in Figure 1, there are
many two character words whose first character
is 7€, such as E2# (Cmention’), ;B (Carticle’), FE
# (Journalist’), A (entry’), & (‘commemn-
oration’), etc. By using character contexts, the
system sclects FEA and F2#% as approximately
matched word hypothieses.

6 LIxperiments
6.1 Language Data and OCR. Simulator

We used the ATR Dialogue Database (lchara et
al., 1990) to frain and test the spelling correc-
tion method. 1t is a corpus of approximately
800,000 words whose word seginentation and part
ol spcech tagging were laboriously perforimed by
hand. In this experitent; we used one fourth of
the ATR Corpus, a portion of the keyboard dia-
logues in the conference registration domain. 'I'a-
ble | shows the number of sentences, words, and
characters for training and test data. The test
data is not included in the training data. "That. is,
open data were tested in the experiment.

Table 1: The Amount of Training and "lest Data

Training set | Test set
Sentences 10945 {00
Words 150039 1134
Characters 268830 2097

For the speling correction experiinent, we used
an OCR. sinulator because it is very difficult to
obtain a large amount of test data with arbitrary
recognition accuracies. 'I'he OCIR sunulator takes
an input string and gencrates a character matrix
using a confusion matrix for Japanese handwriting
OCNR, developed in our laboratory. 'The parame-
ters of the OCR simnulator are the recognition ac-
curacy of the first candidate ({irst candidate cor-
rect rate), and the percentage of the correct char-



acters included in the character matrix (correct
candidate included rate).

In general, the accuracy of current Japanese
handwriting OCR, is around 90%. 1t is lower than
that of printed characters (around 98%) due to the
wide variability in handwriting. When the mput
cornes from FAX, it degrades another 10% to 15%,
because the resolution of most FAX machines is
200dpi, while that of scanners is 400dpi. There-
fore, we made [our test sets of character matri-
ces whose first candidate correct rates and correct
candidate included rates were (70%, 90%), (80%,
95%), (90%, 98%), and (95%, 98%), respectively.
The average numnber of candidates for a character

was 8.9 in these character matrices 4,

6.2 Character Recognition Accuracy

Prst, we compared the proposed word-based
spelling corrector using the POS trigram model
(POS3) with the conventional character-based
spelling corrector using the character trigram
model (Char3). l'able 2 shows the character
recognition accuracies after error correction for
various bascline OCR. accuracics. We also changed
the condition of the approximate word match. In
Table 2, Matchl, Match2, and Match3 represent
that the approximate match for substrings whose
lengths were more than or equal to one, two, and
three characters, respectively.

In gencral, the approximate match [or short
words lmproves character recognition accuracy by
about one percent. When the [irst candidate cor-
rect rate is low (70% and 80%), the word-based
corrector significantly outperforins the character-
based corrector. This is because, by approximate
word matching, the word-based corrector can cor-
rect, words even il the correet characters are not
present in the matrix. When the first candidate
correct rate is high (90% and 95%), the word-
hased corrector still outperforms the character-
bascd corrector, although the difference is small.
This is because most correct characters are al-
ready included in the matrix.

Table 2: Comparison of Character Recognition
Accuracy (Character ‘Irigram vs. POS trigram)

POS3
OCR Char3 atchT T Match?2 T Match3
707 (90%) | 74.4% 84.6% 83.9% 83 1%
80% (95%) | 86.0% 92.5% 92.0% 90.6%
90% (98%) | 93.3% 96.0% 95.9% 95.6%
95% (98%) | 95.0% 496.6% 96.7% 95.9%

*The paramcters are sclected considering the fact
that the correct candidate included rate increases as
the first candidate correct rate increases, and that
some correct characters are never present in the ma-
trix even if the first candidate correct rate is high.

810

6.3 Word Segmentation and Word
Correction Accuracy

I'irst, we dcline the performance measures of
Japanese word segmentation and word correction.
We will think of the output of the spelling cor-
rector as a set of 2-tuples, word segmentation and
orthography. We then compare the tuples con-
tained in the system’s output to the tuples con-
tained in the standard analysis. IPor the N-best
candidate, we will make the union of the tuples
contained in cach candidate, in other words, we
will make a word lattice from N-best candidates,
and compare them to the tuples in the standard.
I'or comparison, we count the number of tuples in
the standard (Std), the number of tuples in the
systew output (Sys), and the number of matching
tuples (M), We then calculate recall (M/Std) and
precision (M/Sys) as accuracy measures.

We define two degrees of equality among tuples
for counting the number of matching tuples. For
word segmentation accuracy, two tuples arc cqual
if they have the same word segmentation regard-
less of orthography. I'or word correction accuracy,
two tuples are equal if they have the same word
segmentation and orthography.

Table 3 shows the words segmentation accuracy
and word correction accuracy. The word segmen-
tation accuracy of the spelling corrector is sig-
nificantly high, even if the input is very noisy.
For example, when the accuracy of the baseline
OCR. is 80%, since the average number ol char-
acters and words in the test sentences are 20.1
and 11.3, there are 4.0 (=20.1*(1-0.80)) charac-
ter crrors in the sentence, in average. However,
94.5% word segmentation recall means that there
arc only 0.62 (=11.3%(1-0.945)) word segmenta-
tions that arc not found n the first candidate.

Morcover, we feel the word correction accuracy
in 'T'able 3 is satislactory for an interactive spelling
corrector. Lor exauple, when the accuracy of the
bascline OCR is 90%, there are 2.0 (=20.1*(1-
0.90)) character errors in the test sentence. How-
ever, 92.8% recall for the first candidate and 95.6%
recall for the top-5 candidates rmcans that there
arc only 0.81 (11.3%(1-0.928)) words that arc not
found in the first candidate, and il you examine
the top-5 candidates, this value is reduced to 0.50
(11.3%(1-0.956)). 'I'hat is, about half of the er-
rors in the [irst candidate are corrected by simply
selecting the alternatives in the word lattice.

7 Discussion

Previous works on Japancse OCR error correction
arc based on cither the character trigram model or
the part ol specch bigram model. "Their targets arc
printed clhiaracters, not handwritten characters.
That 1s, they assume the underlying OCR’s ac-
curacy is over 90%. Morcover, their treatment of
unknown words and short. words is rather ad hoc.



Table 3: Word Segmentation Accuracy and Word Correction Accuracy for Noisy Texts

“Word Segmentation

Word Correction

OCR Recall (Best-5) T Precsion (Best-5) T Recall (Best=5) | Preaston(Best-5)
0% (90%) | 89.0%  (92.0%) | 823%  (752%) | TT.0%  (82.4%) [ 71.3%  (58.2%)
80%  (95%) | 94.5%  (97.4%) | 90.5%  (BL.T%) | 8T.9%  (92.6%) | 84.2% (w 2%)
90%  (98%) | 96.3%  (97.9%) | 93.6%  (85.8%) | 92.8%  (95.6%) | 90.1%  (72.1%)
5% (98%) | 97.3%  (98.6%) | 94.8%  (86.8%) | 94.3%  (97.0%) | 91.8%  (74.0%)

('Takao and Nishino, 1989) used part of speech bi-
gram and best [lirst. search for OCR correction.
They used heuristic templates for unknown words.
(Ito and Maruyama, 1992) used part of speech bi-
gram and bearn search in order to get multiple
candidates in their interactive QOCR. corrector ®

The  proposed Japanese spelling  correction
tmethod uses part ol speech trigram and N-best
scarch.  'This combination is theoretically and
practically more accurale than previous methods.
In addition, by using stadistical word model, and
context-based approxitiate word malch, it be
comes robust enough to handle very noisy texts,
sucli as the oubput of FAX-OCR systemns.

To unprove the word correction accuracy, more
powerful language models, such as word bigram,
arc required.  (Jelinek, 1985) pointed out that
“I’OS (part ol speceh) classification is too crude
and not necessarily suited to language modeling”.
[lowever, 1t 18 too expensive to prepare a large
unnunlh segmented corpus of cach target do-
main to compute the word bigram. 'T'herefore, we
are thinking ol making a sell~organized word sep-
mentation method by generalizing the Forward-
Backward algorithin for those languages that have
no delimiter between words (Nagata, 1996).

8 Conclusion

We have presented a spelling correetion method
for noisy Japanese texts.  We are currently
building an interactive Japanese spelling correc-
tor gspell, where words are the basic object na-
mpulated by the user in operations such as re-
place, accept, and edit. [t is sorething like the
Japancse counterpart of Unix’s spelling corrector
wspell, with a user interface similar to kene-lo-
kanyy converter, a popular Japanese inpul method

 According to Pig. 6 in (Takao and Nishino, 1989),
they achicved about 95% character recognition acen-
racy when the bascline accuracy is 91% for maga-
zines and mtroductory textbooks of scicnce aud tech-
nology domaiu.  According to Table. tin (Lo and
Maruyama, 1992), they achieved 94.61% character
recognition accuracy when the bascline accnracy is
87.46% for patents in cleciric engineering domain, We
achieved 96.0% character recognition accuracy, when
the baseline accanracy is 90% in the conference reg-
istration domain. It s very difficult to compare our
results with the previous results because the experi-
ment conditions are completely diflerent.
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for the ASCII keyboard.
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