On the Structural Complexity of Natural Language Sentences

Dekang Lin*

Artificial Intelligence Laboratory
Massachusetts Institute of Techuology
Rm 767, 515 Technology Square
Cambridge, Massachusetts, USA, 02139
E-mail: lindek@ai.mit.edu

Abstract

The objective of this paper is to formal-
ize the intuition about the complexity
of syntactic structures. We propose a
defimtion of structural complexity such
that sentences ranked by our definition
as more complex are generally nore dif-
ficult for humans to process. We justify
the definition by showing how it is able to
account for several scemingly unrelated
phenomena in natural languages.

1 Introduction

Intuitively, certain syntactic structures are more
diflicult for humans to process than others. Tor
examnple, compare the following to sentences:

(1) a. 'The cat that the dog that the man
bought chased died.

b. "The mau bought the dog that chased
the cat that died.

Tt is obvious that sentence (1a) is much more dif-
ficult to understand than (1b). Since the two sen-
tences are of the same length and involve the saine
set of semantic relationships, the difficulty in un-
derstanding (1a) can only be attributed to its syn-
tactic structure.

"T'he objective of this paper is to fortnalize the
intuition about the complexity of syntactic struc-
tures.  We propose a definition of structural
complexity (SC) such that sentences ranked by
our definition as more complex ave generally more
diflicult for humans to process than otherwise sim-

ilar sentences. In other words, suppose a pair of

sentences A and B consist of the same set of words
and have essentially the same meaning, then sen-
tence A is more difficult to process than sentence
B if SC(A)>SC(B). For example, the proposed
definition of structural complexity correctly pre-
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dicts that (1a) is much more diflicult to process
than (1b).

The notion of structural complexity proposed
in this paper offers explanations for a sct of scem-
ingly unrclated phenomena:

o We will show that the definition of structural
complexity explains why a Dutch sentence in-
volving cross-serial dependencies is slighuly
cagier to understand than a corresponding
center-embedded German sentence.

e We will also show that extrapositions, such as
heavy-NP shift and PP extractions arc moti-
vated by reducing syntactic complexity. The
extraposition ol an clement is only warranted
when the structural complexity of the sen-
tence is reduced as a result.

e NP modificrs of a head tend to be closer to
the head than its PP modifiers, which in turn
tend to be closer than its CP (clausal) modi-
fiers. In Generalized Phrasc Streuture Gram-
mar (GPSG) (Gazdar et al., 1985), thesc lin-
car order constraints are stated explicitly in
the grammar. The notion of structural com-
plexity provides an explanatory account.

There are several reasons why the notion of
structural complexity is useful.  Firstly, in nat-
ural language generation, a generator should gen-
crate the simplest sentence that conveys the in-
tended meanings. Structural complexity can be
used to choose the syntactic structures with the
lowest structural complexity so that the resulting
sentence is casier to understand than other alter-
natives.

Secondly, structural complexity is also needed
in asscssing the readability of documents. [t is
well known that the length of a sentence is not a
reliable indicator of its readability. Yet, the read-
ability of texts has up to now been mecasured by
the lengths of sentences and familiarities of the
words in the documents. Using structural com-
plexity instead of sentence length allows the read-
ability of documents to be measured more accu-
rately.

Finally, we propose, in Section 4, that extrapo-
sitions arc motivated by reduction of structural



complexity. In other words, extrapositions are
only allowed if the structural complexity of the
sentence is reduced as a result. This constraint
is useful both in parsing sentences with extrapo-
sitions and in deciding where to use extraposition
during generation.

The notion of structural complexity is defined in
Scction 2. We then justify the definition of struc-
tural complexity by demonstrating in Sections 3,
4, and b that sentences with lower structural com-
plexity arc casier to understand than otherwisc
similar sentences with higher structural complex-
ity.

2 Structural Complexity

The definition of structural complexity presumes
the notion of dependency relationships between
words in a sentence. In dependency grammars
(Hudson, 1984; Mel’¢uk, 1987), a dependency re-
lationship is a primitive relationship between two
words, called the head and the modifier. In
constituency grammars that contain the X-bar
theory as a component, dependency relationships
between words are implicitly specified in X-bar
structures, The modifiers of a word w arc the head
words of the specifier, complements, and adjuncts
of w. Tor example, Iigure 1 is the X-bar struc-
ture of (2). The word “will” has two modifiers:
the head word of its NP specifier (“Kim”) and the
head word of its VP complement (“bring”). The
dependency relationships in the X-bar structure
in Figure 1 are shown in Figure 2. Each directed
link in Figure 2 represents a dependency relation-
ship with the direction going from the head to the
modificr.

(2) Kim will bring the wine in the cvening.

LN
Kim  wil /\

N’

DET DET .

the N the N
wine evening

Figure 1: X-bar structures of (2)
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Kim will bring the wine in the evening

Figure 2: Dependency structure of (2)

In order to recognize the structure of a seutence,
a parser must cstablish the dependency links be-
tween the words in the sentence. Structural com-
plexity measures how easy or diflicult it is to cs-
tablish these dependency links. The definition of
structural complexity is based on the assumption
that the shorter dependency links are easter to es-
tablish than longer ones, where the length of a
dependency link is onc plus the number of words
between the head and the modifier. For example,
the lengths of the links in Figure 2 are shown by
the numbers attached to the dependency hnks.

Definition 2.1 (Structural Complexity)

The structural complexity of « dependency struc-
ture 15 the total length of the dependency links in
the structure.

For example the structural complexity of the de-
pendency structure in Figure 2 is 11.

In the next three scctions, we will show that
the definition of structural complexity does in-
deed reflect the difficulty in processing a sentence.
We will present examples in which sentences with
lower structural complexities are easier to process
than similar sentences with higher structural com-
plexities.

3 Center embedding

The difficulty in processing center embedding sen-
tences, such as (la), has been explained by its
requirecment, on the size of the stack in a parsér.
This explanation presumes that the human parser
uses a push-down stack to store the partially built
constituents. 'I'he notion of structural complex-
ity provides an explanation of the difliculty of
processing center embedding that makes much
weaker commitment to the parsing model. Fig-
ure 3 shows the lengths of the dependency links
in a center-embedding sentence (la) and a non-
center-embedding sentence (1b) with similar se-
mantics. The structural complexity of the center-
embedding sentence is 30, which is much higher
than the structural complexity (=12) of the non-
center-embedding sentence.

The presumption that human sentence pro-
cessor uses a push-down stack is challenged by
the contrast between cross-scrial dependencies in
Dutch (e.g., Figurc 4a) and center-embedding sen-
tences in German (e.g., Figure 4b.)

Since the cross serial dependencics are much
more difficult to handle with push-down stacks
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The cat that the dog that the man bought chased died
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The man bought the dog that chased the cat that died

Pigure 3: Center-limbedding vs. Non-Center-
IEmbedding Sentences

vyl ’ F\V:I—ijlW

De manne hebben Hans de paarden leren voeren
The man have Hans the horses teach feed

a. Dutch: cross serial dependency, structural complexity=13
vVl $ Vo vl l l

Die Maenner haben Hans die Pferde fuettern gelehrt

The men have Hans the horses feed teach

b. German: center embedding, structural complexity=14

vl oy el v
The men taught Hans to feed the horses

¢. English: right branching, structural complexity=9

Pigure 4:  cross-serial dependency vs. center-

embedding vs. right-branching

than nested dependencies, the hypothesis that hu-
man parser uses a push-down stack would pre-
diet that the Dutch sentences such as Figure 4a
should be much more diflicult to nnderstand than
the corresponding German sentences with nested
dependencies (Figure 4b).  However, data from
psycho-lnguistic experiments suggest that they
ave in fact slightly casier to process than the cor-
responding German sentences with nested depen-
dencies (Bach et al., 1986). This observation can
he accounted for by structural complexity, since
the stractural complexity of the Duteh sentence
(Iigure 4a) is 13, which is slightly lower than the
structural complexity (=14) of the corresponding
Gierman senlence Figure 4b. Tt was also observed
in (Bach ct al., 1986) that “For someone with even
a limited competence in Fnglish and either of the
other languages, the patterns in Dutch and Ger-
man seem Lo be more diflicult to process and pro-
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duce than their English counterparts” (p. 249).
This is also consistent with the structural com-
plexity account, since the structural complexity of
Pigure 4e is 9, which is significantly lower than its
Dutch and German counterparts (IMigure 4a and

Ab).

4 Extrapositions

Fixtraposition refers to the movenient of an ele-
ment from its normal position to a position al or
near the end of the sentence. Examples of extra-
position in knglish include:

Heavy-NI shift
(3)  a. Joe sent the hook he found in Paris lo
his pal

b. Joe sent to his pal
the book he found in Paris

Fxtraposed relative

(4)  a. A man that no one knew steod up

b. A man stood up that no onc knew
PP-extraposition
(5)  a. ! read a description

of Hockney’s latest picture yesterday

b, 1 read a deseription yesterda:
ol Hockney’s latest picture

Extraction from AP
(6) a. How certain that the Mets will win are
you?!
bh. How certain are you
that the Mets will win®

Mechanisn for constraining extraposition is ur-
gently needed in both parsing and generation. To
the best of the author’s knowledge, none of the
broad-coverage parsers or generators handles ex-
trapositions in a principled fashion. T'he reason
for this is that extrapositions appear to he depen-
dent upon certain aspects of contexts that are not
captured by usnal syntactic features. For exam-
ple, compare the following pair of sentences
(7)  a. I talked with a man yeslerday

with a mustache

b ¥ talked with a man one year and four
monlhs ago with a_mustache

The synlactic structures of (7a) and (7h) are the
same, which is shown in Figare b, except that the
adverbial phrase AdvP is “yesterday” in (7a) and
“one ycar and four months ago” in (7b). Although
the two adverbial phrases are two dillerent strings,
they are identical in their syntactic features. Yet,
extraposition is good in (7a) but had in (7).

We propose that the purpose of extraposition is
to make a sentence casier to understand. There-
fore, extraposition is only allowed when the struc-
tural complexity of the sentence 1s reduced as a re-
sult. Note that reduction of structural complexity
is not the only constraint on extraposition. ‘'here



| VP AdvP
\Y PP A with mustache
talked A
to a man

Figure b: Parse tree of (7a) and (7h)

are also syntactic constrains such as Right Roof
Condition (Ross, 1967) or Complement Principle
(Rochemont and Culicover, 1990).

When a phrase is extraposed, the set of depen-
dency relationships remains the same. However,
the lengths of some of the dependency links will
change. The structural complexity of the sentence
may change as a result. Figure 6 illustrates how
extrapositions affect the lengths of dependency
links in (3), (4), (5), and (6). Only the depen-
dency links whose lengths arc changed are shown
there. In all cases, structural complexity is re-
duced by the extraposition.

Consider the difference between (7a) and (7b).
In (7a), the extraposition of [pp with a mustache]
increases the length of the dependency link be-
tween “man” and “with” by 1, but reduces the
length of the dependency between “talked” and
“yesterday” by 3. Therefore, the structural com-
plexity is reduced by 2 as a result of the extrapo-
sition. In contrast, in (7b), the extraposition of
[pp with a mustache] increases the length of the
dependency link between “man” and “with” by 6
and reduces the length of the dependency link be-
tween “talk” and “ago” by 3. Thus the structural
complexity is increased when [pp with a mustache]
is extraposed.

The hypothesis that extraposition must reduce
the structural complexity also explains why in
heavy-NP shift, the extraposed NP must be heavy,
i.e., consisting of many words. When the comple-
ment NP of a verb is ‘shifted’ to the right across an
adjunct modifier of the verb, the length of the de-
pendency link from the verb to the head of the NP
is increased by length the adjunct modifier. On
the other hand, the length of the dependency link
from the verb to the adjunct modifier i1s reduced
by the length of the NP. Therefore, the structural
complexity of the sentence can only be reduced as
a result of the extraposition when the NP is longer
than the adjunct modifier,

732

(2 v Ty
Joe sent the book he found in Paris to his pal

1 . 5 . .
Joe sent to his pal the book he found in Paris

(a) Heavy-NP shift, SC reduction = (742)-(5+1) =3

Y 5
A man that no one knew stood up

3
1
A man stood up that no one knew

(b) Extraposed relative clause, SC reduction=(5+1)-(3+1)=2

7 . s I .
| read a description of Hockney's latest picture yesterday

(4 T .
| read a description yesterday of Hockney's latest picture

(¢c) PP-extraposition, SC reduction=(7+1)-(4+2)=2

v 6]
How certain that the Mets will win are you
] 3
How certain are you that the Mets will win
(d) Extraction from AP, SC reduction=(6+1)-(3+1)=3

Pigure 6: Extraposition must reduce structural
complexity

5 Linear Precedence

In most languages, the NI’ modifiers of a word
tend to be closer to the word than its PP modi-
fiers, which, in turn, tend to be closer to the word
than its CP (clausal) modifiers. In GPSG (Gaz-
dar et al.; 1985), these linear order constraints are
stated explicitly as the linear precedence rules. In
this section, we show that the linear precedence
rules in GPSG can be derived from the assump-
tion that the linear order among different types
of modifying phrases, such as NP, PP, and CP,
should minimize the structural complexity so that
the sentence is as easy to process as possible.

Suppose a word w has n modifiers XP;, XPy,
..., XP,,; the number of words in XP; is {;; and the
head word of XP; is w;, which is the p;’th word
in XP;. Without loss of generality, let us assume
that w precedes its modifiers. If the order of the
modifiers is XPy, XPy, ..., XPy, then the length
of the dependency link between w and the head
of XP; is (p; + Z;;% l;) and the total length of
dependency links within the maximal projection



of w is:

> i (Pi + Z;i Ij)
el ('I'l - l)l[ + (7‘2, = 2)[2 + o+ l“ﬁl —}— 27”:1 i

Among all permutations of XP), XPy, ..., XP,,
the above sum is the minimal when [} <1, < ... <
ly,. In other words, the total length of dependency
links 1s minimal when the modifiers with fewer
words are closer to the head. Generally speaking,
PPs contain more words than NI’s and CPs con-
tain more words than PPs. I'herclore, NP mod-
licrs should be closer to the head word than PP
modifiecrs and PP modifiers should be closer to
the head word than CP modiliers if the structural
complexity of the maximal projection of the head
word w is to be minimized.

6 Discussion

We used the total length of the dependency links
in the definition of structural complexity. The ex-
amples presented in the previous sections are also
consistent, with a definition that wses the maxi-
mum length of structural links. ‘T'he reason we
choose to usc the sum is that the definition natu-
rally incorporate the length into consideration.

The arguments presented in previous seclions
are preliminary. Our future work include backing
up the hypothesis with empirical evidence and in-
vestigate the application of structural complexity
in handling extraposition in parsing and genera-
tion.

7 Conclusion

We have proposed a notion of structural complex-
ity. A sentence with higher structural complex-
ity 1s more difficult to process than a similar sen-
tences with lower structural complexity. Struc-
tural complexity is needed in both parsing and
generation. [t can also be used to assess the read-
ability of documents. We support the definition of
structural complexity with a sel of scemingly un-
related phenomena: the contrast between center-
embedding and right-branching sentences, cxtra-
positions, and the huear order among modifying
phrases. In all of these cases, sentences with lower
structural complexity arc casier to understand.
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