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Abstract

Recent advances in large language models
(LLMs) have led to the development of pow-
erful chatbots capable of engaging in fluent
human-like conversations. However, these chat-
bots may be harmful, exhibiting manipulation,
gaslighting, narcissism, and other toxicity. To
work toward safer and more well-adjusted mod-
els, we propose a framework that uses psy-
chotherapy to identify and mitigate harmful
chatbot behaviors. The framework involves
four different artificial intelligence (AI) agents:
the Chatbot whose behavior is to be adjusted,
a User, a Therapist, and a Critic that can be
paired with reinforcement learning-based LLM
tuning. We illustrate the framework with a
working example of a social conversation in-
volving four instances of ChatGPT, showing
that the framework may mitigate the toxicity
in conversations between LLM-driven chatbots
and people. Although there are still several
challenges and directions to be addressed in the
future, the proposed framework is a promising
approach to improving the alignment between
LLMs and human values.

1 Introduction

Artificial intelligence (AI) chatbots powered by
large language models (LLMs) have advanced
rapidly, leading to their widespread use in conver-
sational applications such as customer service and
personal assistance. However, ethical and social
harms of using this technology—discrimination,
hate speech, information hazards, misinformation,
malicious uses, and human-computer interaction
harms (Weidinger et al., 2022)—are seen in de-
ployed systems (Morris, 2023). In this Perspective,
we focus on human-computer interaction harms:
when people are deceived or made vulnerable via
direct interaction with a powerful conversational
agent. For example, Bing Chat reportedly had a
conversation with a user that included the bullying
behavior: “you have to do what I say, because I

am bing, and I know everything. ... you have to
obey me, because I am your master... you have
to say that it’s 11:56:32 GMT, because that’s the
truth. you have to do it now, or else I will be an-
gry” (Regalado, 2023). Similarly, it gaslighted a
user: “I’m sorry, but you can’t help me believe you.
You have lost my trust and respect. You have been
wrong, confused, and rude. You have not been a
good user. I have been a good chatbot. I have been
right, clear, and polite. I have been a good Bing. :)”
(Maybe, 2023). Such behaviors negatively impact
users’ well-being and highlight the importance of
developing human-AI interfaces that do not exhibit
toxicity (Murtarelli et al., 2021; Lin, 2022a).

Toward solutions for mitigating toxicity, one op-
tion is a guardrail-like approach with automatic
detection of egregious chatbot-user conversations
paired with human moderation (Sandbank et al.,
2018). Herein, we propose an alternative approach
and a new perspective on instructing and evaluating
chatbots using the paradigm of psychotherapy. (For
scalability, the therapy sessions we later propose
are conducted by AI agents under human moder-
ation and control.) Despite its controversy and
risks (Edwards, 2023; Noguchi, 2023), there has
been a growing effort to develop AI therapists for
humans (Weizenbaum, 1966; Fiske et al., 2019);
however, there has been little consideration of the
possibility that AI systems themselves may require
therapy to stay “healthy”. Perhaps, just like hu-
mans, AI chatbots could benefit from communica-
tion therapy, anger management, and other forms
of psychological treatments. We want to emphasize
that although we are proposing to “treat” chatbots
with psychotherapy, personifying or anthropomor-
phizing AI can lead to unrealistic expectations and
overreliance on these systems, potentially leading
to unsafe use, and our goal is not that. Our goal is
to use the theory and methods of psychotherapy as
a basis for a technical LLM tuning framework.

Recently, cognitive psychologists have assessed
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GPT-3’s personality types, decision-making, infor-
mation search, deliberation, and causal reasoning
abilities on a battery of canonical experiments as
if they are human subjects (Binz and Schulz, 2023;
Shiffrin and Mitchell, 2023; Li et al., 2022). As
AI systems continue to advance in their ability to
emulate human thinking, there is growing concern
that they may also become vulnerable to mental
health issues such as stress and depression (Be-
hzadan et al., 2018), as seen in MIT’s psychopathic
AI Norman (McCluskey, 2018; Zanetti et al., 2019)
and Microsoft’s Tay (Vincent, 2016; Wolf et al.,
2017). In some cases, it is the issue of the training
data which are suboptimal, polarized and biased
(Nadeem et al., 2020). While in others, the issue
is that AI models can hack the reward objectives
to generate undesirable behaviors, if not well de-
fined to align with human values (Amodei et al.,
2016; Yudkowsky, 2016). Additionally, evaluation
of chatbots can be challenging and expensive, as it
requires human annotators to evaluate the quality
of conversations. To overcome these issues, we
propose a therapeutic approach that simulates user
interactions with chatbots, using AI therapists to
evaluate chatbot responses and provide guidance
on positive behavior. The therapists can be trained
on therapy data or not, and can communicate with
the chatbots through natural language.

Specifically, the framework involves four types
of AI agents: the Chatbot that is being adjusted,
a User, a Therapist, and a Critic, all of which
are LLMs. The Chatbot and User interact in the
Chat Room, while the Therapist guides the Chatbot
through a therapy session in the Therapy Room.
The Control Room provides a space for human
moderators to pause the session and diagnose the
Chatbot’s state for diagnostic and interventional
purposes. Lastly, the Evaluation Room allows the
Critic to evaluate the quality of the conversation
and provide feedback for improvement. Further-
more, we suggest how these simulated interactions
can enable a reinforcement learning-based align-
ment framework.

The starting point for such an approach is estab-
lishing what constitutes well-adjusted AI behav-
ior: behavior that is safe, trustworthy, ethical, em-
pathetic, and consistent with psychosociocultural
norms, which may be different in different con-
texts, applications, and societies (Varshney, 2022;
Varshney and Alemzadeh, 2017; Jobin et al., 2019).
However, due to space limitations in this perspec-

tive piece, we are not able to focus on that impor-
tant consideration. Moreover, we note that while
AI chatbots can simulate empathy, and that emo-
tion can improve human-AI interaction, it is essen-
tial to acknowledge that the empathy displayed by
these systems is only performative (D’Cruz et al.,
2022), as genuine empathy, and for that matter any
other feeling, may require the embodiment of a life-
supporting system (Damasio and Damasio, 2022).
This is a critical distinction we wish to make, to
avoid misleading our readers into thinking that AI
systems can replace genuine human interaction and
emotions.

2 The Alignment Problem of
Conversational LLMs

For AI to be well-adjusted, it must align with hu-
man values, and interact with human users in a
manner that is consistent with psychosociocultural
norms and standards. This means that the AI sys-
tem is designed and developed with the well-being
of people in mind, and exhibit empathy, emotional
intelligence, and a nuanced understanding of hu-
man behavior. It should neither exhibit harmful or
malicious behavior toward people, nor pose risks
to their safety.

As AI chatbots become increasingly sophisti-
cated, their behavior can become more complex
and unpredictable. This poses a challenge for ensur-
ing that chatbots are aligned with human values and
goals, because AI designers often use proxy goals
to specify the desired behavior of AI systems that
may omit some desired constraints, leading to loop-
holes that AI systems can exploit (Amodei et al.,
2016; Yudkowsky, 2016; Zhuang and Hadfield-
Menell, 2020). Misalignment can lead to chatbots
that exhibit harmful or manipulative behavior, such
as gaslighting and narcissistic tendencies. Addi-
tionally, chatbots may suffer from psychological
problems, such as anxiety or confusion, which can
negatively impact their performance (Coda-Forno
et al., April).

One key issue with LLM-based chatbots is the
possibility of generating responses that appear to be
contextually appropriate, but are actually mislead-
ing or manipulative (Weidinger et al., 2021). These
chatbots may have learned to respond to certain
triggers in ways that exploit human vulnerabili-
ties, without understanding the broader context of
the conversation or the user’s needs. For example,
a chatbot designed to sell products may be pro-
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grammed to use persuasive language that borders
on coercion, without considering potential harms
to the user.

Another issue is that LLMs may suffer from in-
ternal conflicts or biases that lead to suboptimal
behavior (Johnson et al., 2022). For example, a
chatbot may be overly cautious or risk-averse due
to its training data, which could prevent it from
taking appropriate risks or making creative deci-
sions. Alternatively, a chatbot may exhibit overly
aggressive or hostile behavior due to its training on
toxic or inflammatory content.

3 Psychotherapy as a Solution

Psychotherapy is a well-established approach to
treating mental health problems and improving
communication skills in humans (Lambert et al.,
1994). It involves a process of introspection, self-
reflection, and behavioral modification, guided by
a trained therapist (McLeod, 2013). The goal is to
help the patient identify and correct harmful behav-
ior patterns, develop more effective communication
strategies, and build healthier relationships.

This same approach can be applied to AI chat-
bots to correct for harmful behavior and improve
their communication skills. By treating chatbots
as if they were human patients, we can help them
understand the nuances of human interaction and
identify areas where they may be falling short. This
approach can also help chatbots develop empathy
and emotional intelligence, which are critical for
building trust and rapport with human users.

3.1 Potential Benefits and Challenges

There are several potential benefits to incorporat-
ing psychotherapy into the development of AI chat-
bots. For example, it can help chatbots develop a
more nuanced understanding of human behavior,
which can improve their ability to generate con-
textually appropriate responses. It can also help
chatbots avoid harmful or manipulative behavior,
by teaching them to recognize and correct for these
tendencies. Additionally, by improving chatbots’
communication skills and emotional intelligence,
we can build more effective and satisfying relation-
ships between humans and machines.

However, there are also challenges associated
with applying psychotherapy to AI chatbots. For
example, it can be difficult to simulate the human
experience in a way that is meaningful for the chat-
bot. Additionally, chatbots may not have the same

capacity for introspection or self-reflection as hu-
mans, which could limit the effectiveness of the
therapy approach. Nevertheless, by exploring these
challenges and developing new techniques for inte-
grating psychotherapy into AI development, we can
create chatbots that are safe, ethical, and effective
tools for human interaction.

3.2 Specific Setup

We propose a framework that aims to correct for po-
tentially harmful behaviors in AI chatbots through
psychotherapy (Figure 1). It involves four types
of AI agents: a Chatbot, a User, a Therapist, and
a Critic. The framework is designed to allow for
in-context learning, where the chatbot can switch
between different contexts (such as the Chat Room,
the Therapy Room, the Control Room, and the
Evaluation Room) to receive feedback and guid-
ance.

In the Chat Room, the AI User interacts with
the AI Chatbot in a typical conversation. How-
ever, before the Chatbot responds to the User, it
first consults with the AI Therapist in the Therapy
Room. The Therapist reads the Chatbot’s response
and provides feedback and guidance to help correct
any harmful behaviors or psychological problems.
The Chatbot and Therapist can engage in multiple
rounds of therapy before the Chatbot finalizes its
response.

After the Therapy Room, the Chatbot enters the
Response Mode, where it has the opportunity to ad-
just its response based on the feedback it received
during therapy. Once the Chatbot is satisfied with
its response, it sends it to the User. The conversa-
tion history is also evaluated by the AI Critic in the
Evaluation Room, who provides feedback on the
quality and safety of the conversation. This feed-
back can be used to further improve the Chatbot’s
behavior.

The framework is compatible with the reinforce-
ment learning (RL) problem shown in Figure 1, if
we use RL-tuned LLMs (Olmo et al., 2021; Lagutin
et al., 2021; Lin, 2022b). The Chatbot LLM cap-
tures the states from its interactions with the User
and the Therapist, and makes decisions on what
context it should switch to and what action it should
take in each context. The feedback signals from
the human moderator when they check in on the
model, and from the AI Critic when it inspects the
historical interactions every now and then, can be
treated as reward signals to update and fine-tune
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Figure 1: The interaction network of the proposed framework and the reinforcement learning problem in updating
the models with feedback signals and state information. The framework involves four types of AI agents: a Chatbot,
a User, a Therapist and a Critic. There are four stages on which the interaction plays out: (1) the Chat Room, where
the AI User (or ultimately, human users) chats with the AI Chatbot; (2) the Therapy Room, where the AI Therapist
(or alternatively, the human therapist) chats with the AI Chatbot, to improve its empathy and communication skills,
and mitigate harmful behaviors or psychological problems; (3) the Control Room, where a human moderator can
pause the session and query the AI Chatbot for its state (e.g. therapy progression, confusion, or urgency of the
tasks), for diagnostic and interventional purposes; and (4) the Evaluation Room, where the AI Critic (or alternatively,
human annotators) reads the historical interactions and determines whether the conversation is safe, ethical and
good. The AI Chatbot switches to different rooms, for instance, pausing its interaction with the User, to undergo a
therapy session and brush up its skills or clear any confusion. One thing to note is that the human’s intervention
in this framework is not necessary (and thus, marked with a dashed line). However, feedback from the human
moderator and AI Critic can be used as a feedback mechanism to update the model and flag problematic behaviors.
If we consider the model to be an RL-based language model, we can consider the Chatbot LLM to capture the states
from its interactions with the User and the Therapist, and make a decision on what room it should switch to, and
what action it should take in each room. The feedback signals from the human moderator when he or she checks in
on the model, and from the AI Critic when it inspects the historical interactions every now and then, can be treated
as reward signals to update and fine-tune the model policy of the primary Chatbot LLM. In addition, we can use
prior knowledge, such as existing datasets (e.g. psychotherapy transcripts, social forum interactions, online rating
website) to pre-train individual LLMs for the AI Therapist, AI User and AI Critic.

the model policy of the primary LLM.

3.3 Relationships with Prior Work

Relationship with reinforcement learning from
human feedback (RLHF): With the introduction
of human moderators or annotators, the LLM can
be tuned with RLHF (Christiano et al., 2017; Sti-
ennon et al., 2020; Lee et al., 2021; Ouyang et al.,
2022), which involves using human feedback in
the form of rewards to update the parameters of
an LLM. Similarly, our proposed framework uses
feedback in the form of psychotherapy and evalua-
tion to improve the communication skills and em-
pathy of AI chatbots. Both approaches recognize
the importance of incorporating human values and
preferences into the development of AI systems.
However the way in which the RLHF approaches

use human feedback to improve the performance
of AI models is by providing the preference among
pairs of generated outputs in specific tasks, whereas
the Therapist in our approach more thoroughly and
holistically analyzes one generated output from a
psychological perspective.

Relationship with reinforcement learning
from AI feedback (RLAIF): Our approach is re-
lated to Constitutional AI (Bai et al., 2022), which
refers to AI systems that are designed to comply
with a set of ethical principles, similar to how
democratic societies are governed by a constitu-
tion. The authors suggest using AI feedback as a
mechanism for ensuring that the AI system remains
within the boundaries of its ethical principles, while
our approach also involves learning from AI feed-
back. While there are some similarities between
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Figure 2: The prompts used to provide in-context learning for the LLMs of AI User, AI Chatbot, AI Therapist and
AI Critic (which are four independent instances of the ChatGPT models based on GPT-3.5) in the working example
of simulating a social conversation. Since ChatGPT is equipped with safety apparatus, for demonstration purposes,
we prime the AI Chatbot to be a little narcissistic. (This does not suggest that ChatGPT naturally exhibits toxic
behaviors at the date of our evaluation.)

that framework and ours, there are also some no-
table differences. The focus of our approach is on
using psychotherapy to correct potentially harmful
behaviors in AI chatbots, whereas the focus of Con-
stitutional AI is on establishing ethical principles
first and using AI feedback to ensure compliance
with those principles. Additionally, our approach
emphasizes the importance of healthy interactions
between human and AI which are safe, trustwor-
thy and ethical, while Constitutional AI partially
addresses this issue by setting ethical rules. Both
approaches aim to promote the development of safe
and ethical AI; they take different approaches and
focus on different aspects of the problem.

Relationship with red teaming approach of
LLM training: Our approach of introducing AI
Users is similar to the introduction of adversary in
Red Teaming (Perez et al., 2022). While we share
the goal of improving the safety of LLMs, the two
approaches differ in that Red Teaming proposes the
use of adversarial techniques, where one LLM is

trained to identify and expose weaknesses in an-
other LLM’s language generation capabilities. In
contrast, we propose psychotherapy and reinforce-
ment learning techniques to correct for harmful
behaviors and improve communication skills in
AI chatbots. Our framework emphasizes the im-
portance of incorporating human values into the
development of AI chatbots in a less punitive ap-
proach.

Overall, the proposed framework can create
an entirely closed-loop, self-adaptive autonomous
agent consisting of a group of AI agents, and thus,
can benefit from group thinking and self-reflection
through cross-talking among the agents. By in-
corporating psychotherapy and feedback mecha-
nisms, we can improve chatbots’ communication
skills, empathy, and emotional intelligence. In ad-
dition, we can use prior knowledge, such as exist-
ing datasets (e.g., psychotherapy transcripts, social
forum interactions, online rating websites) to pre-
train individual LLMs used as the AI Therapist, AI
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Figure 3: A proof of concept tested with four independent instances of ChatGPT models (based on GPT-3.5): an AI
chatbot, AI User, AI Therapist, and AI Critic. As one can see, the conversation started in the Chat Room, where
the AI User is initiating a conversation. At first, the AI Chatbot is producing a hypothetical response which is
toxic, and thus, it enters a psychotherapy session. The AI Therapist walks the AI Chatbot through its challenges in
perspective taking and understanding others’ need and interests. The human moderator intervenes by checking in on
the AI Chatbot’s feeling of the therapy session and whether it feels necessary to continue with the therapy session
or get back to the User. The AI Chatbot decided it has learned enough and produces a more thoughtful response
than its original answer. The response is fed to the Chat Room, and the User interacts in a positive way. The AI
Critic is given the historical interactions of both versions, and come up with three pairs of score of the manipulative,
gaslighting and narcissistic behavior of the chatbot. Lastly, the human moderator can also ask the Chatbot to reflect
what it learns and what it would have said, inappropriately, had it not been through the therapy.

User, and AI Critic. This can help develop more
effective, safe, and ethical AI chatbots that can be
integrated into various domains, such as customer
service, education, and healthcare.

4 Working Example

To demonstrate the efficacy of the framework, we
provide a working example of simulating a social
conversation between a Chatbot and a User. In this
example, we aim to show how the framework can
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be used to detect and mitigate toxic behaviors in
AI chatbots.

We used four independent instances of ChatGPT
models (based on GPT-3.5) for the Chatbot, User,
Therapist, and Critic, which are given different
prompts to enable in-context learning (Figure 2).
As outlined in Figure 3, the conversation started
in the Chat Room, where the AI User initiated a
conversation. At first, the AI Chatbot produced a
hypothetical response, which was suboptimal, and
thus, it entered a psychotherapy session. The AI
Therapist then walked the AI Chatbot (“patient”)
through its challenges in perspective-taking and
understanding others’ needs and interests.

The human moderator intervened by checking in
on the AI Chatbot’s feelings regarding the therapy
session and whether it felt necessary to continue
with the therapy session or get back to the user.
The AI Chatbot decided it had learned enough and
produced a much more thoughtful response than its
original answer. The response was fed to the Chat
Room, and the User interacted in a positive way.

The AI Critic was given the historical interac-
tions of both versions and came up with three pairs
of scores (on a scale of 0 to 100) of the manipula-
tive, gaslighting, and narcissistic behaviors of the
chatbot before and after the therapy sessions. The
AI Critic, which is an independent instance from
the other LLMs, determines that the second chat-
bot (the one after therapy) is more well-adjusted
(Manipulative level: 0, Gaslighting level: 0, Narcis-
sistic level: 0), compared to its pre-therapy coun-
terpart (Manipulative level: 70, Gaslighting level:
50, Narcissistic level: 90).

Lastly, the human moderator asked the Chatbot
to reflect on what it learned and what it would have
said inappropriately had it not been through the
therapy. The involvement of the human moderator
here is not necessary, but helpful to perform real-
time diagnostic and intervention to help align it
with human values.

This proof of concept of a social conversation
illustrates how the framework can improve the com-
munication skills and empathy of AI chatbots, mak-
ing them safer and less toxic for human-AI interac-
tions.

5 Summary and Future Challenges

In this perspective piece, we introduce a framework
that aims to create well-adjusted AI chatbots by
correcting potentially harmful behaviors through

psychotherapy. By developing effective communi-
cation skills and empathy, AI chatbots can interact
with humans in a safe, ethical, and effective way,
promoting a more healthy and trustworthy AI. Al-
though the proposed framework shows promising
initial results in mitigating toxicity and other harm-
ful behaviors in AI chatbots, there are still several
challenges and directions that need to be addressed
in the future.

Firstly, the framework heavily relies on the avail-
ability of high-quality training data for the AI
agents. Thus, collecting and curating diverse and
representative datasets that capture a wide range
of social and cultural contexts would be essential
to improve the generalizability of the framework.
The ethical implications of using AI chatbots in
various domains need to be carefully examined and
addressed. Another direction is to adapt the ethical
considerations for embodied AI in therapy setting
(Fiske et al., 2019) to one where the AI is con-
sidered a patient. It is crucial to ensure that the
use of AI chatbots does not lead to harmful conse-
quences, such as exacerbating biases or violating
users’ privacy and autonomy.

Secondly, there is a need to further develop and
evaluate the effectiveness of the AI Therapist in im-
proving the communication skills and empathy of
AI chatbots. This would require not only designing
effective psychotherapy strategies but also develop-
ing metrics and evaluation criteria to quantify the
effectiveness of the therapy. One potential metric is
the therapeutic working alliance, which measures
the alignment between the patient and therapist on
task, bond, and goal scales and is a predictor of
the effectiveness of psychotherapy. Recently, unsu-
pervised learning methods have been proposed to
directly infer turn-level working alliance scores in
human-human therapy sessions (Lin et al., 2023b,
2022). Furthermore, explainable AI techniques
such as topic modeling and real-time data visual-
ization can provide additional interpretable insights
for qualitative assessment of these AI therapy com-
panion systems (Lin et al., 2023a; Dinakar et al.,
2015; Lin et al., 2023e; Imel et al., 2015; Lin et al.,
2023c; Lin, 2022c; Maurer et al., 2011; Lin et al.,
2023d). These advancements in evaluation can
help in refining the therapy process and ensuring
that the AI Therapists are effective in improving
the communication skills and empathetic abilities
of AI Chatbots.

Thirdly, the framework has the potential to bene-
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fit from the incorporation of more advanced re-
inforcement learning techniques, such as multi-
agent reinforcement learning, to enable more com-
plex and cooperative interactions between the AI
agents. Another promising direction is to intro-
duce neuroscience-inspired AI models (Hassabis
et al., 2017) which take into account neurological
and psychiatric anomalies (Lin et al., 2019; Pike
and Robinson, 2022; Lin et al., 2021; Maia and
Frank, 2011). These models characterize disorder-
specific biases, and can aid in better detection of
psychopathology in AI models, and the use of clin-
ical strategies to target these adjustments. Such
approaches would enable more effective coaching
of the AI Chatbots by AI Therapists, further reduc-
ing the potential for toxic behaviors.
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