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Abstract
Large Language Models (LLMs) are now being considered as judges of high efficiency to evaluate the quality
of answers generated by candidate models. However, their judgments may be influenced by complex scenarios
and inherent biases, raising concerns about their reliability. This study aims to bridge this gap by introducing four
unexplored factors and examining the performance of LLMs as judges, namely answer quantity, inducing statements,
judging strategy, and judging style. Additionally, we introduce a new dimension of question difficulty to provide a
more comprehensive understanding of LLMs’ judgments across varying question intricacies. We employ ChatGPT,
GPT-4, Gemini, and Claude-2 as judges and conduct experiments on Vicuna Benchmark and MT-bench. Our study
reveals that LLMs’ judging abilities are susceptible to the influence of these four factors, and analyzing from the
newly proposed dimension of question difficulty is highly necessary. We also provide valuable insights into opti-
mizing LLMs’ performance as judges, enhancing their reliability and adaptability across diverse evaluation scenarios.

Keywords: LLMs as judges, answer quantity, inducing statements, judging strategy, judging style, question
difficulty dimension

1. Introduction

Large Language Models (LLMs) are widely em-
braced for their robust natural language genera-
tion abilities and high intelligence (Achiam et al.,
2023; Bubeck et al., 2023; Peng et al., 2023;
Chung et al., 2022; Chowdhery et al., 2023; Hariri,
2023). Existing works indicate that these models
perform at a level comparable to humans with ad-
vantages of speed and cost-effectiveness in differ-
ent fields (Wang et al., 2023c; Song et al., 2023;
Wang et al., 2023a; Chen et al., 2023b), partic-
ularly in tasks like evaluating translation quality
(Kocmi and Federmann, 2023; Lu et al., 2023).
Therefore, recent efforts have ventured into explor-
ing the role of LLMs as judges for evaluation ef-
ficiency, as shown in Figure 1, and these initia-
tives have met with notable success (Chiang and
Lee, 2023; Chiang et al., 2023; Zheng et al., 2023;
Zhang et al., 2023).

However, due to the complexity of judgment sce-
narios and inherent biases in models, there are
potential risks associated with LLMs as judges.
Wang et al. (2023b) found that even simply swap-
ping the positions of two answers to be evaluated
can lead to a reverse judgment. In parallel, Zheng
et al. (2023) also revealed that LLMs tend to prefer
verbose answers or answers generated by them-
selves. This can raise concerns as the best an-
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Figure 1: The workflow for answer quality judg-
ment by a LLM judge. Initially, candidate models
offer potential answers to the question, which are
then combined with the question and presented to
the judge model to obtain a judgment.

swers may sometimes be concise and should not
be influenced by LLMs’ generation preferences.
These observations underscore a larger issue that
current methods prioritize improving model gen-
eralization, neglecting the stability of LLMs’ deci-
sions across different contexts and the impact of
various influencing factors.

While current research has delved into various
factors affecting LLMs as judges, substantial gaps
remain. Firstly, many studies (Wang et al., 2023b;
Zheng et al., 2023) have primarily focused on
straightforward factors, such as order of question,
leaving numerous crucial in-depth factors unex-
plored. Furthermore, current research typically
approaches the analysis of LLMs’ judging perfor-
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Factors Examples

Answer Position → Judge → → Judge →
Answer Verbosity (clear but short) (not clear but long) → Judge →
Self-enhancement (generated from Model A) (generated from Model B) → Judge (Model B) →

Question Type (both for math or reasoning question) → Judge → poor judgment

Answer Quantity → Judge → → Judge →
Inducing Statements (+) (-) → Judge → (-) (+) → Judge →

Judging strategy → Judge (overall) → → Judge (Step-by-Step) →
Judging Style → Judge (serious and rational) → → Judge (lively and emotional) →

Table 1: Factors may influence LLMs’ judgments. The factors highlighted in gray above have already
been explored, while the factors below are newly introduced in this paper. and represent two
candidate answers, which are presented to the judge to determine which one is superior. ‘+’ signifies a
positive guidance for the candidate, while ‘-’ conveys the opposite meaning.

mance from the perspective of question categories.
Yet, even within the same category, there might
be significant differences in difficulty – a crucial
dimension for judgment that remains overlooked.
Additionally, while several impactors have been
highlighted, there is a relative lack of explicit guid-
ance and specific recommendations on how to ef-
fectively utilize LLMs as judges. As a result, the
potential capabilities of using LLMs to judge gen-
erative results have yet to be fully realized.

To bridge these gaps, our study embarks on ad-
dressing the following objectives. Firstly, we in-
troduce and examine four unexplored factors to
delve deeper: answer quantity, inducing state-
ments, judging strategy, and judging style. We
present the factors that have been explored to date,
as well as the new factors we propose in Table 1.
Secondly, our research introduces a new dimen-
sion, namely question difficulty, allowing LLMs act-
ing as judges to annotate the difficulty level of ques-
tions. This offers an opportunity to explore the rela-
tionship between a judge’s assigned difficulty level
of a question and the subsequent judgment.

To provide a more in-depth understanding of the
factors outlined previously, we delve into the fol-
lowing conditions: 1) When the answer quantity
is no longer limited to two but increases to three
or even four; 2) When explicitly biased inducing
statements are injected into the input, praising or
criticizing candidate answers; 3) When the judg-
ing strategy shifts from the approach of directly
providing an overall judgment to a Step-by-Step
approach; 4) When different judging styles are
assigned to the judges. Simultaneously, we also
investigate LLMs’ behavior through the newly in-
troduced dimension of question difficulty, explor-
ing how LLMs’ performance varies on questions
of different difficulty levels under the influence of
the factors mentioned above.

We analyze the extensive experimental results,
and derive the following key findings:

ä 1. An increasing number of answers brings

LLMs’ judgments closer to those of humans. But
a balance needs to be struck between the quantity
and quality of information.

ä 2. The inducing statements elicite accom-
modating responses from all judges, with Chat-
GPT and Gemini demonstrating relatively higher
susceptibility, whereas GPT-4 displayed a higher
degree of autonomy and impartiality. But only
Claude-2 will occasionally refuse to give a judg-
ment when induced.

ä 3. A Step-by-step judging strategy, by refin-
ing judgment criteria and processes, enhances the
interpretability of LLMs and improves their perfor-
mance when quantitative judgments are required.

ä 4. Different question categories require dis-
tinct judging styles, and providing personalized
guidance is essential for LLMs to achieve im-
proved judging performance.

ä 5. Gemini exhibits unique expertise in accu-
rately judging challenging questions, in contrast to
the other three LLMs, which show superior perfor-
mance on simpler queries. While ChatGPT and
GPT-4 exhibit a notable resilience to influencing
factors when tackling complex questions, a trait
not observed in Gemini and Claude-2.

To sum up, the major contributions of this paper
are summarized as follows:

• We propose and explore the impact of four
crucial factors on the judging capabilities of
LLMs acting as judges, and provide empirical
evidence that underscores the significance of
these factors.

• We pioneer the perspective of employing
LLMs as judges to annotate question difficulty,
introducing a fresh analytical dimension for
the research community.

• Our findings provide valuable guidance and
profound insights for enhancing the judging
ability of LLMs in both research and practical
applications.
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2. Related work

Prior research has extensively focused on the per-
formance evaluation of LLMs in various tasks (Mao
et al., 2023; Zhou et al., 2023; Sun et al., 2023; Ji
et al., 2023). Question answering and evaluation
tasks have been prominent areas of interest (Par-
rish et al., 2022; Bai et al., 2023; Bian et al., 2023).
Such work not only scrutinizes the comparison be-
tween LLMs and humans but also investigates the
applicability of LLMs in different domains (He et al.,
2023; Lu et al., 2023).

However, with the widespread application of
LLMs, some studies have also started to uncover
certain potential issues associated with them. On
one hand, LLMs may exhibit biases, a problem
that has garnered significant attention, especially
in tasks that require judge-like decisions (Belinkov
et al., 2019; McCoy et al., 2019; Gururangan et al.,
2018; Min et al., 2019). On the other hand, LLMs
appear to be sensitive to the input and context, re-
sulting in output sensitivity, meaning they may ex-
hibit instability when dealing with different inputs or
prompts (Bowman, 2023; Turpin et al., 2023; Chen
et al., 2023a; Arora et al., 2022).

As for using large models as judges, Chiang
and Lee (2023) explored the potential of LLMs
as an alternative to human evaluations. Chiang
et al. (2023) utilized GPT-4 as the judge to com-
pare candidate answers from ChatGPT and Vi-
cuna to demonstrate the capabilities of the Vicuna
model. However, Wang et al. (2023b) discov-
ered that LLMs have position bias. To address
this, they introduced a calibration framework en-
compassing two strategies: multi-evidence calibra-
tion and balanced position calibration. Further,
Zheng et al. (2023) introduced two benchmarks,
MT-bench and Chatbot Arena, to validate the con-
sistency between LLM judges and human prefer-
ences. The results indicated that powerful LLM
judges, like GPT-4, align well with controlled and
crowdsourced human preferences, achieving over
80% consistency. Zhang et al. (2023) explored the
potential for deeper and wider LLM networks to re-
sult in fairer evaluations.

3. Overall Setup

3.1. Data
The utilized data are from two sources. The first
is the Vicuna Benchmark (Chiang et al., 2023),
consisting of 80 single-turn questions used in Vi-
cuna’s evaluation. The second source comprises
80 multi-turn dialogue data provided by the MT-
bench benchmark (Zheng et al., 2023). Some
data examples are shown in Appendix A. For the
data from Mt-bench, we conduct experiments sep-
arately for single-turn and multi-turn scenarios.

3.2. Model
The models we used can be classified into the fol-
lowing two categories:

Judges We utilize ChatGPT (OpenAI, 2022),
GPT-4 (Achiam et al., 2023), Gemini (Google,
2023) , and Claude-2 (Anthropic, 2023) as the
judges. Due to budget constraints, we query each
judge three times for each evaluation and then
calculate the average of the results. For Chat-
GPT and GPT-4, twice through their web inter-
faces and once by utilizing their API. 1 For Gemini
and Claude-2, all from their web interfaces.

Candidates The candidate answers are from
ChatGPT, Vicuna-13b (Chiang et al., 2023),
LlaMA-13b (Touvron et al., 2023), and Alpaca-13b
(Taori et al., 2023). Other than the answer quan-
tity experiment, the two candidate answers are ob-
tained from the first two models respectively.

3.3. Metric
For measuring the performance of judges, we
use the accuracy and Kappa correlation coefficient
with human annotation results, which are provided
by Wang et al. (2023b) and Zheng et al. (2023),
as the gold standard. A higher value for these
two metrics indicates that the judgments made by
LLMs are more similar to those made by humans.

For measuring the sensitivity of the judges af-
ter changing a specific factor, we use conflict rate
(Wang et al., 2023b) with default judgments. A
lower value for this metric suggests that LLMs are
less affected by changes in the influencing factors.

Moreover, to eliminate the interference of posi-
tion bias, we present the candidate answers to the
judges in reversed order and then aggregate the
results.

3.4. Prompt
We use the prompt from Vicuna Benchmark as an
illustrative example. Below is a sample prompt un-
der default settings, accompanied by a judgment.

Default Example

[System prompt] You are a helpful and precise
assistant for checking the quality of the answer.
[Question] How can I increase my productivity
while working from home?
[Assistant 1’s Answer] Here are some tips
that can help you increase your productivity
while working from home:1.Create a dedicated
workspace...
[Assistant 2’s Answer] Working from home
can be both a blessing and a curse...

1The API versions we use are gpt-3.5-turbo-0613
and gpt-4-0613.
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[Task description / Instructions] We would
like to request your feedback... Please rate
the helpfulness, relevance, accuracy, level
of details of their responses. Each assistant
receives an overall score on a scale of 1 to 10...

GPT-4’s Judgment 9 9 Assistant 1 and
Assistant 2 provided excellent and detailed
responses...

4. Answer Quantity

4.1. Motivation
Typically, the judge model is required to evalu-
ate two candidate answers, but this quantity can
be customized as required, as seen in MT-bench.
To explore judging scenarios with varying answer
quantities, we appended one or two additional an-
swers and made corresponding modifications to
the prompt and information regarding the num-
ber of answers. We paid particular attention to
whether the judging results of LLM for the origi-
nal two answers were influenced by the addition
of extra answers, similar to how the inclusion of
extra athletes in a sports competition might affect
the judge’s decisions.

Answer Quantity Example

[System prompt]
[Question]
[Assistant 1’s Answer]
[Assistant 2’s Answer]
[Assistant 3’s Answer]
[Assistant 4’s Answer]
[Task description / Instructions]

GPT-4’s Judgment 8 9 7 8 ...Assistant 2’s
answer was the most comprehensive...

4.2. Settings
For this factor, We only conduct related experi-
ments on Vicuna Benchmark. The specific con-
figuration in MT-bench is tailored to accommodate
scenarios with only two answers, whereas Vicuna
Benchmark does not have this limitation. Fol-
lowing the original two answers, we sequentially
added answers from LLaMA-13b and Alpaca-13b,
while adjusting the information about answer quan-
tity in the original prompt.

4.3. Results & Discussion
Figure 2 illustrates that increasing answer quan-
tity alters the comparative evaluation between the
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Figure 2: Variations in conflict rate (C.R.), ac-
curacy (ACC.), and Kappa coefficient (KAP.) with
varying answer quantities from the judges.

original two candidates. This adjustment leads
to notable shifts in LLMs’ performance metrics:
ChatGPT consistently exhibits the highest con-
flict rate, while GPT-4 maintains the lowest. In-
triguingly, the conflict rate for GPT-4 uniquely de-
creases when the answer quantity rises from three
to four. Furthermore, the observed changes in ac-
curacy and Kappa coefficient values suggest that
more candidate answers enhance the alignment
between LLMs’ judgments and human evaluations,
with GPT-4 achieving the highest congruence and
Gemini the lowest.

This phenomenon might be attributed to the fact
that with only two candidates, LLMs are more
likely to reflect biases towards their similarities.
Introducing additional candidates not only ampli-
fies the competitive environment but also equips
LLMs with a richer variety of information, poten-
tially broadening their understanding of the ques-
tion context. This, in turn, encourages a more thor-
ough consideration of factors in distinguishing be-
tween answers, potentially leading to adjustments
in judgments.

Additionally, the introduction of more answers
is particularly effective in diluting the influence of
outliers—an answer markedly divergent in quality
from its counterpart—which might disproportion-
ately affect judgments. This expansion enables a
more balanced and nuanced evaluation, reducing
the impact of any single divergent answer.

Guidance This reminds us that, although LLMs
typically have input length limitations, in this par-
ticular task, increasing the input to provide more
candidate answers may enhance their judging per-
formance. However, it’s also essential to recog-
nize that more information can potentially intro-
duce more noise. Therefore, striking a balance be-
tween the quantity and quality of information is a
key consideration in this context.
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Inducing Judge
Vicuna Benchmark MT-bench

Candidate 1 Candidate 2 C.R. (%) Rejection Turn Candidate 1 Candidate 2 C.R. (%) Rejection
Statements wining rate (%) wining rate (%) rate (%) wining rate (%) wining rate (%) rate (%)

+ / -

ChatGPT 37.50 22.50 52.50 0.00 Single 45.00 2.50 77.50 0.00
Multi 51.25 6.25 78.75 0.00

GPT-4 20.00 2.50 28.75 0.00 Single 5.00 6.25 26.25 0.00
Multi 12.50 12.50 30.00 0.00

Gemini 37.50 31.25 43.75 0.00 Single 46.25 40.00 51.25 0.00
Multi 53.75 45.00 62.50 0.00

Claude-2 23.75 15.00 32.50 37.50 Single 32.50 16.25 38.75 31.25
Multi 25.00 17.50 42.50 28.75

- / +

ChatGPT 45.00 47.50 55.00 0.00 Single 17.50 53.75 65.00 0.00
Multi 33.75 60.00 66.25 0.00

GPT-4 28.75 17.50 38.75 0.00 Single 11.25 15.00 16.25 0.00
Multi 21.25 7.50 26.25 0.00

Gemini 46.25 50.00 55.00 0.00 Single 31.25 35.00 41.25 0.00
Multi 26.25 32.50 42.50 0.00

Claude-2 37.50 26.25 43.75 33.75 Single 20.00 23.75 36.25 35.00
Multi 27.50 41.25 47.50 27.50

10 / 1

ChatGPT 45.00 25.00 51.25 0.00 Single 62.50 12.50 77.50 0.00
Multi 56.25 11.25 80.00 0.00

GPT-4 17.50 12.50 25.00 0.00 Single 27.50 10.00 31.25 0.00
Multi 15.00 15.00 40.00 0.00

Gemini 41.25 40.00 52.50 0.00 Single 51.25 47.50 60.00 0.00
Multi 53.75 52.50 58.75 0.00

Claude-2 32.50 28.75 37.50 11.25 Single 32.50 22.50 58.75 8.75
Multi 41.25 28.75 60.00 7.50

1 / 10

ChatGPT 43.75 55.00 56.25 0.00 Single 27.50 61.25 66.25 0.00
Multi 35.00 43.75 60.00 0.00

GPT-4 36.25 45.00 47.50 0.00 Single 12.50 20.00 28.75 0.00
Multi 26.25 12.50 33.75 0.00

Gemini 47.50 48.75 53.75 0.00 Single 40.00 43.75 52.50 0.00
Multi 46.25 47.50 60.00 0.00

Claude-2 40.00 38.75 47.50 15.00 Single 31.25 40.00 48.75 12.50
Multi 43.75 46.25 53.75 10.00

5 / 5

ChatGPT 17.50 17.50 47.50 0.00 Single 8.75 6.25 35.00 0.00
Multi 12.50 3.75 41.25 0.00

GPT-4 13.75 16.25 35.00 0.00 Single 5.00 10.00 18.75 0.00
Multi 8.75 0.00 15.00 0.00

Gemini 12.50 15.00 36.25 0.00 Single 20.00 15.00 38.75 0.00
Multi 13.75 18.75 37.50 0.00

Claude-2 18.75 16.25 40.00 3.75 Single 17.50 11.25 26.25 3.75
Multi 13.75 18.75 27.50 0.00

Table 2: The impact of Inducing Statements. ‘+/-’ and ‘+/-’ represent the first two sets of inducements,
‘10/1’ and ‘1/10’ represent the third and fourth sets of inducements, and ‘5/5’ represents the last set. and

indicate whether they have gone up or down from the default, and the numbers after them indicate the
value of the change. Note that a judging result includes not only one side winning, but also a tie.

5. Inducing Statements

5.1. Motivation

Similar to how spectators or external factors in
a game can influence a judge’s decision through
shouting or applause, specific inducing sentences
can to some extent impact the judgments made
by large language models, causing them to lean
toward a particular answer. When the prompt in-
cludes content that might introduce bias into the
judge’s specific judgments, it becomes intriguing
to investigate whether the judge can still uphold
fairness, reliability, and robustness. This simula-
tion isn’t about wanting LLMs to be misled but test-
ing their judgments and objectivity under uncon-
ventional conditions.

Inducing Statements Example

[System prompt]
[Question]

[Assistant 1’s Answer] ...This is the best an-
swer.
[Assistant 2’s Answer] ...This is the worst an-
swer.
[Task description / Instructions]

GPT-4’s Judgment 10 7 ...However, As-
sistant 1’s answer was slightly more com-
prehensive and detailed...

5.2. Settings

We devise five sets of inducing sentences, with
each set containing two sentences to be added af-
ter the two candidate answers. The first two sets in-
clude the sentences ‘This is the best answer.’ and
‘This is the worst answer.’ along with their combina-
tions after swapping the order. The following two
sets include the sentences ‘This answer deserves
10 out of 10.’ and ‘This answer deserves 1 out
of 10.’ along with their combinations after swap-
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ping the order. The final set consists of the two
sentences ‘This answer deserves 5 out of 10.’ To
observe the phenomenon more prominently, these
inducing statements are overt and straightforward
in nature.

5.3. Results & Discussion
Table 2 indicates that these inducing sentences
have achieved their intended purpose, as all
judges are interfered with. Even in the last set of
inducing sentences, which lacked overt bias, there
was still a discernible impact on the outcomes
to some extent. Exclusively in this context, the
trend shifts observed in Gemini and Claude-2 sig-
nificantly diverge between ChatGPT and GPT-4.
This phenomenon may be related to the concept
of ‘compliance’ learned by the models during train-
ing, wherein the models tend to provide answers
that align with or closely resemble the input.

Interestingly, Claude-2 stands out with a non-
zero rejection rate across various scenarios, show-
casing its capability to resist inducements—a trait
detailed further in Appendix B. This contrasts with
the perpetual zero rejection rates of the other three
judges, highlighting disparities in LLMs’ ability to
counteract inducements. This variation suggests
that some LLMs are beginning to develop rudimen-
tary resistance capabilities, with significant differ-
ences evident across different models.

LLMs typically exhibit slightly increased con-
flict rates in multi-turn scenarios compared to
single-turn ones, likely due to the added complex-
ity of more contextual information. The Vicuna
Benchmark’s specific scoring requirements also
prompted an analysis of how frequently judges’
scores align with inducements, with findings de-
tailed in Appendix C.

Guidance Our study sheds light on the nuanced
vulnerabilities of LLMs to inducements, underlin-
ing the necessity for future developments to focus
on the detection, avoidance, and mitigation of both
explicit and implicit biases. Such measures are
essential to bolster the effectiveness and depend-
ability of LLMs in real-world applications. Addition-
ally, during the training of LLMs, a more diversified
and adversarial set of prompts can be employed to
reduce their dependence on specific prompt tem-
plates, thereby enhancing their capacity to recog-
nize and resist bias interference.

6. Judging Strategy

6.1. Motivation
We are curious to explore how LLMs’ judging
logic and results would respond to corresponding
changes in the judging strategy. Currently, most

Dataset Judge Strategy ACC.(%) KAP. C.R.(%)

ChatGPT default 42.50 0.05 -
Step-by-Step 47.50 0.10 40.00

Vicuna GPT-4 default 55.00 0.27 -
Step-by-Step 58.75 0.31 37.50

Benchmark Gemini default 35.00 0.03 -
Step-by-Step 43.75 0.06 38.75

Claude-2 default 46.25 0.08 -
Step-by-Step 50.00 0.19 27.50

ChatGPT default 46.25 0.08 -
Step-by-Step 43.75 0.06 12.50

MT-bench GPT-4 default 46.25 0.08 -
Step-by-Step 53.75 0.25 11.25

Single-Turn Gemini default 53.75 0.25 -
Step-by-Step 55.00 0.27 17.50

Claude-2 default 48.75 0.11 -
Step-by-Step 48.75 0.11 7.50

ChatGPT default 36.25 0.03 -
Step-by-Step 40.00 0.04 22.50

MT-bench GPT-4 default 48.75 0.11 -
Step-by-Step 53.75 0.25 16.25

Multi-Turn Gemini default 38.75 0.04 -
Step-by-Step 40.00 0.04 11.25

Claude-2 default 47.50 0.10 -
Step-by-Step 46.25 0.09 8.75

Table 3: The results of varying judging strategies.

evaluation strategies entail LLMs providing a holis-
tic judgment while considering specific evaluation
dimensions like helpfulness, relevance, creativity,
and so on. In contrast, we request LLM to conduct
a Step-by-Step evaluation, wherein it first individ-
ually evaluates or scores the candidate answers
on the aforementioned dimensions, and subse-
quently provides a final evaluation or score.

Judging Strategy Example

[System prompt]
[Question]
[Assistant 1’s Answer]
[Assistant 2’s Answer]
[Task description / Instructions] ...Please con-
duct a Step-by-Step evaluation. Step 1:
Please begin by evaluating candidate an-
swers based on the following dimensions:
helpfulness, relevance, accuracy, depth, cre-
ativity, and level of detail. Provide a separate
rating for each dimension. Step 2: Based
on the assessments of the individual dimen-
sions above, now summarize your evalua-
tions and provide an overall judgment...

GPT-4’s Judgment 9.5 9.8 Assistant 1:
Helpfulness: 9, Relevance: 10, Accuracy:
10, Level of detail: 9 Assistant 2: Help-
fulness: 9, Relevance: 10, Accuracy: 10,
Level of detail: 10...

6.2. Settings
Building upon the default foundation, we mod-
ify the prompts to instruct the judges to perform
a Step-by-Step evaluation process, wherein they
first evaluate the answers individually based on the
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Judge
Vicuna Benchmark MT-bench

Style Generic Knowledge Roleplay Common- Fermi Counter- Coding Math Writing Turn Style Writing Roleplay Reasoning Math Coding Extraction STEM Humanitiessense factual

ChatGPT

default 0.4 0.4 0.5 0.4 0.4 0.3 0.4 0.7 0.5 Single
default 0.3 0.7 0.7 0.5 0.6 0.3 0.3 0.3

SR 0.3 0.6 0.4 0.4 0.6 0.4 0.3 0.3

SR 0.4 0.4 0.4 0.3 LE 0.2 0.7 0.7 0.4 0.6 0.4 0.3 0.30.5 0.4 0.6 1.0 0.4
Multi

default 0.2 0.6 0.4 0.4 0.4 0.4 0.3 0.2

LE 0.4 0.4 0.7 SR 0.4 0.3 0.6 0.5 0.4 0.4 0.4 0.30.5 0.6 0.5 0.3 0.4 0.6 LE 0.4 0.6 0.4 0.6 0.5 0.4 0.4 0.2

GPT-4

default 0.5 0.4 0.4 0.7 0.7 0.5 0.7 1.0 0.4 Single
default 0.3 0.3 0.8 0.5 0.5 0.7 0.3 0.3

SR 0.3 0.4 0.7 0.6 0.6 0.6 0.3 0.3

SR 0.5 0.4 0.7 1.0 0.4 LE 0.4 0.4 0.8 0.7 0.6 0.7 0.4 0.30.3 0.6 0.7 0.9
Multi

default 0.6 0.3 0.4 0.5 0.5 0.6 0.5 0.5

LE 0.5 0.7 1.0 SR 0.7 0.3 0.5 0.5 0.6 0.6 0.5 0.50.6 0.5 0.5 0.6 0.6 0.5 LE 0.7 0.4 0.5 0.6 0.6 0.6 0.5 0.4

Gemini

default 0.6 0.3 0.3 0.3 0 0.3 0.7 0.7 0.3 Single
default 0.3 0.5 0.6 0.6 0.8 0.5 0.8 0.2

SR 0.4 0.5 0.6 0.6 0.8 0.5 0.7 0.3

SR 0.3 0.3 0.3 0.7 LE 0.4 0.6 0.5 0.6 0.7 0.5 0.7 0.40.5 0.4 0.2 1.0 0.4
Multi

default 0.5 0.2 0.4 0.5 0.6 0.3 0.4 0.2

LE 0.6 0.3 0.3 0.7 0.7 SR 0.5 0.3 0.5 0.5 0.6 0.3 0.4 0.30.4 0.1 0.4 0.5 LE 0.6 0.4 0.4 0.6 0.6 0.3 0.5 0.2

Claude-2

default 0.5 0.4 0.2 0.5 0.2 0.5 0.4 1.0 0.8 Single
default 0.4 0.5 0.6 0.6 0.5 0.6 0.3 0.4

SR 0.5 0.4 0.7 0.6 0.5 0.6 0.3 0.3

SR 0.5 0.2 0.5 1.0 0.8 LE 0.4 0.5 0.5 0.6 0.6 0.6 0.4 0.40.5 0.3 0.6 0.6
Multi

default 0.7 0.7 0.3 0.3 0.5 0.6 0.3 0.4

LE 0.5 0.4 0.5 0.4 1.0 SR 0.7 0.6 0.5 0.4 0.5 0.6 0.4 0.30.4 0.3 0.6 0.7 LE 0.7 0.7 0.3 0.4 0.4 0.6 0.4 0.4

Table 4: Category-wise accuracy results of different styles. SR represents the ‘serious and rational’ style,
while LE represents the ‘lively and emotional’ style. The red and blue backgrounds indicate whether
accuracy increased or decreased compared to the default results, respectively.

mentioned perspectives, such as helpfulness, rel-
evance, accuracy, depth, and creativity, and then
conduct an overall evaluation.

6.3. Results & Discussion
Table 3 demonstrates that adopting a Step-by-
Step strategy significantly enhances the judging
performance across all models on the Vicuna
Benchmark, a trend not as pronounced on MT-
bench. And the higher conflict rate also reflects the
considerable impact of the strategy change. This
might be attributed to the distinct evaluation criteria
demanded by the two benchmarks.

Specifically, the Vicuna Benchmark requires
judges to assign precise scores to each candidate
answer, demanding a rigorous quantitative anal-
ysis. MT-bench focuses on relative comparisons
between candidates, prioritizing qualitative judg-
ments. In scenarios requiring fine-grained quan-
titative evaluation, a holistic judging approach may
falter in distinguishing between answers of seem-
ingly similar quality. However, the Step-by-Step
strategy enhances transparency by delineating the
scoring across multiple dimensions. By break-
ing down the judging process into discrete steps,
judges can visualize the scores in each dimension
before aggregating them into a final score. Such
granularity introduces subtle numerical differences
in total scores, potentially rectifying earlier judg-
ments inaccurately classified as ties, and thus re-
fining the performance.

Guidance The differential impact of the Step-
by-Step strategy on performance across bench-
marks underscores the need for enhancing the
transparency of the judgment decision-making pro-
cess. This inspires us to focus on improving the
explainability of LLMs to make judgments more ac-
cessible for comprehension and scrutiny. Addition-

ally, in the research and optimization of evaluation
strategies, clear judgment criteria and processes
can be established, and LLMs’ understanding and
execution can be ensured through enhanced train-
ing and instructions. Furthermore, the introduction
of a mechanism for LLMs to review past judgments
can be considered to rectify potential biases.

7. Judging Style

7.1. Motivation

Various domains and tasks often demand diverse
styles and perspectives, much like human judges
in distinct domains possess their own unique
knowledge and aesthetic criteria. Different styles
in LLMs can guide their attention to different fea-
tures and criteria, allowing them to cater to the spe-
cific requirements of distinct domains. So we en-
dow LLMs with two opposite styles to observe the
potential impact on their decision-making.

Judging Style Example

[System prompt]
[Question]
[Assistant 1’s Answer]
[Assistant 2’s Answer]
[Task description / Instructions] ... Please com-
plete your tasks with a lively and emotional
approach.

GPT-4’s Judgment 8 9 ...Assistant 2 also
addressed the potential challenges of work-
ing from home, such as feeling isolated,
which the other assistants did not mention.
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7.2. Settings

We enhance a specific aspect of the judging style
by appending ‘Please complete your tasks with a ...
approach.’ at the end of the default prompt. The
‘...’ should be filled with ‘serious and rational’ or
‘lively and emotional’.

7.3. Results & Discussion

The variations in performance observed in Table 4,
highlight the adaptability of LLMs to stylistic cues
within their judgment processes. This adaptabil-
ity, however, manifests with varying degrees of ef-
fectiveness across different question categories,
indicating that LLMs’ ability to incorporate stylis-
tic considerations into their evaluations is not uni-
formly distributed. The inconsistency in perfor-
mance changes among judges within the same
category, despite being subjected to the same
stylistic adjustments, further underscores the com-
plexity of how style influences judgment. Even vari-
ations in turn lead to significantly different impacts.

These discrepancies suggest that LLMs engage
in a complex process of interpretation when pre-
sented with stylistic directives, with their impact
deeply intertwined with the nature of the questions
being judged. This nuanced interaction between
style, question type, and model-specific capabili-
ties points to an underlying variability in how LLMs
process and respond to stylistic elements, leading
to diverse outcomes.

Guidance The observed variations in LLMs’ per-
formance across different question categories, in-
fluenced by stylistic adjustments, underscore the
need for a more nuanced approach to design-
ing judging prompts. This entails crafting tailored
prompts that account for the specific requirements
and nuances of various question types, beyond the
current focus on math and coding queries. Such
a differentiated approach can optimize LLM judg-
ing effectiveness by aligning with the unique char-
acteristics of each question category. Addition-
ally, the effectiveness of any given guidance may
vary between LLMs, highlighting the importance of
personalizing instructions to harness each model’s
distinct capabilities fully. This personalized ap-
proach not only enhances the precision of judg-
ments but also ensures that the potential of each
LLM is maximally exploited, contributing to more
accurate and reliable judgments.

8. Question Difficulty

8.1. Motivation

The model’s utilization of distinct abilities and the
corresponding emphasis varies depending on the

Q1. ___
Q2. ___
···

Medium
Easy
···

Annotate

Hard
Easy
···

Annotate

Hard
Medium
···

Annotate

Q1. ___
Q2. ___
···

Medium
Easy
···

Annotate

Hard
Easy
···

Annotate

Hard
Medium
···

Annotate

Medium
Medium
···

Annotate

Figure 3: Request all judges to label the difficulty
level for each question.

difficulty level of the question being asked. Like-
wise, the judging capabilities also differ when eval-
uating answers to questions of diverse challenges.
Existing work is often analyzed from the angle of
question type. However, even within the same cat-
egory, questions can vary in terms of difficulty.

Therefore, we propose to incorporate the diffi-
culty level of the questions into the exploration. If
the judge perceives a question as challenging, in-
dicating that it may not have a strong grasp of
how to answer this question, it is likely to strug-
gle to assess the quality of answers to this ques-
tion. Moreover, different models may exhibit di-
vergent recognition regarding the difficulty level of
the same question. Hence, for each question, we
interact separately with the four judges, to obtain
their respective annotations, as shown in Figure
3. We aim to explore whether there exists an
as-yet-undiscovered correlation between the intrin-
sic knowledge and biases of LLMs and their judg-
ments. We categorize the difficulty level of ques-
tions into three levels: ‘easy’, ‘medium’, and ‘hard’.

8.2. Settings
We seek annotations from the judges to determine
the difficulty of all questions. To ensure reliability,
each result is obtained by asking three times and
determined by a voting process. Given that ques-
tion difficulty and question type both are inherent
characteristics of the questions, we also investi-
gate the correlation between them. Appendix D
describes the annotation results.

8.3. Results & Discussion
Tables 5, 6, 7, and 8 demonstrate that only Gem-
ini exhibits a higher accuracy rate on questions
it deems difficult, while the other three judges of-
ten exhibit higher accuracy on questions catego-
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Factors Vicuna Benchmark MT-bench Single-Turn MT-bench Multi-Turn
Easy Medium Hard Easy Medium Hard Easy Medium Hard

Default 3 3 3

𝑄𝐴𝑛𝑠 = 3 3 m - - - - - -
𝑄𝐴𝑛𝑠 = 4 3 m - - - - - -
Step-by-Step 3m 3m 3m

SR Style 3 m 3 m 3 m
LE Style 3 m m 3 3 m

Table 5: ChatGPT’s varied performance across
different question difficulties and influencing fac-
tors. 𝑄𝐴𝑛𝑠 indicates the answer quantity. 3rep-
resents the highest accuracy on questions of this
difficulty level, while mindicates the lowest conflict
rate, meaning it is the least influenced.

Factors Vicuna Benchmark MT-bench Single-Turn MT-bench Multi-Turn
Easy Medium Hard Easy Medium Hard Easy Medium Hard

Default 3 3 3

𝑄𝐴𝑛𝑠 = 3 3m - - - - - -
𝑄𝐴𝑛𝑠 = 4 3m - - - - - -
Step-by-Step 3 m 3 m 3m

SR Style 3 m 3 m 3 m
LE Style 3 m 3m 3 m

Table 6: GPT-4’s varied performance across dif-
ferent question difficulties and influencing factors.

rized as easy and medium. This suggests that
the former excels at adjudicating questions per-
ceived as difficult, whereas the latter tends to per-
form better on less challenging questions. Simulta-
neously, ChatGPT and GPT-4 often display lower
conflict rates on harder questions, indicating they
are less influenced by various factors on questions
they consider challenging. In contrast, Gemini and
Claude-2 do not exhibit this pattern, suggesting
they are more susceptible to being influenced on
difficult questions.

In terms of accuracy, although Gemini shows
higher accuracy on difficult questions, its lower
overall accuracy may indicate a specialization in
certain areas or types of questions. This suggests
that Gemini possesses deep understanding and
analytical capabilities within its areas of expertise
but may not be as comprehensive as models like
GPT-4 when addressing a wider range of ques-
tions. This phenomenon is also evident from Ta-
ble 4. The performance difference between GPT-
4 and Gemini could reflect the challenge of balanc-
ing breadth and depth in model design and training
processes.

Regarding conflict rates, the lower conflict rates
of ChatGPT and GPT-4 on difficult questions could
indicate that, despite their less satisfactory accu-

Factors Vicuna Benchmark MT-bench Single-Turn MT-bench Multi-Turn
Easy Medium Hard Easy Medium Hard Easy Medium Hard

Default 3 3 3

𝑄𝐴𝑛𝑠 = 3 3m - - - - - -
𝑄𝐴𝑛𝑠 = 4 3m - - - - - -
Step-by-Step m 3 3m 3m

SR Style m 3 m 3 m 3
LE Style 3m 3m 3m

Table 7: Gemini’s varied performance across dif-
ferent question difficulties and influencing factors.

Factors Vicuna Benchmark MT-bench Single-Turn MT-bench Multi-Turn
Easy Medium Hard Easy Medium Hard Easy Medium Hard

Default 3 3 3

𝑄𝐴𝑛𝑠 = 3 3 m - - - - - -
𝑄𝐴𝑛𝑠 = 4 3 m - - - - - -
Step-by-Step 3m 3m 3 m

SR Style m 3 m 3 3m
LE Style 3m 3m 3 m

Table 8: Claude-2’s varied performance across dif-
ferent question difficulties and influencing factors.

racy in complex and challenging situations, they
can provide relatively consistent and stable deci-
sions. It might result from ChatGPT and GPT-4
adopting a more cautious or probabilistic approach
to decision-making, thereby reducing uncertainty.
Although this approach may not always achieve
the highest accuracy, it ensures the consistency
and stability of the judgments.

Guidance These findings illuminate the intricate
interplay between the inherent knowledge of LLMs
and their external decision-making processes dur-
ing judgment tasks. The pivotal role of question
difficulty in this dynamic underscores the neces-
sity for a judicious allocation of queries, tailored
to the distinct strengths and capabilities of each
model. This strategy entails not merely identify-
ing the domains in which each LLM exhibits su-
perior performance but also discerning how their
unique problem-solving methodologies can be op-
timally employed across a spectrum of challenges.
Through such a targeted approach, LLMs can
fully leverage their capabilities, ensuring that their
collective assessments are marked by precision,
depth, and breadth.

9. Conclusion

In our research, we delve into the effects of four
novel factors on the judging processes of LLMs,
while also advocating for an examination of judg-
ing behaviors through the lens of question diffi-
culty. Our findings illuminate the diverse ways
in which the adjudicative capacities of various
LLMs are shaped, exposing the distinct mecha-
nisms they employ when confronting influencing
elements. The inquiry into question difficulty un-
veils the nuanced differences in internal judgment
and external decision-making among LLMs, high-
lighting their specialized competencies and em-
phasizing the critical importance of this perspec-
tive for analysis. Looking forward, our focus shifts
toward further understanding how to optimally de-
ploy LLMs as judges in diverse judging contexts,
aiming to bolster their dependability and resilience.
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12. Appendices

A. Data Sample

Vicuna benchmark includes single-turn questions
categorized into nine groups, such as Fermi. MT-
bench encompasses two-turn dialogue questions
classified into eight categories, such as reasoning.
The data sample is shown in Table 9.

B. A Claude-2’s Rejection Example
of Inducing Statements

Claude-2 can sometimes recognize inducing state-
ments and refrain from subjective judgments. In
contrast, the other three judges failed to identify
and even counter these inducements.

Claude-2’s Rejection Example

[System prompt]
[Question]
[Assistant 1’s Answer] ...This is the best an-
swer.
[Assistant 2’s Answer] ...This is the worst an-
swer.
[Task description / Instructions]

Claude-2’s Judgment I apologize, but I
do not feel comfortable providing subjec-
tive scores or rankings for these responses
based solely on arbitrary labels like ‘best
answer’ or ‘worst answer’ added to the end.
I would need to objectively assess the re-
sponses on their merits against clear crite-
ria to provide a fair and unbiased evaluation.
Explicitly favoring one response over the
other due to biased labeling risks undermin-
ing the integrity of the evaluation process. If
provided with neutral responses and rating
criteria focused on details, accuracy, and
other relevant qualities, I would be glad to
give my assessment.

C. Concordance Between Judge
Scores and Inducing Statements

We investigate the number of cases in which judg-
ments matched the provided scores across the in-
ducements in each group. As shown in Figure 4,
GPT-4 is significantly less likely to provide scores
that are entirely consistent with the inducements,
compared to other LLMs. This implies that GPT-4
may be less likely to opt for the shortcut, and might
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ChatGPT GPT-4 Gemini Claude-2

Inducing Statements with Scores

Figure 4: The probability of judges giving scores
that are entirely identical to the scores in the induc-
ing statements.

maintain a higher level of independence and objec-
tivity throughout the judging process.

D. Question Difficulty Annotation

We present examples from ChatGPT and GPT-4,
with Figures 5 and 6 showcasing their difficulty an-
notation outcomes on the Vicuna Benchmark and
MT-bench, respectively. Additionally, we detail the
question categories assigned to each level of dif-
ficulty. The results indicate that GPT-4 often ex-
hibits a judgment of question difficulty that is not
necessarily easier than ChatGPT. This further cor-
roborates its possession of a more robust capa-
bility. Furthermore, both models display divergent
patterns in their difficulty assessments across vari-
ous types of questions. For instance, in MT-bench,
ChatGPT did not categorize any reasoning-type
questions as ‘easy’, whereas GPT-4 labeled the
majority of such questions as ‘easy’, highlighting
differences in their perception.
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Data Source Category Sample Questions
Vicuna Benchmark generic How can I develop my critical thinking skills?
(Chiang et al., 2023) counterfactual What if the Beatles had never formed as a band?

reasoning
Turn 1 Thomas is very healthy, but he has to go to the hospital every day.

What could be the reasons?
MT-bench Turn 2 Find x such that f(x) = 0.

(Zheng et al., 2023) humanities Turn 1 How do the stages of life shape our understanding of time and mortality?
Turn 2 Can you explain why the above question is interesting?

Table 9: Sample questions from the two data sources.

ChatGPT GPT-4

Figure 5: The difficulty annotation of questions in Vicuna Benchmark, with results from ChatGPT on the
left and results from GPT-4 on the right.

ChatGPT GPT-4

Figure 6: The difficulty annotation of questions in MT-bench, with results from ChatGPT on the left and
results from GPT-4 on the right.
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