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Abstract

Multi-document summarization (MDS) is a
challenging task, often decomposed to subtasks
of salience and redundancy detection, followed
by text generation. In this context, alignment of
corresponding sentences between a reference
summary and its source documents has been
leveraged to generate training data for some of
the component tasks. Yet, this enabling align-
ment step has usually been applied heuristically
on the sentence level on a limited number of
subtasks. In this paper, we propose extending
the summary-source alignment framework by
(1) applying it at the more fine-grained proposi-
tion span level, (2) annotating alignment man-
ually in a multi-document setup, and (3) re-
vealing the great potential of summary-source
alignments to yield several datasets for at least
six different tasks. Specifically, for each of
the tasks, we release a manually annotated
test set that was derived automatically from
the alignment annotation. We also release de-
velopment and train sets in the same way, but
from automatically derived alignments. Using
the datasets, each task is demonstrated with
baseline models and corresponding evaluation
metrics to spur future research on this broad
challenge.

1 Introduction

Common information needs are most often satis-
fied by multiple texts rather than by a single text.
Processing multiple texts is a challenging feat due
to the wealth of content they possess, as well as the
anticipated redundancy of information. To address
this challenge, various tasks support multi-text pro-
cessing needs, such as information selection, con-
solidation and fusion. A prominent application that
aims to respond to user information needs is the
multi-document summarization (MDS) task. Inher-
ently, MDS either explicitly or implicitly prescribes

* Work was done as an intern at Amazon.

A Florida Starbucks has made it easy for deaf 
customers to order at the drive - thru - and 
video of one deaf woman 's experience has 
been viewed more than 6.5 million times since 
she posted it on Facebook Tuesday .

I think it's awesome 
because it gives the 
deaf opportunity to 
order in a different way 
through the window," 
Dr. Fellows said.

The video was just 
posted Tuesday, 
and it has more 
than 1 million 
views and over 
65,000 shares.

Doc 1 Doc 2

Summary

Figure 1: An example of proposition-level multi-
document-based alignment. Aligned propositions are in
the same color and formatting.

sub-tasks like those listed above (Moryossef et al.,
2019; Ernst et al., 2022).

Notably, many works showed the superiority of
decomposing a complex task, and more specif-
ically summarization, into its natural subtasks
(Moryossef et al., 2019; Ernst et al., 2022; Zhang
et al., 2023; Xiao, 2023). However, in most cases
there is no training data for each of the subtasks,
nor gold test data to evaluate them. That is, while
summarization datasets contain gold reference sum-
maries, they do not publish, e.g., gold document
salient spans for the salience detection task, or gold
sentences that fuse information from a few salient
document spans for the fusion task.

In this paper, we unveil a simple approach to
obtain high-quality datasets for a wide variety of
multi-text related tasks, via a single annotation
process of summary-source alignments. Specifi-
cally, we match summary propositions with their
proposition-level supporting evidence in the source
over an existing MDS dataset (Multi-News; Fab-
bri et al., 2019). An example for alignments is
presented in Figure 1.

Aligning all the information segments between
a reference summary and its paired document set
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reveals the underlying sub-tasks constructing the
summarization process, as illustrated in Figure 2.
For instance, the aligned spans in the document
set constitute the salient information within them,
since they collectively embody the corresponding
summary. This characteristic captures a salience
detection task (Figure 2 (b)). Similarly, a summary
segment can be viewed as a fused version of all
its aligned document-set mentions, representing a
sentence fusion task (Figure 2 (f)).

Overall, with these alignments we automatically
derive datasets for six tasks: (1) salience detec-
tion, (2) proposition coreference clustering, (3) evi-
dence detection, (4) text planning, (5) sentence fu-
sion, and (6) in-context passage fusion. In essence,
this procedure “reverse engineers” the human sum-
marization process by which the reference sum-
maries were originally created. The resulting data
enriches the current inventory of datasets for these
individual tasks, while being derived automatically
solely from the high-quality alignment annotations.
While the tasks addressed here stand on their own
merits, such tasks have also been shown to bene-
fit the overall summarization process when used
within a pipeline, as mentioned before (more on
this in §2).

Our high-quality alignments test set was ob-
tained through a controlled crowdsourcing pro-
cedure (Roit et al., 2020), with annotators dili-
gently trained for this task, and contains 100 top-
ics (document-set/summary pairs) with 2256 align-
ments. We also created large-scale training and
development sets by extracting alignments auto-
matically, using the SuperPAL alignment model
(Ernst et al., 2021), from the Multi-News train and
dev sets (§3). We automatically derive and release
train and test datasets from the alignment data for
the six mentioned tasks (§4). For each of the tasks,
and using its respective dataset, we develop and
evaluate two baseline models explicitly targeting
the task: one is a trained model while the other is a
non-finetuned execution of a ChatGPT LLM (Ope-
nAI, 2023) (§5). Over the six tasks, we generally
find that smaller trained models yield better results
than the GPT counterpart, leaving room for future
advances using our task and dataset suite.

Overall, this work showcases that alignments
from an MDS dataset empower a rich collection
of multi-document related tasks. These tasks are
appealing on their own, and are additionally advan-

tageous as sub-components of MDS solutions.1

2 Background

Aligning information between source and reference
texts has been previously addressed in the realm
of summarization. An early effort was conducted
for the purpose of summary evaluation through
the Pyramid method (Nenkova and Passonneau,
2004). It’s effectiveness, albeit burden of anno-
tation, triggered the pursuit of automatic proce-
dures that mimic the content extraction and align-
ment (Yang et al., 2016; Gao et al., 2018; Hirao
et al., 2018; Zhang and Bansal, 2021), generally
via proposition extraction and matching. The align-
ment approach and manual annotation process for
our dataset is reminiscent of the Pyramid method’s,
however it is more scalable thanks to controlled
crowdsourcing (Roit et al., 2020). While Shapira
et al. (2019) also applied crowdsourcing for easing
manual alignment, the summary is not exhaustively
aligned and high quality is not guaranteed.

Besides summary evaluation, alignments have
also been useful for the summarization process
itself. To acquire such alignments, the ROUGE
metric (Lin, 2004) was leveraged to match between
summary and source sentences (Zhang et al., 2018;
Cho et al., 2019). This approach was also taken for
components of the summarization pipeline, such
as detection of salient sentences (Chen and Bansal,
2018a) and sentence fusion (Lebanoff et al., 2019).
The heuristic nature of this pairing approach yields
noisy alignments since it is both on the sentence
level and based on lexical matching.

Many additional works have shown the benefit of
decomposed summarization pipelines. Moryossef
et al. (2019) and Ernst et al. (2022) split the sum-
marization task to planning and realization phases
(corresponding to our derived tasks) showing im-
proved summary outputs. Zhang et al. (2023) find
that decomposition of the summarization process
can improve faithfulness of the output summary to
its source documents. Xiao (2023) shows the bene-
fit of salience detection as an initial phase, both for
improving summary quality, and to provide attribu-
tion to summary segments.

Information alignment has also been treated as
a standalone task. Ernst et al. (2021) designed
a supervised model that far exceeds the abilities
of lexical-based aligners. They also released a

1All data is publicly available at
https://github.com/oriern/SPARK.
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high quality test set of sub-sentence-level align-
ments. Collecting data required expert cleaning
of crowdsourced annotations. Our more scalable
approach yielded a dataset that is an order of magni-
tude larger (11 vs 100 topics), and further improves
alignment accuracy through refined guidelines and
removed UI constraints in the annotation tool (Slo-
bodkin et al., 2022).

Recently, Krishna et al. (2023) released USB, a
benchmark for summarization-related tasks, also
derived from alignments. Alignment was con-
ducted between the leading section of a Wikipedia
article and its body, via controlled crowdsourcing,
and required editing text spans in the leading sec-
tion to remain faithful to the article body. In con-
trast to their sentence level alignments, our proposi-
tion-level alignments eliminate non-aligning noise.
Moreover, aligning in the multi-document setting,
as opposed the single-document in USB, introduces
challenges arising from cross-document informa-
tion sharing and size. The differences listed above
induce tasks in our work that are mostly differ-
ent from those addressed in USB, and that can be
treated as standalone tasks.

3 Collecting Alignments Data

Our alignments data consists of a high quality test
set, collected through careful manual annotation
(§3.1), as well as large-scale training and develop-
ment sets that were automatically compiled (§3.2).
All alignments were extracted from the respective
data split of Multi-News (Fabbri et al., 2019), a
MDS dataset of sets of news articles with profes-
sionally prepared summaries.

An instance in our alignment dataset is
based upon a document set D and a cor-
responding reference summary s. The in-
stance consists of a list of aligned pairs
H = {(hs1, hD1 ), (hs2, hD2 ), ..., (hsn, hDn )} such that
(hsi , h

D
i ) are proposition spans from the summary

and document set, respectively, that describe the
same piece of information. Since information is
expected to repeat across the documents, H likely
contains pairs where hsi = hsj . Moreover, the sum-
mary should be exhaustively covered, i.e., all propo-
sitions in s are expected to appear in H .

3.1 Manually Annotated Test Set

To manually collect the alignments from a
document-set/summary pair (“topic”), we follow
the annotation protocol of Slobodkin et al. (2022),

Stat Train Dev Test

# topics 44.5K 5567 100
# alignments 1.5M 186K 2256
# clusters 629K 77.5K 1332
# summary sentences 342K 42K 834
avg. cluster size 2.4 2.4 1.7
avg. # clusters per sent 1.8 1.8 1.6
avg. # clusters per topic 14.1 14.1 13.6
avg. # docs per topic 2.71 2.65 2.97

Table 1: Statistics of our alignments data. The test set is
manually collected and the dev/train sets are automati-
cally collected, all from the Multi-News MDS dataset.
A cluster contains alignments pertaining to document
spans that align to the same summary span (referring to
the same information).

using controlled crowdsourcing (Roit et al., 2020),2

adapting their method to the multi-document set-
ting and altering the annotation guidelines for our
purposes. Our annotation yields 2256 alignments
from 100 topics. Full statistics are in Table 1.

Annotation interface and procedure. We adopt
the web-based annotation tool from Slobodkin et al.
(2022), and deploy it on Mechanical Turk3 for
crowdsourcing (see Figure 3 in Appendix). The
tool shows documents and the corresponding sum-
mary side-by-side, and annotators identify match-
ing text segments between a document and the sum-
mary. The annotator is instructed to concentrate on
an individual summary statement at a time, and to
eventually cover the full summary. Each topic is
annotated by a single trained annotator. For qual-
ity assurance, submissions were randomly checked
and direct feedback was given as needed.

.

Annotation guidelines. A proposition in a sum-
mary is determined by a central event (predicate)
with its associated arguments. Annotators are
guided on how to identify these propositions, in-
cluding special cases of nested propositions (a
proposition being an argument of another), predi-
cates connected via discourse markers, prospective
vs. transpired events, and incontiguous proposi-
tions. See Appendix C for explanations and details.

2Potential annotators were first picked through a filtering
crowdsourcing task, and then went through several increas-
ingly challenging stages of alignment annotations for quality
assessment and training on the task. Eventually five annotators
were qualified and completed the tasks.

3www.mturk.com
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Upon identifying an event in the summary, the
annotator locates all aligning spans in the docu-
ment. A span is defined as the minimal token-set
that fully covers the summary proposition without
including additional information. A document span
may explicitly refer to the summary event, or en-
tail it (the summary event might generalize several
instances of coreferring document events).

Inter-annotator agreement. To assess the qual-
ity of alignments we measured inter-annotator
agreement on a set of instances annotated by all
five annotators. A total of 31 summary sentences
were annotated against their respective document
sets. For every pair of annotators we computed
intersection-over-union (IoU) of the token indices
(only content words) in the document spans that
align to the same summary sentence, akin to Ernst
et al. (2021). Over the 310 compared pairs (31 sen-
tences with 5 workers), the resulting IoU score is
0.717, suggesting high-quality annotation.

3.2 Automatically Collected Data

For training and development sets, we extracted
alignments automatically, using SuperPAL (Ernst
et al., 2021), from the Multi-News train and dev
sets, respectively. Document propositions clustered
to the same summary proposition were then clus-
tered together. The train/dev sets have 1.5M/186K
alignments from 44.5K/5.5K topics (see Table 1).

4 The Task Suite

Out of the summary-source alignments, annotated
manually or automatically, we derive six new
datasets for six different tasks, as elaborated below.
The tasks are illustrated in Figure 2 and an example
topic from our manual dataset is presented in Ap-
pendix F. We denote this data suite as “SPARK”,
for Summary Proposition Alignment for Recon-
structive Knowledgebases.

4.1 Salience Detection

Salience detection is the task of marking the im-
portant spans within a given source text. It mainly
addresses the need within summarization to extract
the information around which to summarize the
source text (Arumae et al., 2019), either extrac-
tively (e.g., Mao et al., 2020) or abstractively (e.g.,
Chen and Bansal, 2018b). Nevertheless, it can be
used as a means to merely highlight central parts
of a text for easing on a reader (Self et al., 2013;
Sándor and Vorndran, 2014; Ponce et al., 2022).

Task definition and dataset derivation. Given
document set D, the task is to mark the spans in
D that globally represent the essential information
required to obtain a high level overview of D. From
our alignments data, this translates to detecting
the spans H , i.e., those spans in D that align to
the corresponding reference summary s (Figure 2
(b)). Since s is presumably a good portrayal of an
overview of D, the spans of H should indeed cover
the appropriate information. While the amount and
preference of salient information are factors that
could be taken into consideration for this task, we
rely on the choices of the expert summarizers in
the underlying MDS dataset.

From Table 1, we can infer that there are 100
instances for the task (topics) in the test set, and
each instance has an average of 22.6 expected spans
to identify in the document set.

Evaluation. For evaluation we followed (Tjong
Kim Sang and Buchholz, 2000) and used F1 score
on the token-level.

4.2 Proposition Clustering
Information is expressed differently across sources,
and this is especially the case in sets of documents
on a related topic, as in our setting. When given a
list of propositions, grouping together redundant
paraphrastic units is a basic need for gathering and
organizing content. In summarization and related
contexts, redundancy clustering supports generat-
ing non-redundant texts that merge overlapping
complementary pieces of information. Further-
more, repetition of information typically provides
an indication for its importance (Wan and Yang,
2008; Cai et al., 2010; Zhang et al., 2015).

In the broad context of paraphrasing, prior
datasets generally address paraphrase pairing
(Dolan and Brockett, 2005; Ganitkevitch et al.,
2013), while our dataset presents the vaster chal-
lenge of paraphrase clustering. For short text clus-
tering, prior datasets cluster topically related in-
stances, rather than paraphrastic ones (Phan et al.,
2008; Xu et al., 2017; Cohen et al., 2022). Finally,
we suggest that paraphrastic matching is better cap-
tured at the proposition level, rather than at the
sentence level, as a mechanism to prevent misalign-
ment of information.

Task definition and dataset derivation. Given
a set of proposition-style text units, this task re-
quires producing non-overlapping clusters of units,
such that a cluster contains texts that express the
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(a) Alignments

(b) Salience Detection (c) Proposition Clustering (d) Evidence Detection

(e) Sentence+Paragraph Planning (f) Sentence Fusion (g) In-context Passage Fusion

Figure 2: Deriving SPARK task datasets from our alignments, for a given document set (topic): (a) Alignments
- aligned summary-source propositions are marked here by the same color; (b) Salience Detection - all aligned
document propositions are to be selected; (c) Proposition Clustering - document propositions aligned with the
same summary proposition are to be clustered; (d) Evidence Detection - a summary proposition is the input query,
and the document propositions aligned with it are to be extracted as evidence; (e) Text Planning - document
proposition clusters are to be grouped and ordered according to the summary sentence structure; (f) Sentence
Fusion - document propositions aligning to the same summary sentence are to be fused to generate that sentence;
(g) In-context Fusion - all document propositions, marked within the documents, are to be fused to generate the
full summary.

same meaning or occurrence. Taken from our align-
ments data, the text units in a cluster are all the
spans across the document set that align to the
same proposition in the corresponding reference
summary (Figure 2 (c)).

In the test data (Table 1), there are 100 instances
(topics) for the task, each with an average of 22.6
spans that need to be clustered into 13.3 clusters.
A cluster has an average of 1.7 spans, where 577
clusters are singletons.

Evaluation. The traditional clustering metrics
are applicable for this task, namely homogeneity
(clusters contain only instances that are members
of the same gold cluster), completeness (instances
that are members of the same gold cluster are
also placed together in a predicted cluster), and
V-measure (harmonic mean of the first two). In §5
we only report the V-measure for simplicity.

4.3 Evidence Detection

Given a set of documents and a proposition-like
phrase, the goal of this task is to find all mentions of
the phrase within the documents. For summariza-
tion, this could assist in providing attribution for the
summary content (Ernst et al., 2022; Hosking et al.,
2023; Xiao, 2023). It also relates to fact extraction
and verification, where a claim needs to be backed
by evidence from within a corpus (e.g., Schuster
et al., 2021), and coreference search (Eirew et al.,
2022) where corefering mentions of an event are to
be detected.

Task definition and dataset derivation. Given
document set D and a textual query q, the task is to
return all mentions of q within D. With respect to
the alignments data, a query is a summary proposi-
tion, and the mentions are the document spans that
align to it (Figure 2 (d)).
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In the test data (Table 1) there are 1332 instances
(total number of clusters) for the task. A query
requires retrieving an average of 1.7 spans from the
document set (with ∼3 documents).

Evaluation. To evaluate this task we followed the
coreference-search evaluation (Eirew et al., 2022)
and (Tjong Kim Sang and Buchholz, 2000), and
used token-based F1.

4.4 Sentence and Paragraph Planning

To produce a coherent text passage, it is neces-
sary to plan the ordering of the information incor-
porated into the passage. This intermediate task
was shown to guide models to generate better re-
sults (Moryossef et al., 2019), and has been applied
for various generation tasks (Barzilay and Lapata,
2008; Chambers and Jurafsky, 2008; Faille et al.,
2020). While most related works perform an eval-
uation extrinsically on the downstream generation
task, we establish a dataset explicitly dedicated to
ordering and sentence planning.

Task definition and dataset derivation. Given
a list of proposition clusters {C1, ..., Ck}, where a
cluster Ci represents a single piece of information,
the task comprises two steps. (1) The clusters need
to be ordered so that the respective information
flows coherently. (2) After ordering, consecutive
clusters that should construct a single sentence are
to be grouped. Eventually, this two-stage planning
task renders a layout for how to generate a passage
containing all the information, in terms of passage-
and sentence-level construction. As illustrated in
Figure 2 (e), based on the alignments data, each
proposition cluster is the set of spans in the docu-
ment set that align to the same summary span. The
ordering and grouping decisions are based on the
summary structure: (1) the order of the clusters
will be in accordance to the order of respective
aligned spans in the summary, and (2) each cluster
grouping corresponds to summary spans that come
from the same summary sentence.

In the test data (Table 1) there are 100 instances
(topics) for the task. An instance has an average
of 13.3 information units (clusters) that require
planning for passages with 8.3 sentences.

Evaluation. To evaluate the ordering of infor-
mation clusters we used Kendall-Tau correlation
between the predicted and the gold ordering (fol-
lowing (Lapata, 2006). For the cluster grouping, we

used Homogeneity, Completeness and V-measure,
viewed as a clustering assignment.

4.5 Sentence Fusion

Fusing various pieces of information into a single
coherent sentence is a fundamental task that is re-
quired in many generation tasks, and specifically in
summarization where the desired sentence should
be concise. Traditionaly, sentence fusion (Barzilay
and McKeown, 2005) may generally involve two
merging scenarios: fusing similar information by
omitting redundancy but exploiting complement
information from different mentions (Thadani and
McKeown, 2013; Hirsch et al., 2023), versus com-
bining different information with discourse rela-
tion (Geva et al., 2019). These two different fu-
sion types were often addressed separately in prior
datasets, while our dataset poses the two challenges
simultaneously.

Task definition and dataset derivation. Given
one or more clusters of paraphrastic texts, the task
is to merge all the texts into a single coherent sen-
tence that reflects the union of information in the
texts. Furthermore, the information in the gener-
ated sentence should generally be presented in the
order of the clusters, if more than one is given. The
illustration in Figure 2 (f), portraying the deriva-
tion of data from alignments, shows that a cluster
of texts consists of the spans from the source docu-
ments that align to the same summary sentence. Ac-
cordingly, the summary sentence acts as the fused
sentence. If the sentence consists of more than
one proposition, then all corresponding clusters of
alignments act as the input.

In the test data (Table 1) there are 834 instances
(summary sentences) for the task. Each sentence
is a fusion of an average of 2.7 propositions (∼1.6
clusters with ∼1.7 propositions).

Evaluation. Following (Lebanoff et al., 2020;
Brook Weiss et al., 2021) we apply lexical simi-
larity between the predicted and the gold sentence
using ROUGE F1.

4.6 In-context Fusion

Following Slobodkin et al. (2022), another valu-
able task is generating a passage that consolidates
highlights marked within documents. The context
around the highlights should assist in resolving
anaphora and coreference issues when generating
the output. This ability is applicable on its own,
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e.g., to help a user prepare an abstract out of spe-
cially desired content (Slobodkin et al., 2023b).
Likewise, it can naturally be used in a summariza-
tion process where content is first selected, fol-
lowed by the in-context fusion step to generate
the output. The independent fuser allows for any
conditional selection of highlights (e.g., for query-
focused summarization). Our dataset is different
from that of Slobodkin et al. (2022) in that we ad-
dress the multi-document setting, where the input
is larger and redundancy is a more prevalent phe-
nomenon.

Task definition and dataset derivation. Given
a set of documents and marked spans within the
documents, the task is to generate a coherent pas-
sage that contains all and only the information in
the marked spans. With respect to our alignments
data, the highlights are all the spans aligning to the
reference summary, and the summary acts as the
fused passage to generate (Figure 2 (g)).

In the test data (Table 1) there are 100 instances
(topic) for the task. Each document set consists of
an average of 22.6 spans that need to be fused into
a passage.

Evaluation. We used ROUGE F1 between the
predicted and the gold passage.

5 Baseline Experiments

We next examine the performance of current tech-
nology on the six aforementioned datasets. For
each task, we consider a dedicated trained model
and an execution of gpt-3.5-turbo, once in
zero-shot mode and once with an in-context ex-
ample (prompts in Appendix B). Since the large
size of a multi-document set limits model archi-
tecture options, we resorted to models devised for
the multi-document setting. We used our train set
to train the dedicated models (§3.2). In addition,
the large input sizes afforded us to execute GPT
with only one in-context example. We explain the
finetuned models in §5.1 and discuss the results in
§5.2.

5.1 Finetuned Models

For Salience Detection, we finetuned the Cross-
Document Language Model (CDLM; Caciularu
et al., 2021), an encoder-only model that was
trained specifically to handle multi-document in-
puts by assigning global attention from selected
tokens to the entire document set. In our case, we

added a classification head and input the document
set with special tokens marking a candidate span,
while the target is a binary decision for whether a
span is salient or not. Global attention was assigned
to the candidate tokens. At inference time, we must
mark candidate spans within the document set for
the model to classify for salience. To that end we
use Open Information Extraction (Stanovsky et al.,
2018), following (Ernst et al., 2021, which was also
used to create the train set).

For both the Proposition Clustering and Evi-
dence Detection tasks we employ the SuperPAL
(Ernst et al., 2021) model which was pre-trained
to match pairs of similar spans. For each pair, the
model outputs a score between 0 (no match) and
1 (match). For Proposition Clustering, the scores
were used as input for an Agglomorative Clustering
method to group similar spans. For Evidence Detec-
tion, we paired each summary span with each can-
didate document span, and selected spans scored
above the original SuperPAL threshold (0.5).

For the Sentence and Paragraph Plan-
ning and Sentence Fusion tasks, we fine-
tuned Flan-T5-XXL (Chung et al., 2022) as a
sequence-to-sequence task with suitable instruc-
tions for each of the tasks (detailed in Appendix B).
For the Planning task, we grouped together all doc-
ument spans that are aligned to the same summary
span, selected a random representative per group,
and numbered each representative. Then the model
is required to output an ordered list of list of in-
dices, where each sub-list represents a prospective
summary sentence, and the order of the sub-lists
outlines the passage structure. For Sentence Fusion,
the model recieves a group of document spans and
is expected to generate the aligned summary span.

For the In-context Fusion task, we used the
QAMDen model (Caciularu et al., 2023), a recent
encoder-decoder transformer made for the multi-
document setting, and pre-trained on Multi-News.
We finetuned the model for our task by surrounding
the highlighted spans with special tokens, akin to
Slobodkin et al. (2022, 2023a).

5.2 Results
Results are presented in Table 2. As can
be seen, even though we used a much larger
model for the zero-shot and in-context modes
(gpt-3.5-turbo), the finetuned models per-
form better in all tasks except for Proposition Clus-
tering. Apparently, when the input data is short,
without having to input all documents, the GPT
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Task Salience Clustering Evidence Planning Sent. Fusion In-context Fusion
Metric F1 V F1 Kendall’s τ V R-1 R-2 R-L R-1 R-2 R-L

Finetuned 0.49 0.33 0.36 0.36 0.76 0.45 0.26 0.39 40.54 16.82 22.42
GPT Zero-shot 0.27 0.71 0.22 0.29 0.70 0.43 0.22 0.34 38.45 13.29 19.94
GPT In-Context 0.31 0.83 0.32 0.33 0.67 0.38 0.17 0.29 40.01 13.65 20.43

Table 2: Performance of finetuned, zero-shot GPT, and in-context learning GPT models on all tasks. Overall, a
smaller finetuned model yields better results than the GPT counterpart.

Overlap Measure unigram bigram trigram

Alignment Pair 43.39 23.44 16.12
Cluster Max 51.81 31.38 22.92
Full Cluster 54.20 32.26 23.24
In-Cluster 35.72 17.60 11.64

Table 3: Percentage of n-gram overlap of different
source span groups with respect to their aligned sum-
mary span. Overall, summary spans are partially abstrac-
tive. We also measure the n-gram overlap between doc-
ument spans within the same cluster (’In-Cluster’). This
indicates lexical diversity in redundant source spans.

model performs better. In addition, the score differ-
ences between the models are quite low on the two
Fusion tasks, where the output performance is more
subjective. We find that the in-context example as-
sists GPT in most tasks with respect to zero-shot
mode. The sentence fusion was harmed since GPT
tended to ask for additional details in its output, as
it tried to comply with certain characteristics of the
example it received in-context. Overall, future re-
search can examine how to push ahead strong large
language models either with further fine-tuning or
with in-context examples of very large inputs.

6 Source Dataset Characteristics

The alignments extracted from the MDS dataset
(Multi-News) sheds light on various characteris-
tics of the source dataset. It helps understand the
amount of information redundancy, level of abstrac-
tivness, and spread of content within documents.

Information redundancy. From the alignment
data statistics in Table 1, the average size of clus-
ters is 1.7 propositions from 3 documents, which
reflects on the low informational redundancy within
a document set. Assuming information redundancy
impacts apparent importance, this property may
affect the ability to recognize salient information
and plan passage structure.

Abstractiveness. A cluster of document-set
spans and its respective summary span can be ex-

amined for paraphrastic differences to measure
abstractiveness within the data. To that end we
present in Table 3 the conventional n-gram over-
lap metric between spans on several levels: (1)
Alignment Pair is the percentage of summary span
n-grams that appear also in the document span; (2)
Cluster Max is the maximum pair overlap score in
a cluster, which indicates general summary-source
abstractivness; (3) Full Cluster is the n-gram over-
lap between the bag of document spans in a cluster
with respect to their aligned summary span; (4) In-
Cluster is the average pairwise overlap between
cluster members. Full Cluster is only slightly
higher than Cluster Max, as additional members of
the cluster do not contribute much to cover the sum-
mary span. This indicates that the summary span
is mostly copied from a single document span, and
does not merge texts from different places in the
documents. To strengthen this insight, In-Cluster
produces a relatively low score, meaning that ab-
stractiveness is high within a cluster, while one of
the cluster members is more lexically similar to the
summary span. We can also learn that the relatively
low number of clusters per summary sentence (1.6)
indicates that summaries only require occasional
fusion of different information units. Overall, these
insights reinforce that the summaries in the Multi-
News MDS dataset have somewhat low abstractive-
ness, as also observed from Fabbri et al. (2019),
though when information repeats within a docu-
ment set, it is mentioned in noticeably different
phrasing.

Spread within Documents. Since a summary is
comprehensively aligned with its corresponding
document set through our data, we can investigate
the individual importance of each document for
the summary content (Wolhandler et al., 2022).
We find that out of the ∼3 documents per topic,
only ∼87% of documents have aligning informa-
tion with the summary on average, meaning some
topics do not require all the documents for the sum-
mary. On the cluster level, we find that a summary
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span aligns only to ∼53% of the documents on aver-
age. This stresses the low information redundancy
mentioned before, where each summary proposi-
tion appears in one or two documents.

7 Conclusion

We advocate the potential utility of proposition-
level summary-source information alignment, par-
ticularly in the multi-document setting, for expos-
ing a wide range of summarization-related tasks.
Specifically, we reveal that these alignments induce
datasets for a broad range of appealing tasks aris-
ing in summarization, and applicable as standalone
tasks. We annotated a high-quality test dataset of
alignments, and automatically compiled large-scale
train and dev sets. From the alignments data, we
automatically derived datasets for six distinct tasks.
Our released dataset collection, along with our
baselines and analyses, promotes future research
on a challenging multi-text task suite.

Limitations

This study obtains alignments out of a MDS dataset
in the news domain. To automatically extract align-
ments, we leveraged SuperPAL, which itself is
trained on news data. The model would likely ex-
tract less accurate alignments in other domains.
Generally, it is worthwhile to perform an align-
ment study like ours in additional domains and lan-
guages. The alignment process and guidelines, as
well as the derived tasks may differ in accordance
to the source MDS data.

The quality of our alignments is dependent on
the quality of the source MDS dataset (Multi-News)
from which we extract the alignments. For exam-
ple if a reference summary is not fully faithful or
comprehensive for some reason, this may have an
effect on our alignment assumptions. Our analysis
in §6 sheds light on some of these discrepancies.

The baselines we presented are limited to the
prompts we used. Other prompts may yield differ-
ent results.
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Chapter of the Association for Computational Lin-
guistics, pages 1696–1707, Dubrovnik, Croatia. As-
sociation for Computational Linguistics.

A Further Details on Baseline
Implementations

We describe here details regarding the baseline
models outlined in §5.1. Specifically, for each
task, we describe heuristics applied in case an LLM
model outputs an answer in the wrong format (rele-
vant for the GPT and finetuned Flan baselines).

Salience Detection and Evidence Detection. In
these tasks we asked the model to extract (fully
copy) spans from the source text. However, in
many cases the model slightly changed the ex-
tracted span by adding or omitting a word. Since
our evaluation for these two tasks is token-level
F1, we need to locate the extracted spans in the
source documents. To do so, we extracted propo-
sition candidates (using OpenIE; Stanovsky et al.,
2018) from the source, and for each predicted span,
we found the OpenIE proposition with the highest
lexical overlap.

Proposition Clustering. In this task we asked
the model to cluster spans by predicting a cluster
index for each span. However, in some of the cases
the model did not provide an index for an input
spans. In such cases, we assign a random (existing)
cluster index to this text span.

Sentence and Paragraph Planning. The model
is tasked with outputting a list of lists describing
the order of information (span clusters) within the
final paragraph, each represented by its index. In
some cases, the model omits an index of one of the
spans, adds a non-existent index, or even repeats an
existing index more than once. To cope with this,
we removed non-existing indices, kept only the first
occurrence of a repeating index, and appended a
randomly ordered list of missing indices.

Sentence Fusion and In-Context Fusion. As
these two tasks generate free text and are evaluated
by ROUGE, mis-formatting is not relevant.
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B Model Prompts

Table 4 presents the prompts used on the
gpt-3.5-turbo-0301 model for the six tasks,
in zero-shot and in-context learning modes. Ta-
ble 5 shows the prompts used for finetuning a
flan-t5-xxl model for the Planning and Sen-
tence Fusion tasks.

C Full Annotation Guidelines

This section describes the complete annotation
guidelines for the crowdsourced alignment proce-
dure.

C.1 Summary-related Guidelines

As mentioned in §3.1, we guide annotators to sepa-
rate summary sentences into separate events, focus-
ing on one event at a time. An event is identified as
a predicate alongside all its arguments, with instruc-
tions for annotators to include all associated argu-
ments, even if repeated across events, e.g., “Jane
came by and left”, where “Jane” is part of both the

“came by” and “left” events.
We also aim to address facts represented in var-

ious grammatical forms, but for the sake of sim-
plification for the annotators, we highlight the fol-
lowing two forms: • SECONDARY VERB: This in-
volves nested events, where a smaller event serves
as an argument for a larger one, e.g., “John in-
sisted on inviting her”. Annotators are guided to
merge these into a single event if both appear in the
source document, but to align only the nested event
if it alone is present. Annotators are also guided
to distinguish between prospective and transpired
events. For instance, “John insisted on inviting her”
(prospective) should not align with “John invited
her” (transpired) since they convey different events.
Moreover, in instances of nested spans containing
distinct events, like “She said she arrived and went
to bed” annotators should align the primary event
with each nested event separately if both are doc-
umented. • CONNECTING WORDS: For events
linked by discourse markers, which we refer to in
our guidelines as connecting words, annotators are
trained to identify when these words indicate a gen-
uine connection, such as “He ate because he was
hungry” versus when they merely place events side
by side, like in “He went home and ate an apple”.
In the former, both events are to be combined into a
single alignment if present in the document, while
in the latter, events should be aligned separately.

C.2 Document-related Guidelines

On the document side, we provide the annotators
with the following guidelines on how to align a
span to a summary proposition. • PARAPHRASING:
We guide our workers to not depend exclusively
on phrases with common words, since the match-
ing document phrases are frequently a paraphrase
of their summary counterparts. • CONSECUTIVE-
NESS: We instruct our workers to avoid highlight-
ing unnecessary details, and keep the highlights
non-consecutive if necessary. • ENTAILMENT: As
described in §3, we instruct the annotators to also
align document spans that either entail the sum-
mary event, or are entailed by it. E.g., “John ate
an apple” versus “John ate fruit”. • MISSING DE-
TAILS: In cases where some details of the summary
event are missing from the currently inspected doc-
ument, we guide our annotators to leave those un-
highlighted on the summary side, and align only
the details that do appear. • EXHAUSTIVENESS:
We also train our workers to identify all document
mentions of the current summary event, and align
each one separately.

D Obtaining Gold Alignment Clusters

Since the alignment annotation is conducted one
document at a time, the coreferring propositions
from across documents (those aligning to the same
summary proposition) need to be clustered together.
Considering that a summary proposition may be
marked slightly differently each time (with differ-
ent boundaries), we allow a 0.5 (tuned threshold)
intersection-over-union (of tokens) to consider sum-
mary spans as referring to the same proposition. To
validate this threshold, we manually examined 10
topics that contain 94 clusters. We found that only
one cluster merged irrelevant propositions, and
only 3 pairs of clusters should have been merged to
a larger cluster. Accordingly, this enables almost
perfect clustering of document spans for our data.
For the Evidence Detection task, we aggregated the
cluster query as the union of all aligned summary
spans in this cluster.

E Model Training

Salience Detection. We trained the CDLM
model for 2 epochs with learning rate of 1e-5 and
batch size of 3 instances on 3 A100 GPUs for one
hour (meaning an effective batch size was 9).
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Figure 3: The alignment annotation interface. The annotator marks a span (proposition) in the summary (right)
along with all matching spans in the current document (left). To minimize cognitive load, a summary is shown next
to a single document at a time, and the procedure is conducted separately for all documents in the document set.
Also visual focus is placed on one summary sentence at a time (red rectangle) to orient the process.

In-Context Fusion. We trained the PEEK model
for 50,000 steps with learning rate of 3e-5 and
batch size of 16 instances on 1 A100 GPUs for one
hour.

Sentence Fusion and Planning. We finetuned
a Flan-T5-XXL as a Sequence-to-Sequence task
using LoRA and applied 8-bit quantization for op-
timization. We trained using a sample of 10K ex-
amples derived from our train-set, for one epoch
using a learning rate of 5e-5 and using AdamW
optimizer.

F Data Example

We show an example of one topic of our SPARK
data suite, starting from the alignment annotation
(Figure 4) followed by its derived instances (Fig-
ures 5, 6, 7, 8, 9).
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Summary 

Two sources tell Variety the Super Bowl LIII halftime act has been chosen, and it's Maroon 5. Another 

source tells Us, "The offer has been extended and they've pretty much accepted," while ETOnline says 

the band is the "frontrunner" to perform. The band itself, fronted by The Voice coach Adam Levine, has 

not commented, but Levine has in the past made it clear he'd love to perform there. As for the NFL, it 

says in a statement, "It's a Super Bowl tradition to speculate about the performers for the Pepsi Halftime 

Show. We are continuing to work with [longtime sponsor] Pepsi on our plans but do not have any 

announcements to make on what will be another epic show." The big game will be played at Atlanta, 

Georgia's Mercedes-Benz Stadium on Feb. 3, 2019. 

 

 

Document 1 

Football fans, get ready to rock. While there's no telling which two teams will face off when Super Bowl 

LIII hits Atlanta on February 3, a source tells Us that Maroon 5 have been tapped to grace the halftime 

stage. 

"The offer has been extended and they've pretty much accepted," says the insider in the latest issue of 

Us Weekly. It's a dream come true for Adam Levine and his six bandmates. As the Voice coach told 

Howard Stern in 2015, "We very actively want to play the Super Bowl." 

Though at the time the 39-year-old frontman denied rumors that the group was in talks to play the big 

game that year, he also told Stern they had been on a "short list" of groups for a while. 

 
 

. . . 

Document 2 

Looks like it's not a "Secret" anymore! 

A source close to the situation says Maroon 5 is scheduled to perform Super Bowl LIII halftime on Feb 

3rd in Atlanta, Georgia. 

A second source close to the NFL tells ET that Maroon 5 is the halftime performer for Super Bowl LIII. 

The band -- made up of frontman Adam Levine with Jesse Carmichael, James Valentine, PJ Morton, Matt 

Flynn, Sam Farrar and Mickey Madden -- is currently on their Red Pill BluesTour, but conveniently have a 

break between a New Year's Eve show in Las Vegas and the Australian leg of their tour, which kicks off 

on Feb. 19. 

Levine has previously expressed interest in performing the halftime show, telling Howard Stern in 2015 

that he and his bandmates "very actively want to play the Super Bowl." 

A spokesperson for the NFL released a statement to ET regarding who is being considered to perform on 

Super Bowl Sunday. "It's a Super Bowl tradition to speculate about the performers for the Pepsi Halftime 

Show," the statement begins. "We are continuing to work with Pepsi on our plans, but do not have any 

announcements to make on what will be another epic show." 

 

 

 

 

Document 3 

Maroon 5 will be the halftime performers at the 2019 Super Bowl, multiple sources confirm to Variety. 

 
Reached for comment, a NFL rep tells Variety, "It's a Super Bowl tradition to speculate about the 

performers for the Pepsi Halftime Show. We are continuing to work with [longtime sponsor] Pepsi on 

our plans but do not have any announcements to make on what will be another epic show." 

A rep for Maroon 5 could not immediately be reached for comment. 

 

. . . 

. . . 

Figure 4: The manual alignment annotation on topic31 from our data. The documents have been shortened for
presentation purposes.
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Document 1 

Football fans, get ready to rock. While there's no telling which two teams will face off when Super Bowl 

LIII hits Atlanta on February 3, a source tells Us that Maroon 5 have been tapped to grace the halftime 

stage. 

"The offer has been extended and they've pretty much accepted," says the insider in the latest issue of 

Us Weekly. It's a dream come true for Adam Levine and his six bandmates. As the Voice coach told 

Howard Stern in 2015, "We very actively want to play the Super Bowl." 

Though at the time the 39-year-old frontman denied rumors that the group was in talks to play the big 

game that year, he also told Stern they had been on a "short list" of groups for a while. 

 

Currently on tour promoting their 2017 album, Red Pill Blues, the band has a break from shows in 

between a Las Vegas New Year's Eve gig and the February 19 start of the Australian leg of their tour - 

leaving their schedules wide open for the February 3 game. 

 

Before embarking on the tour in May, Levine opened up to Ellen DeGeneres about bringing his wife, 

Behati Prinsloo, and daughters Dusty Rose, 23 months, and Gio Grace, 7 months, on the road with him 

for the first time. "We'll probably have to have a family bus," he told the talk show host. "Touring with 

the kids will be fun because it will be an amazing experience for them. They get to see the world." 

At last year's Super Bowl in Minneapolis, Minnesota, Justin Timberlake took the stage to deliver a 

medley of his hits and a tribute to the late singer Prince. 

For more on Maroon 5 and Super Bowl LIII, pick up the new issue of Us Weekly, on stands now. 

Reporting by Jennifer Peros 

Sign up now for the Us Weekly newsletter to get breaking celebrity news, hot pics  

and more delivered straight to your inbox! 

Want stories like these delivered straight to your phone? Download the Us  

Weekly iPhone app now! 

 

Document 2 

Looks like it's not a "Secret" anymore! 

A source close to the situation says Maroon 5 is scheduled to perform Super Bowl LIII halftime on Feb 

3rd in Atlanta, Georgia. 

A second source close to the NFL tells ET that Maroon 5 is the halftime performer for Super Bowl LIII. 

The band -- made up of frontman Adam Levine with Jesse Carmichael, James Valentine, PJ Morton, Matt 

Flynn, Sam Farrar and Mickey Madden -- is currently on their Red Pill BluesTour, but conveniently have a 

break between a New Year's Eve show in Las Vegas and the Australian leg of their tour, which kicks off 

on Feb. 19. 

Levine has previously expressed interest in performing the halftime show, telling Howard Stern in 2015 

that he and his bandmates "very actively want to play the Super Bowl." 

A spokesperson for the NFL released a statement to ET regarding who is being considered to perform on 

Super Bowl Sunday. "It's a Super Bowl tradition to speculate about the performers for the Pepsi Halftime 

Show," the statement begins. "We are continuing to work with Pepsi on our plans, but do not have any 

announcements to make on what will be another epic show." 

ET has reached out to the band's reps, as well as Pepsi, who sponsors the halftime show. 

Last year at the U.S. Bank Stadium in Minneapolis, Minnesota, Justin Timberlake did the honors of 

performing at halftime during the Super Bowl LII game, which the Philadelphia Eagles won 41-33 over 

the New England Patriots. 

See highlights from his show, which included a tribute to Prince, below: 

RELATED CONTENT: 

Kelly Clarkson Fans Petition She Headline Super Bowl Halftime Show After Slaying US Open Performance 

Tom Brady and Gisele Bundchen Have PDA-Packed Sunday One Week After Super Bowl Loss 

Justin Timberlake Nearly Brings Super Bowl 'Selfie Kid' to Tears During 'Ellen' Surprise 

Related Gallery 

 

Document 3 

Maroon 5 will be the halftime performers at the 2019 Super Bowl, multiple sources confirm to Variety. 

While the group is stylistically more similar to recent performers like Justin Timberlake and Bruno Mars 

than more controversial ones such as Beyonce and Lady Gaga, Maroon 5's most recent hit was a tag-

team with Cardi B - "Girls Like You" - and it recently collaborated with Kendrick Lamar on the song 

"Don't Wanna Know," so some left-field guest appearances on Super Bowl Sunday are certainly a 

possibility. 

One of the great challenges in choosing a halftime performer isn't just its mainstream appeal, but in 

finding an artist who hasn't already performed. Over the years, Bruce Springsteen, Paul McCartney, U2, 

The Who, Katy Perry and even the Black Eyed Peas have all performed, and of course the 2004 set from 

Janet Jackson (featuring Timberlake) was marred by controversy due to her "wardrobe malfunction." 

Prince's 2007 performance - which saw him playing a galvanizing version of "Purple Rain" in a rainstorm 

- is widely regarded as the all-time best halftime set. 

The NFL has faced an additional challenge this year due to its stance regarding former San Francisco 

49ers quarterback Colin Kaepernick's decision to take a knee during the National Anthem as a sign of 

protest, which has spurred outrage in some quarters, from the president on down. Kaepernick has not 

played since the 2016 season and his contract has not been picked up by another team, largely due to 

the controversy. Reports emerged last year that Jay-Z had turned down an offer to perform during 

halftime, which he seemingly confirmed in the lyrics to his recent song with Beyonce, "Apesh-": "I said 

no to the Super Bowl: you need me, I don't need you." 

Reached for comment, a NFL rep tells Variety, "It's a Super Bowl tradition to speculate about the 

performers for the Pepsi Halftime Show. We are continuing to work with [longtime sponsor] Pepsi on 

our plans but do not have any announcements to make on what will be another epic show." 

A rep for Maroon 5 could not immediately be reached for comment. 

Figure 5: An example of a Salience Detection instance derived from the alignments in Figure 4. All aligned
document propositions are salient. These highlighted documents can also serve as input to the In-context Passage
Fusion task, where the output would be the original reference summary.
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 A source close to the situation says Maroon 5 is 

scheduled to perform Super Bowl 

LIII<SPAN_SEP>A second source close to the NFL 

tells ET that Maroon 5 is the halftime performer 

for Super Bowl LIII 

 Maroon 5 will be the halftime performers at the 2019 
Super Bowl, multiple sources confirm to Variety 

 a source tells Us that Maroon 5 have been tapped to 
grace the halftime stage 
 

 

 A spokesperson for the NFL released a 
statement<SPAN_SEP>"It's a Super Bowl tradition to 
speculate about the performers for the Pepsi Halftime 
Show," 

 a NFL rep tells<SPAN_SEP>It's a Super Bowl tradition to 
speculate about the performers for the Pepsi Halftime 
Show. 
 

 

 "We are continuing to work with Pepsi on our plans, 
but do not have any announcements to make on what 
will be another epic show." 

 We are continuing to work with [longtime sponsor] 
Pepsi on our plans but do not have any announcements 
to make on what will be another epic show. 
 

 

 The band -- made up of frontman Adam 

Levine<SPAN_SEP>is currently on their Red Pill BluesTour, 

but conveniently have a break between<SPAN_SEP>New 

Year's Eve<SPAN_SEP>and<SPAN_SEP>Feb. 

19<SPAN_SEP>do not have any announcements to make 

on what will be another epic show 

 It's a dream come true for Adam Levine and his six 

bandmates. As the Voice coach told Howard Stern in 

2015<SPAN_SEP>Though at the time the 39-year-old 

frontman denied rumors that the group was in talks to 

play the big game that year 
 

 Levine has previously expressed interest in performing 
the halftime show<SPAN_SEP>he and his bandmates 
"very actively want to play the Super Bowl 

 As the Voice coach told Howard Stern in 2015, "We very 
actively want to play the Super Bowl 
 

 
 Super Bowl LIII<SPAN_SEP>on Feb 3rd in Atlanta, 

Georgia 

 Super Bowl LIII hits Atlanta on February 3 
 

 
 "The offer has been extended and they've pretty 

much accepted," says the insider in the latest issue of 
Us Weekly 
 

Figure 6: An example of a Proposition Clustering instance derived from the alignments in Figure 4. Clusters
contain document propositions that are aligned to the same summary proposition.

6543



Task Prompt
Salience Detection Below are documents on the same topic in different

user messages. Please copy exactly salient
sub-sentenial spans. Do not change the copied
text.

Proposition Cluster-
ing

Below are text spans with indexes. Please cluster
them into groups.
Each group should contain spans that share the same
information.
Return a dict in the following format <SPAN IDX>:
<CLUSTER IDX>. Do not add anything beside the dict.

Evidence Detection Below are documents on the same topic and a query.
Please extract exactly short text spans from the
documents that match the information in the query.
Separate the spans with a new line and start each
span with -.

Sentence and Pas-
sage Planning

Your task is to structure a set of information
units, each pertinent to a central topic, into a
cohesive paragraph.
Begin by analyzing and logically arranging these
units to ensure a seamless progression of ideas.
Once you’ve established a coherent sequence,
segment the units into subgroups that represent
distinct conceptual sentences.
Your final output should adhere to a Python list of
lists format. Each internal list must encompass
the indices of information units that belong
to a particular conceptual sentence within the
paragraph.
Output Examples:
"[[3, 4, 1], [0, 2], [5]]"
Your output format MUST be a simple Python list of
lists only, with no comments.

Sentence Fusion Merge the following text clusters into a single
coherent sentence:
Your response MUST contain only one sentence.

In-Context Fusion Below are documents on the same topic. Please
summarize the spans marked in <> while using the
set of documents as context.

Table 4: Prompts used as input to gpt-3.5-turbo to solve each of the six tasks in zero-shot mode. Similar
prompts were used for the in-context learning mode, with the addition of an example.
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Task Prompt
Sentence and Pas-
sage Planning

Task: Paragraph planning
Your task is to structure a set of information
units, each pertinent to a central topic, into a
cohesive paragraph.
Begin by analyzing and logically arranging these
units to ensure a seamless progression of ideas.
Once you’ve established a coherent sequence,
segment the units into subgroups that represent
distinct conceptual sentences.
Your final output should adhere to a Python list of
lists format. Each internal list must encompass
the indices of information units that belong
to a particular conceptual sentence within the
paragraph.
Output Examples:
"[[3, 4, 1], [0, 2], [5]]"

Sentence Fusion Merge the following text clusters into a single
coherent sentence:

Table 5: Prompts used as input to flan-t5-xxl for finetuning the model for the respective tasks.
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Query 

Two sources tell Variety the Super Bowl LIII halftime act has been chosen, and it's Maroon 5. 

Document 1 

Football fans, get ready to rock. While there's no telling which two teams will face off when Super Bowl 

LIII hits Atlanta on February 3, a source tells Us that Maroon 5 have been tapped to grace the halftime 

stage. 

"The offer has been extended and they've pretty much accepted," says the insider in the latest issue of 

Us Weekly. It's a dream come true for Adam Levine and his six bandmates. As the Voice coach told 

Howard Stern in 2015, "We very actively want to play the Super Bowl." 

Though at the time the 39-year-old frontman denied rumors that the group was in talks to play the big 

game that year, he also told Stern they had been on a "short list" of groups for a while. 

 

 

Document 2 

Looks like it's not a "Secret" anymore! 

A source close to the situation says Maroon 5 is scheduled to perform Super Bowl LIII halftime on Feb 

3rd in Atlanta, Georgia. 

A second source close to the NFL tells ET that Maroon 5 is the halftime performer for Super Bowl LIII. 

The band -- made up of frontman Adam Levine with Jesse Carmichael, James Valentine, PJ Morton, Matt 

Flynn, Sam Farrar and Mickey Madden -- is currently on their Red Pill BluesTour, but conveniently have a 

break between a New Year's Eve show in Las Vegas and the Australian leg of their tour, which kicks off 

on Feb. 19. 

 

 

 

Document 3 

Maroon 5 will be the halftime performers at the 2019 Super Bowl, multiple sources confirm to Variety. 

While the group is stylistically more similar to recent performers like Justin Timberlake and Bruno Mars 

than more controversial ones such as Beyonce and Lady Gaga, Maroon 5's most recent hit was a tag-

team with Cardi B - "Girls Like You" - and it recently collaborated with Kendrick Lamar on the song 

"Don't Wanna Know," so some left-field guest appearances on Super Bowl Sunday are certainly a 

possibility. 

 . . . 

. . . 

. . . 

Figure 7: An example of a Evidence Detection instance derived from the alignments in Figure 4. The evidences
are the document propositions aligned to the query from the summary. The documents have been shortened for
presentation purposes.
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 A source close to the situation says Maroon 5 is 

scheduled to perform Super Bowl 

LIII<SPAN_SEP>A second source close to the NFL 

tells ET that Maroon 5 is the halftime performer 

for Super Bowl LIII 

 Maroon 5 will be the halftime performers at the 2019 
Super Bowl, multiple sources confirm to Variety 

 a source tells Us that Maroon 5 have been tapped to 
grace the halftime stage 
 

 

 A spokesperson for the NFL released a 
statement<SPAN_SEP>"It's a Super Bowl tradition to 
speculate about the performers for the Pepsi Halftime 
Show," 

 a NFL rep tells<SPAN_SEP>It's a Super Bowl tradition to 
speculate about the performers for the Pepsi Halftime 
Show. 
 

 

 "We are continuing to work with Pepsi on our plans, 
but do not have any announcements to make on what 
will be another epic show." 

 We are continuing to work with [longtime sponsor] 
Pepsi on our plans but do not have any announcements 
to make on what will be another epic show. 
 

 

 The band -- made up of frontman Adam 

Levine<SPAN_SEP>is currently on their Red Pill 

BluesTour, but conveniently have a break 

between<SPAN_SEP>New Year's 

Eve<SPAN_SEP>and<SPAN_SEP>Feb. 

19<SPAN_SEP>do not have any announcements to 

make on what will be another epic show 

 It's a dream come true for Adam Levine and his six 

bandmates. As the Voice coach told Howard Stern 

in 2015<SPAN_SEP>Though at the time the 39-year-

old frontman denied rumors that the group was in 

talks to play the big game that year 

 

 Levine has previously expressed interest in performing 
the halftime show<SPAN_SEP>he and his bandmates 
"very actively want to play the Super Bowl 

 As the Voice coach told Howard Stern in 2015, "We very 
actively want to play the Super Bowl 
 

 
 Super Bowl LIII<SPAN_SEP>on Feb 3rd in Atlanta, 

Georgia 

 Super Bowl LIII hits Atlanta on February 3 
 

 
 "The offer has been extended and they've pretty 

much accepted," says the insider in the latest issue of 
Us Weekly 
 

Figure 8: An example of a Sentence & Paragraph Planning instance derived from the alignments in Figure 4. The
clusters are ordered by the order of their aligned summary propositions, and grouped with clusters with the same
aligned summary sentence.
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 The band -- made up of frontman Adam 

Levine<SPAN_SEP>is currently on their Red Pill 

BluesTour, but conveniently have a break 

between<SPAN_SEP>New Year's 

Eve<SPAN_SEP>and<SPAN_SEP>Feb. 

19<SPAN_SEP>do not have any announcements to 

make on what will be another epic show 

 It's a dream come true for Adam Levine and his six 

bandmates. As the Voice coach told Howard Stern 

in 2015<SPAN_SEP>Though at the time the 39-year-

old frontman denied rumors that the group was in 

talks to play the big game that year 

 

 Levine has previously expressed interest in performing 
the halftime show<SPAN_SEP>he and his bandmates 
"very actively want to play the Super Bowl 

 As the Voice coach told Howard Stern in 2015, "We very 
actively want to play the Super Bowl 
 

The band itself, fronted by The 

Voice coach Adam Levine, has 

not commented, but Levine has 

in the past made it clear he'd 

love to perform there.

 

 A spokesperson for the NFL released a 
statement<SPAN_SEP>"It's a Super Bowl tradition to 
speculate about the performers for the Pepsi Halftime 
Show," 

 a NFL rep tells<SPAN_SEP>It's a Super Bowl tradition to 
speculate about the performers for the Pepsi Halftime 
Show. 
 

 

As for the NFL, it says in a 

statement, "It's a Super Bowl 

tradition to speculate about the 

performers for the Pepsi 

Halftime Show.

Figure 9: An example of some of the Sentence Fusion instances derived from the alignments in Figure 4. The
clusters that are aligned to the same summary sentence should be fused to generate this sentence.
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