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Abstract

Recent studies have revealed the remarkable
cross-lingual capability of multilingual pre-
trained language models (mPLMs), even when
pre-trained without parallel corpora (mono-
mPLMs). Intuitively, semantic alignments may
be the reason behind such capability but remain
under-explored. In this work, we investigate the
alignment properties from the token perspec-
tive in mono-mPLMs and find that the align-
ments correspond to the geometric similarity
of embedding space across different languages.
Nevertheless, mono-mPLMs tend to damage
this geometric similarity at the higher layers
due to the lack of cross-lingual interactions,
thus limiting their cross-lingual transfer capa-
bilities. To address this issue, we introduce
token-level and semantic-level code-switched
masked language modeling, employing the self-
induced token alignments to explicitly improve
cross-lingual interactions over layers of mono-
mPLMs without relying on parallel sentences.
We evaluate our method on various natural lan-
guage understanding tasks and unsupervised
machine translation tasks. The results demon-
strate that our methods outperform the strong
baselines and achieve comparable performance
with mPLM:s trained with parallel corpora.’

1 Introduction

Recent studies show that multilingual pre-trained
language models (mPLMs) significantly improve
the performance of cross-lingual natural language
processing tasks. Conventional mPLMs (Devlin
et al., 2019; Conneau and Lample, 2019; Con-
neau et al., 2020; Xue et al., 2021) typically adopt
multiple monolingual corpora (mono-mPLMs) to
perform masked language modeling during pre-
training, obtaining impressive and stable multi-
lingual capabilities, which may intuitively result
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'Our code is available in https://github.com/
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Figure 1: Illustration of properties of token alignments.

from the semantic alignments but remains under-
explored. Another line of research involves improv-
ing the multilingual pre-training by incorporating
the cross-lingual parallel corpora (para-mPLMs)
into pre-training (Conneau and Lample, 2019; Cao
et al., 2020; Chi et al., 2021a,b,c; Luo et al., 2021;
Wei et al., 2021; Ouyang et al., 2021). However,
parallel sentences are not always available, es-
pecially for low-resource languages (Tran et al.,
2020). And collecting such data often entails sub-
stantial costs. Therefore, exploring approaches to
improve multilingual pre-training without using
parallel corpora is important and worthy of study.

To achieve this, we first conduct analyses to in-
vestigate the token alignment properties of XLM-
R, a strong mono-mPLM that only uses multiple
monolingual corpora for pre-training. Our empiri-
cal study demonstrates that the cross-lingual token
alignments occur at the embedding layer (align-
ment location) with surprisingly high alignment ac-
curacy (alignment degree) but they become weaker
at the higher layers (Figure 1 (a)). We also find that
the alignments are geometrically aligned instead of
absolutely aligned (alignment format), as shown in
Figure 1 (b). The phenomenon shows that token
embeddings of different languages are separately
distributed but geometrically similar.

We further compare the differences in geomet-
ric similarities of representations from the bottom
layer to the top layer using mono-mPLMs and para-
mPLMs. And we find that the representations be-
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come geometrically dissimilar at higher layers of
mono-mPLMs while para-mPLMs would alleviate
the problem by using parallel sentences, obtaining
better cross-lingual transfer capability. It shows the
necessity of explicit cross-lingual interactions.

Based on the above observation, we propose
self-improving methods to encourage cross-lingual
interactions using self-induced token alignments.
Intuitively, the masked tokens can be predicted with
semantic-equivalent but slightly language-mixed
contexts. Therefore, we first utilize self-induced
alignments to perform token-level code-switched
masked language modeling (TCS-MLM), which re-
quests the model to predict original masked tokens
with the semantic-equivalent but code-switched sur-
rounding text. Considering that vanilla replace-
ments usually lack diversity, we further propose
a novel semantic-level code-switched masked lan-
guage modeling (SCS-MLM), which replaces the
context tokens with a weighted combination of mul-
tiple semantically similar ones in other languages.
SCS-MLM involves on-the-fly semantic replace-
ments during training, further enhancing the diver-
sity of code-switched examples and cross-lingual
interactions.

We evaluate our methods on various cross-
lingual transfer tasks. Specifically, we conduct
experiments on natural language understanding
tasks, including XNLI (Conneau et al., 2018) and
PAWS-X (Hu et al., 2020) for sentence-pair clas-
sification, Wikiann (Pan et al., 2017) and UDPOS
(Nivre et al., 2018) for structural prediction, MLQA
(Lewis et al., 2020) for question answering, and
Tatoeba (Artetxe and Schwenk, 2019) for sentence
retrieval. We also perform experiments on unsu-
pervised machine translation to evaluate the perfor-
mance of the generation task. Experimental results
demonstrate that our methods significantly improve
the performance compared with the strong base-
lines, even surpassing some mPLMs pre-trained us-
ing parallel corpora. Further analysis demonstrates
that our methods improve the geometric similarity
of representations for different languages, and thus
promoting the cross-lingual transfer capability.

Our contributions are summarized as follows:

e Our empirical study shows the existence
of cross-lingual token alignments in mono-
mPLMs. We further measure their accuracy,
identify the location, and verify the format.

* Comparing mono-mPLMs with para-mPLMs,
we find that mono-mPLMs tend to disturb

the geometric similarities between represen-
tations at higher layers while para-mPLMs
remain unaffected, showing the necessity of
cross-lingual interactions during pre-training.

* We propose token-level/semantic-level code-
switched masked language modeling to en-
courage cross-lingual interactions during pre-
training, improving the cross-lingual transfer
capability without relying on parallel corpora.

2 A Closer Look at Multilinguality

In this section, we take the commonly used XLM-
R, the strong mono-mPLM, as an example to show
our observation®. Specifically, we first investigate
the properties of cross-lingual token alignments in
mono-mPLMs, showing their relation to geomet-
ric similarity. Then, we explore the variation of
geometric similarity of representations across dif-
ferent layers and demonstrate that the geometric
similarity at higher layers would be disturbed due
to the lack of cross-lingual interactions, hindering
the cross-lingual transfer capability.

2.1 Language-Specific Vocabulary

Generally, mPLMs adopt a huge vocabulary shared
across 100+ languages. Different languages always
have shared and independent tokens. Previous stud-
ies (Conneau and Lample, 2019; Pires et al., 2019;
Wu and Dredze, 2019) regard the shared token as
the source of cross-lingual capability. However, the
latent relevance between language-specific tokens
is not fully exploited.

Suppose that each language [ in the language set
has a corresponding corpus C;. We first record the
tokens whose frequencies are larger than 100 in
C;, obtaining the vocabulary V; for the specific lan-
guage. Then, we remove shared tokens when pro-
cessing two languages [, and [, to avoid the impact
of overlapping. Finally, we obtain the language-
specific vocabularies independent of each other:

Vi, = {t|t € Vi,and t ¢ V},, freq(t) > 100}
Vi, = {t|t ¢ Vi,and t € V), , freq(t) > 100}

2.2 Token-Alignments in Mono-mPLMs

After obtaining the language-specific vocabularies
from other languages to English, we calculate the
2We also conduct analyses on mT5 (Encoder-Decoder) and

X-GLM (Decoder). The phenomenon also exists regardless of
the architecture, which is included in Appendix C.

2892



Models params.  #1g - 7565”3335 o787 ~ 1223 2164 1159 2381 2501 1278 4077 VE
Hit@1 Accuracy

XLM-Rpase 250M 100 44.12 58.61 4833 5258 49.03 4892 4700 6238 63.77 5943 5342

XLM-Rpsrce ~ 560M 100 4671 58.79 48.61 5225 4894 50.13 47.08 6397 6252 5997 53.90
Hit@5 Accuracy

XLM-Rpase 250M 100  68.04 7291 60.86 65.09 59.10 60.74 56.82 7537 7277 7555 66.72

XLM-Rparce  560M 100 69.77 7381 5995 6648 5795 61.78 56.82 77.09 7394 7621 67.38

RSIM scores
XLM-Rpase 250M 100 0.46 0.64 0.63 0.50 0.64 0.40 0.72 0.52 0.42 0.68 0.56
XLM-Rparce  560M 100 0.49 0.64 0.56 0.61 0.61 0.53 0.66 0.44 0.45 0.66 0.57

Table 1: Alignment accuracy/RSIM of translation pairs derived from different sizes of XLM-RoBERTa models
across different languages to English. The number below the language is the size of exported cross-lingual dictionary.

similarity among token embeddings of XLM-R
and directly export high-quality cross-lingual token
alignments as dictionaries.

Specifically, we adopt the cross-domain similar-
ity local scaling (CSLS) (Lample et al., 2018) to
compute the token similarity from language X to
language Y. For token embeddings x and y in two
languages, the CSLS score is computed as:

CSLS(z,y) = 2cos(z,y) —rr(x) —rir(y) (1)

where 7 () is the average score from x to the K-
nearest target neighbourhoods NV(x). And rx (y)
is vice versa.

1
ri(2) = 3¢ theN(x) cos(z,9r)  (2)

Accuracy of Token-Alignments To measure the
quality of dictionaries, we collect golden dictio-
naries from wiki-dict’ and MUSE (Lample et al.,
2018). The accuracy scores are shown in Table 1.
We find that the exported cross-lingual dictionar-
ies have good quality, demonstrating that mono-
mPLMs learn the alignments between different
languages using monolingual corpora only. Par-
ticularly, distant language pairs, such as En-Ja
(63.97%) and En-Ko (62.52%), have higher ac-
curacy scores, while they usually have little over-
lapping tokens as anchor points for alignment. The
phenomenon directly proves that the cross-lingual
ability does not only depend on the overlapping
tokens in different languages. Another potential
factor could be the occurrence of words with simi-
lar meanings at comparable frequencies across lan-
guages (K et al., 2019). Using language modeling
as the objective may unearth such regularities and
stimulate the cross-lingual transfer capability.

3https ://github.com/onny/wikidict

Format of Token-Alignments The second ques-
tion is whether the alignments are absolute align-
ment or geometrical alignment (Figure 1 (b)). Abso-
lute alignment requests the token embeddings are
language-agnostic (Artetxe et al., 2017; Lample
et al., 2018) while geometrical alignment focuses
on the correspondence between tokens in different
languages (Vuli¢ et al., 2020). The latter just need
to have a similar geometric spatial structure while
keeping language characteristics (Roy et al., 2020).

Thus, we visualize the embedding of tokens in
the exported dictionaries. The results across five
diverse languages are shown in Figure 2 (a). We
can find that the token embeddings are separately
distributed in space according to the language simi-
larity instead of aggregating together, showing that
the alignments are geometrical alignment. We also
use RSIM* to measure the geometric similarity in
Table 1. By contrast, token representations at the
top layer aggregate together (Figure 2 (b)).

(a) token embedding visualization
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(b) hidden states visualization

Figure 2: The visualization of embedding and states.

Location of Token-Alignments Since top-layer
hidden states aggregate, whether the accuracy of to-
ken alignments improves from the bottom to the top
layers becomes a question. To answer the question,
we compute the token alignment accuracy, average

*RSIM means relational similarity, which measures the
Pearson correlation coefficient between the cosine similarity
matrices of intra-language tokens. It measures the degree
of isomorphism (geometric similarity) of embedding spaces.
And the calculation method is included in the appendix B.
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cosine similarity, and RSIM scores using hidden
states of different layers. Figure 3 (a) shows that
with the layers becoming higher, token alignment
accuracy decreases but the average cosine similar-
ity between translation pairs increases, demonstrat-
ing that cross-lingual token alignments mainly exist
in the embedding layer while higher layers focus
on the aggregation of language-specific token rep-
resentations. Moreover, Figure 3 (b) shows that the
geometric similarities between language-specific
token representations at top layers become weaker.

(a) Token Align Acc. / Avg. Cosine across Layers (b) RSIM across Layers
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Figure 3: The token alignment accuracy/cosine similar-
ity and RSIM across different layers of XLM-Ry grge-

2.3 Cross-Lingual Interactions Matters for
Geometric Similarity Maintenance

§2.2 shows that language-specific token representa-
tions of XLM-R at higher layers aggregate together
(Figure 2 (b)) but the alignment and geometric sim-
ilarity are disturbed (Figure 3). Since para-mPLMs
usually obtain better performance on cross-lingual
transfer tasks, we compare the difference between
para-mPLMs and XLM-R (mono-mPLM) in the
above aspects. Specifically, we choose VECO (Luo
et al., 2021) and INFOXLM (Chi et al., 2021b)
as representatives of para-mPLMs, which are pre-
trained with monolingual and parallel corpora, ob-
taining improvements compared with XLM-R.

(a) Token Align Acc./Avg. Cosine of mPLMs (b) RSIM of mPLMs
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Figure 4: Comparison between XLM-R (mono-mPLM)
and VECO/INFOXLM (para-mPLM). Each score is av-
eraged by 3 language pairs: En-Ar, En-De, and En-Hi.

Figure 4 (a) shows the phenomenon of token
alignment accuracy and cosine similarity across
layers. We find that different mPLMs exhibit simi-
lar behavior, wherein both mono-mPLM and para-
mPLMs tend to aggregate token representations
while ignoring alignments at the higher layers. The
reason behind this may lie in that higher layers of

PLMs prioritize complex semantic combinations
rather than token features (Jawahar et al., 2019).

Figure 4 (b) compares the average RSIM scores
of different mPLMs. VECO and INFOXLM have
higher RSIM scores than XLM-R cross layers,
showing that parallel corpora would improve the
geometric similarity between languages. Further-
more, RSIM scores of VECO/INFOXLM across
layers are more balanced than XLM-R. It demon-
strates that explicit cross-lingual interactions (par-
allel corpora) are useful in maintaining geometric
similarity in mPLMs, which could be one of the
factors contributing to better cross-lingual transfer
capability than mono-mPLMs.

3 Our Method

§2.2 demonstrates that mono-mPLMSs learn cross-
lingual token alignments and can export them as
high-quality dictionaries. §2.3 shows explicit cross-
lingual interactions may enhance cross-lingual
transfer capability. These observations motivate
us to explore self-improving methods to increase
cross-lingual interactions without relying on paral-
lel corpora. Next, we introduce our proposed token-
level/semantic-level code-switch masked language
modeling for multilingual pre-training.

3.1 Token-Level Code-Switch MLM (TCS)

Previous code-switch methods either rely on the
existing bilingual dictionaries (Lin et al., 2020;
Chaudhary et al., 2020) or the alignment tools
to build the alignment pairs using parallel sen-
tences (Ren et al., 2019; Yang et al., 2020). Our
work proves that the self-induced dictionaries from
mono-mPLMs are accurate enough, which would
help mono-mPLMs self-improving and do not re-
quire the use of prior bilingual knowledge.
Therefore, we replace 10~15% tokens using the
dictionary to construct multilingual code-switched
contexts but keep the masked positions unchanged,
forcing the model to predict the masked tokens with
different but semantic-equivalent contexts. For ex-
ample, the original English token sequence (after
cutting) is converted into a code-switch one using
the self-induced dictionary (En-De):
_A _cat _sit _on _the [mask] . = Lyim
Y
_A _Katze _sit _on _the [mask] . = Lrcs-MLM
Both the original and code-switched sentences
are fed into mono-mPLMs to perform masked lan-
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guage modeling. The training loss is:

L = Lyvm + L1cs-MLMm 3)

3.2 Semantic-Level Code-Switch MLM (SCS)

Considering that token replacements often lack di-
versity, we propose a novel semantic-level code-
switch method, which replaces 10~15% tokens
with the average weighting of its neighbors in an-
other language, as shown in Figure 5.

Considering that mPLMs provide contextual out-
put distributions across the vocabulary and avoid
polysemy problems (Tversky and Gati, 1982), we
first utilize the mono-mPLM to obtain the output
probability distribution across the vocabulary for
tokens. Then, we choose top-k> tokens according to
probabilities and average-weight their embeddings
as the contextual token representation &:

. K
=) pi-ei “)

where p; is the normalized probability of i-th token
in the top-k tokens.

After obtaining the contextual representations,
we adopt the embedding table to search for corre-
sponding translations on-the-fly instead of directly
using the discrete dictionaries, which would im-
prove the diversity of training examples and keep
the semantics. Similarly, we also keep top-k trans-
lation candidates and average-weighting their em-
bedding as the replacement :

R K
Y= Zj:l 4 - €j &)

where ¢; is the normalized CSLS,,,_sse-s1y scores®

across the top-k tokens in the corresponding
language-specific vocabulary V.

exp(g;)
S exp(g;)
ij = CSLSon-the-ﬂy(jjayj)a Yj eV (7)

q; = (6)

Same as §3.1, we request the mono-mPLMs to
perform masked language modeling based on the
original examples and semantically code-switched
ones. The final training loss is:

L = Lyvim + Lscs-MLM (8)

Sk is set as 8 in our experiments.
®During training, we compute CSLS,-the-sty scores for to-
kens in the same batch to avoid expensive computational costs.

4 Pre-training Settings

Pre-training Data We collect monolingual cor-
pora from Common Crawl Corpus, which contains
about 890GB data for 50 languages. Different from
previous studies, we do not use any bilingual cor-
pus. Following (Conneau and Lample, 2019), we
sample multilingual data according to a multino-
mial distribution with probabilities. Considering
the pre-training corpora in N languages with n;
training instances for the ¢-th language, the proba-
bility for ¢-th language can be calculated as:

né

Di = ——— ©)]
Sy ng

where « is set as 0.7.

Model Configuration Due to the restriction of
resources, we conduct experiments on the Trans-
former encoder models to verify the effectiveness
of our method. For fair comparisons with previous
studies on natural language understanding tasks,
we pre-train a 12-layer Transformer encoder as the
BASE model (768 hidden dimensions and 12 atten-
tion heads) and a 24-layer Transformer encoder as
the LARGE model (1024 hidden dimensions and 16
attention heads) using fairseq toolkit. The activa-
tion function used is GeLU. Following (Chi et al.,
2021b; Luo et al., 2021; Ouyang et al., 2021), we
initialize the parameters with XLM-R.

We also pre-train the 6-layer Transformer en-
coder (1024 hidden dimensions and 8 attention
heads), which is adopted to evaluate the perfor-
mance on unsupervised machine translation.

Optimization Settings We use the Adam opti-
mizer to train our model, whose learning rate is
scheduled with a linear decay with 4000 warm-up
steps. The peaking learning rates are separately set
as 2e-4 and le-4 for BASE and LARGE model. Pre-
training is conducted using 8 Nvidia A100-80GB
GPUs with 2048 batch size. The BASE model takes
about 1 month and the LARGE model takes about 2
months for pre-training. Appendix A shows more
details about the pre-training settings.

S Experiments on Downstream Tasks

5.1 Natural Language Understanding
5.1.1 Experimental Settings

We consider four kinds of cross-lingual NLU tasks:
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Figure 5: The illustration of SCS-MLM. First, we use the mPLM to predict the distribution of the context token,
obtaining the contextual token representations and searching corresponding translations. Then, we use the weighted
representations to replace the corresponding token and request the model to predict the same masked tokens.

Sentence-Pair Classification We choose XNLI
(Conneau et al., 2018) for cross-lingual language
inference and PAWS-X (Hu et al., 2020) for cross-
lingual paraphrase identification.

Structural Prediction We choose UDPOS
(Nivre et al., 2018) for pos-tagging and Wikiann
(Pan et al., 2017) for name entity recognition.

Question Answering We choose MLQA (Lewis
et al., 2020) for cross-lingual question answering.

Cross-lingual Retrieval We choose Tatoeba
(Artetxe and Schwenk, 2019) for parallel sentence
identification.

5.1.2 Experimental Results

Model | XNLI  PAWSX
Pre-training without parallel corpus
mBERT (Devlin et al., 2019) 65.4 81.9
XLM (Conneau and Lample, 2019) 69.1 80.9
" XLM-Rpse (our-impl) | 749 844
+ TCS-MLM 75.2 84.9
+ SCS-MLM 75.8 85.1
* XLM-Rparee (Chenetal,, 2022) | 79.2° 864
+ TCS-MLM 80.8 88.2
+ SCS-MLM 81.1 88.9
Pre-training with parallel corpus
XLM (Conneau and Lample, 2019) 75.1 -
Unicoder 75.4 -

" VECOparee (Luoetal, 2021) | 799 887
VECOprce 2.0 (Zhang et al., 2023) 80.4 88.5
HICTLLarce (Wei et al., 2021) 81.0 87.5
ERNIE-Mp arce (Ouyang et al., 2021) 82.0 89.5

Table 2: Evaluation results on XNLI and PAWS-X cross-
lingual text classification tasks. We report the average
accuracy across different language test sets, which are
based on five runs with different random seeds.

We conduct experiments on the above cross-
lingual NLU tasks to evaluate the cross-lingual
transfer capability of our method: fine-tune the
model with the English training set and evaluate

the foreign language test sets. We separately de-
scribe the results as follows:

Model | POS NER
Pre-training without parallel corpus
mBERT (Devlin et al., 2019) 703 622
XLM (Conneau and Lample, 2019) | 70.1 61.2
" XLM-Rgps; (Conneau et al., 2020) | 73.4 619
+ TCS-MLM 732 627
+ SCS-MLM 73.8 62.6
 XLM-Rparee (Conneau et al., 2020) | 73.8 654
+ TCS-MLM 75.1  66.0
+ SCS-MLM 76.0  66.6
Pre-training with parallel corpus
VECOLarae (Luo et al., 2021) 75.1  65.7
VECOp e 2.0 (Zhang et al., 2023) | 754  67.2
HICTLprce (Wei et al., 2021) 74.8  66.2

Table 3: Evaluation results on UDPOS and Wikiann
cross-lingual structural prediction tasks. We report the
average F1 scores, which are based on five runs with
different random seeds.

Sentence-Pair Classification The cross-lingual
natural language inference (XNLI) aims to deter-
mine the relationship between the two input sen-
tences, entailment, neural or contradiction. And
PAWS-X aims to judge whether the two sentences
are paraphrases or not.

As shown in Table 2, our SCS-MLMg g sur-
passes the baseline models including mBERT,
XLM, XLM-Rpg,se and Unicoder. Moreover, our
SCS-MLMp Arge Obtains equivalent performance
with some pre-trained models using parallel sen-
tences, including VECO¢ sgge and HICTLy sgge.
In contrast, although TCS-MLM also obtains im-
provements, it is not as good as SCS-MLM. We
suppose that the limited dictionaries would lead to
insufficient cross-lingual interactions.

Structural Prediction Structural prediction task
contains UDPOS and Wikiann. Given a sentence,
UDPOS aims to label the pos-tagging for tokens
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Models ar de en es hi vi zh Avg
Pre-training without parallel corpus
mBERT 457/298 579/443 77.77/652 643/46.6 43.8/29.7 57.1/38.6 57.5/373 57.7/41.6
XLM 54.8/363 622/476 749/624 68.0/49.8 48.8/273 61.4/41.8 61.1/39.6 61.6/435
C XLM-Rpnss 5497366 60.9/467 77.1/646 67.4/59.6 59.4/429 645/447 61.8/393 63.7/463
+ TCS-MLM 57.6/38.5 63.2/487 80.1/669 68.1/50.2 62.7/448 68.0/47.3 63.5/40.0 66.2/48.1
+ SCS-MLM 58.0/39.2 63.5/49.0 81.1/68.1 69.0/51.0 63.6/46.2 68.7/47.9 65.1/42.5 67.0/49.1
" XLM-Rpapee  63.1/435 6437536 80.6/678 74.1/560 69.2/51.6 71.3/509 68.0/454 70.7/527
+ TCS-MLM 66.4/46.8 70.1/551 843/714 1745/564 71.7/535 73.8/52.6 702/469 73.0/54.7
+ SCS-MLM 66.6/46.9 70.2/553 84.4/71.6 745/565 71.5/53.9 743/53.2 70.7/47.7 73.2/55.0
Pre-training with parallel corpus
VECO¢ srce 65.0/44.6 69.8/54.6 83.5/70.6 74.1/56.6 70.6/53.1 74.0/529 62.1/37.0 71.7/532
VECOypsree 20  743/56.3 70.3/549 84.1/714 66.5/46.5 71.5/537 742/53.1 67.9/43.7 72.7/54.3
HICTL arge - - - - - - - 72.8/54.5
ERNIE-Mare  67.4/472 70.8/559 84.4/71.5 74.8/56.6 72.6/54.7 75.0/53.7 71.1/47.5 73.7/553

Table 4: Evaluation results on MLQA cross-lingual question answering. We report the F1 / exact match (EM) scores.
The results of TCS-MLM and SCS-MLM are averaged over five runs.

and Wikiann aims to identify name entities. We
reported the average F1 score for each dataset.
Table 3 shows the results of our models. Com-
pared with previous studies, our proposed SCS-
MLM| srge Obtains the best results on UDPOS,
achieving 76.0 F1 score. For Wikiann, our TCS-
MLM prge and SCS-MLM| ,rgg also obtain sig-
nificant improvements compared with the strong
baseline XLM-R. We suppose that the induced dic-
tionaries contain the relations of entities and pos-
tagging across different languages, which promotes
improvements in the structural prediction tasks.

Cross-lingual Question Answering MLQA
aims to answer questions based on the given para-
graph, which contains 7 languages.

The F1/EM scores are shown in Table 4. We can
find that our proposed TCS-MLM and SCS-MLM
are significantly better than the strong baseline
XLM-R and even surpass some models pre-trained
with parallel sentences, such as VECO, VECO 2.0
and HICTL. Although our methods cannot sur-
pass ERNIE-M[ arqE, they narrow the gaps between
mPLMs training with or without parallel sentences,
demonstrating the effectiveness of our methods.

Cross-lingual Retrieval To evaluate the cross-
lingual sentence retrieval capability of our models,
we choose a subset of the Tatoeba dataset (36 lan-
guage pairs), which aims to identify the parallel
sentence among 1000 candidates. Following previ-
ous studies, we used the averaged representation in
the middle layer of different models (XLM-Rpsk,
+ TCS-MLMgase and + SCS-MLMgpg,si) to evalu-
ate the retrieval task.

The results are shown in Figure 6. We can

—o— XLM-R, avg-acc=53.27
TCS-MLM, avg-acc=60.24
—o— SCS-MLM, avg-acc=60.73

EEOE SOV N BT @D DO E AP S VO S P W0 D € BBy

Tatoeba Acc.
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Language

Figure 6: Tatoeba results for languages, which are sorted
according to the performance of XLM-Rp,g.

find that our proposed SCS-MLMgp s Obtains bet-
ter retrieval accuracy scores (average acc. 60.73)
than TCS-MLMgp gt (+0.49 acc.) and XLM-Rgase
(+7.46 acc.) across language directions, demon-
strating the effectiveness of our method.

5.2 Natural Language Generation - UNMT

As our proposed pre-training methods do not rely
on parallel sentences, we choose the harder task -
unsupervised neural machine translation (UNMT)
to evaluate the performance on the generation task.

5.2.1 Experimental Results

Table 5 shows the translation performance on
WMT14 En-Fr, WMT16 En-De, WMT16 En-Ro
test sets. We can find that our proposed SCS-MLM
can improve the translation quality compared with
the strong baselines, XLLM and MASS. For exam-
ple, SCS-MLM respectively outperforms XLM and
MASS by 1.1 and 1.2 BLEU scores in WMT16
En—Ro. SCS-MLM also surpasses previous stud-
ies on average, verifying its effectiveness. More-
over, the results also show that our method is suit-
able for the seq2seq model - MASS (Figure 8 in
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. En<Fr En<De En<Ro

Pre-trained Models En—Fr Fr—En En—De De—En En—Ro Ro—En Ave.

XLM 334 33.3 26.4 34.3 33.3 31.8 32.1
Courre-impl. 373 347 271 339 345 327 334

Ren et al. (2019) 354 34.9 27.7 35.6 34.9 34.1 33.8

Ai and Fang (2022) 34.1 34.0 27.2 34.9 342 32.6 32.8

Ren et al. (2021) 343 35.0 28.8 35.2 34.5 32.9 33.5

XLM + SCS-MLM (ours) 37.5 35.2 27.7 34.6 35.6 33.8 34.1

MASS 37.5 34.9 28.3 35.2 35.2 33.1 34.0
Courre-impl. 371 347 274 349 349 332 337

MASS + SCS-MASS (ours) 379 354 27.9 35.8 36.1 33.7 34.5

Table 5: Unsupervised translation performance on WMT14 En-Fr, WMT16 En-De, WMT16 En-Ro. The results of

previous studies are picked from corresponding papers.

appendix A.3), demonstrating that our method is
independent of the model architectures.

5.3 SCS-MLM Improves Geometric
Similarity at Higher Layers

§2.3 shows that para-mPLMs would maintain the
geometric similarity of language-specific token rep-
resentations across layers. As our method incor-
porate explicit cross-lingual interactions into pre-
training, a similar phenomenon should occur.

Therefore, we plot the RSIM scores across 24-
layer LARGE models for measurement. As shown
in Figure 7 (a), compared with the baseline model,
our proposed SCS-MLM increases the geometric
similarity of different languages across layers. Fig-
ure 7 (b) shows the RSIM improvements focus
on the higher layers, thereby achieving balanced
geometric similarities, akin to the observations of
para-mPLMs in Figure 4 (b). It could illustrate
the reason why our method is effective on various
cross-lingual transfer tasks.

(a) RSIM across Layers

(b) ARSIM across Layers

RSIM Score

RSIM_{SCS} - RSIM_{XLMR}
|

o 10
Layer Layer

Figure 7: (a) RSIM scores across different layers of
SCS-MLM| srge (solid lines) and XLM-R srge (dashed
lines). (b) The curve of Agrspv across layers.

6 Related Work

Multilingual pre-trained language models begin
with mBERT (Devlin et al., 2019) and XLLM (Con-
neau and Lample, 2019), which learn the shared

feature space among languages using multiple
monolingual corpora. XLM-R (Conneau et al.,
2020) shows the effects of models when trained
on a large-scale corpus, establishing strong base-
lines for subsequent studies.

Based on the observation that parallel corpora
would help cross-lingual alignment in (Conneau
and Lample, 2019), many studies pay attention to
the usage of the parallel corpus. Unicoder (Huang
et al., 2019) employs a multi-task learning frame-
work to learn cross-lingual semantic representa-
tions. ALM (Yang et al., 2020) and PARADISE
(Reid and Artetxe, 2022) uses parallel sentences to
construct code-switch sentences. INFOXLM (Chi
et al., 2021b) and HICTL (Wei et al., 2021) respec-
tively employ sentence-level and token-level con-
trastive learning for cross-lingual semantic align-
ments. VECO (Luo et al., 2021) proposes a vari-
able framework to enable the model to process
understanding and generation tasks. ERNIE-M
(Ouyang et al., 2021) generates pseudo-training ex-
amples, further improving the overall performance
on downstream tasks. (Ai and Fang, 2023) explores
the MASK strategy (prototype-word) to improve
cross-lingual pre-training.

Besides the above discriminative models, gener-
ative models, such as MASS (Song et al., 2019),
mBART (Liu et al., 2020), mT5 (Xue et al., 2021),
XGLM (Lin et al., 2022), BLOOM (Scao et al.,
2022), also show impressive performance on gen-
eration tasks. MASS, mT5 and mBART pre-train
the denoising seq2seq model, handling both NLU
and NLG tasks. XGLM and BLOOM pre-train
extremely large auto-regressive models using ex-
tremely large multiple monolingual corpora, show-
ing surprising in-context learning (Brown et al.,
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2020) capability on cross-lingual tasks.

Different from previous studies, our work first
investigates the properties of token alignments
behind multilinguality and then proposes self-
improving methods for multilingual pre-training
with only monolingual corpora, alleviating the need
for parallel sentences.

7 Conclusion

In this work, we first investigate the properties of
cross-lingual token alignments in mono-mPLMs,
and then make a comparison between mono-
mPLMs and para-mPLMs, demonstrating that geo-
metric similarities of higher-layer representations
would be damaged without explicit cross-lingual in-
teractions, hindering the multilinguality. Therefore,
we propose token-level and semantic-level code-
switch masked language modeling to improve the
cross-lingual interactions without relying on par-
allel corpora. Empirical results on language un-
derstanding and generation tasks demonstrate the
effectiveness of our methods. Future work would
adapt our methods to much larger language models.
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Limitations

In this paper, we investigate the token-level cross-
lingual alignments but do not focus on the sentence-
level alignments, which occur in the middle layer
of mPLMs. We leave it as our future work. Then,
we propose token-level and semantic-level code-
switch masked language modeling for multilingual
pre-training. As we analyzed in Appendix C, vari-
ous types of mono-mPLMs are capable of forming
alignments, but they are unable to preserve geo-
metric similarities across layers. This phenomenon
is observed irrespective of the language modeling
methods employed. However, due to resource limi-
tations, we only conduct experiments on XLM-R
and MASS models. We will verify the effectiveness
of our methods on much larger language models in
the future, such as XGLM and BLOOM.
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A Experimental Settings

A.1 Pre-Training Data

We use the open-source CC-100 corpora’ for the
pre-training of BASE and LARGE models. Due to
the resource and memory restrictions, we just se-
lect 50 languages that cover the downstream tasks
and conduct random sampling following(Luo et al.,
2021). Table 6 shows the statistics of the monolin-
gual data in each language.

Code Size (GB) | Code Size (GB)
af 2.07 kk 8.14
ar 10.29 ko 15.36
bg 22.75 It 10.08
bn 10.5 Iv 6.38
cs 19.87 ml 4.23
de 45.05 mr 3.45
el 27.96 ms 5.73
en 191.85 my 0.52
es 40.35 ne 4.55
et 9.17 nl 13.8
eu 2.95 pl 15.46
fa 26.63 pt 15.2
fi 19.84 ro 9.56
fr 44.16 ru 46.46
fy 0.27 si 4.5
ed 0.2 SW 2.56
gu 242 ta 7.26
he 7.01 te 5.66
hi 20.25 tr 14.05
hu 8.68 th 20.65
id 44.12 tl 4.84
it 9.03 vi 42.15
ja 18.86 ur 7.93
jv 0.15 yo 0.0006
ka 5.45 zh 40.14

Table 6: Statistic of pre-training data in our experiments.

A.2 Hyperparameters for Pre-training

Table 7 shows the hyperparameters for pre-training
different size models. SMALL models are initial-
ized by XLLM or MASS. And they are used to con-
duct experiments on unsupervised machine transla-
tion. BASE model and LARGE model are initialized
by XLM-R model and used for various natural lan-
guage understanding tasks.

7https ://data.statmt.org/cc-100/

A.3 Experimental Settings of UNMT

We follow the common practices to conduct exper-
iments on UNMT benchmarks. For evaluation, we
separately adopt newsdev/test 2014 En-Fr, news-
dev/test 2016 En-De, newsdev/test 2016 En-Ro as
development and test sets.

For a fair comparison with previous studies, we
pre-train the cross-lingual language models with
the same model architecture of XLLM and MASS.
The pre-training data for UNMT is shown in Table
8. We compare SCS-MLM with other UNMT pre-
training methods (Ren et al., 2019, 2021; Song
et al., 2019; Ai and Fang, 2022), which have the
equivalent number of parameters.

During inference, we use the beam size 1 and
length penalty 1.0. To be consistent with previous
works, we use multi-bleu.perl to measure the
translation quality.

The illustration of our method on MASS is
shown in Figure 8, which is similar to Figure 5
but needs to predict multiple adjacent tokens using
the sequence-to-sequence model.

B RSIM - Relational Similarity

In NLP, the geometric similarity between two em-
bedding spaces can be measured by Relational Sim-
ilarity (RSIM). Given s translation pairs, we first
calculate pairwise cosine similarities among intra-
language tokens and obtain two vectors a add b:

,CO8(Ts, Ts—1)

) COS(ysa ysfl)

a = cos(xg, x1), cos(xg, x2), -

b = cos(yo,y1),cos(yo, y2), - - -

Then, we compute the Pearson’s correlation be-
tween a add b, which is known as Relational Simi-
larity (Vuli¢ et al., 2020).

C Cross-Lingual Alignments on Different
mPLMs

We also evaluate the accuracy of the token align-
ments across different language models. The re-
sults are shown in Table 9. Some examples are
included in Figure 11.

We find that different kinds of language models
form cross-lingual alignments. It demonstrates that
pre-trained language models automatically learn
cross-lingual mapping based on language model-
ing regardless of the specific modeling methods (i.e.
masked language modeling, text span prediction,
or casual language modeling). For different kinds
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Hyperparameters SMALL BASE LARGE

Toolkit XLM / MASS fairseq / transformers  fairseq / transformers
Layers 6 12 24

Hidden size 1024 768 1024

FFN inner hidden size =~ 4096 3072 4096

FFN dropout 0.1 0.1 0.1

Attention heads 8 12 16

Attention dropout 0.1 0.1 0.1

Embedding size 1024 1024 1024

Stopping criterion validation patience=15 training step=150k training step=150k
Batch size 512 2048 2048

Learning rate 2.00E-05 1.00E-04 1.00E-04
Learning rate schedule Linear Linear Linear

Adam f3; 0.9 0.98 0.98

Adam s 0.999 0.999 0.999

Weight decay 0 0.01 0.01

Warmup steps 4000 4000 4000

Table 7: Hyperparameters used for pre-training.
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Figure 8: The illustration of our method on MASS language modeling, which masks multiple adjacent tokens for

prediction.

Data Lan. #Sent. Source
En 50.0M

En-D S tal., 201

nDe e soom  Seneetal.2019)

En 179.9M News Crawl 07-17

En-Fr/Ro Fr 65.4M News Crawl 07-17
Ro 2.8M News Crawl 07-17 + WMT16

Table 8: Data statistics for unsupervised machine trans-
lation training.

of pre-trained models, the alignment accuracy in-
creases with the size of the parameters. Moreover,
all the models show a similar pattern that distant
language pairs have higher alignment accuracy.

Furthermore, we also draw the RSIM scores
across layers of different mono-mPLMs in Figure
10. We find that different models share a similar
phenomenon that RSIM scores are higher at the
lower layers but lower at higher layers. None of
them could keep the geometric similarity balanced
like para-mPLMs, VECO, or InfoXLM, as shown

WMT16 EneRo

s En-Ro
Ro—-En

BLEU Scores

335

k=2 k=4 k=8 k=16

Num. of k

k=32 k=64

Figure 9: Effect of kK on WMT16 En++Ro.

in Figure 4. Therefore, we argue that explicit cross-
lingual interactions still matter regardless of differ-
ent architectures.

D Ablation Study - Effect of £

In the proposed method, SCS-MLM, k plays an
important role. Considering that the pre-training
of BASE and LARGE models are time-consuming,
we pre-train SMALL models with different k& and
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Models params.  #lg ar bg de el fr hi id ja ko ru Avg.
XLM-RoBERTa
num.of.pairs 1505 3322 2187 1223 2164 1159 2381 2501 1278 4077
" XLM-R-BASE ~ 250M 100 44.12 5861 4833 5258 49.03 4892 4700 6238 6377 5943 5273
XLM-R-LARGE 560M 100 46.71 5879 48.61 5225 4894 50.13 47.08 6397 62.52 5997 53.09

Multilingual-T5

num.of.pairs 817 2195 2289 878 1850 477 1563 2176 925 2631

" mT5-SMALL ~ 170M 100 4296 5927 53.56 4863 55.08 41.09 49.14 5572 6141 6235 5263
mT5-BASE 390M 100 5324 6433 57.14 5866 6227 5262 56.69 6561 7103 69.07 60.57
mT5-LARGE 970M 100 5496 6551 5841 5934 6357 5136 5790 67.63 7341 6949 61.75
mT5-XL 32B 100 5838 6674 6147 6093 6568 5556 59.95 6924 73.84 7040 63.59

X-GLM

num.of.pairs 1271 3332 3049 2212 3165 1451 2862 1312 1638 3636

T XGLM-564M  560M 30 6459 7209 6527 68.67 7346 7202 65.62 7462 73.69 7228 69.20
XGLM-1.7B 1.7B 30 6444 7194 6455 6944 7324 7195 6534 76.14 73.69 73.65 69.32
XGLM-2.9B 2.9B 30 6499 7236 6481 69.62 7374 7250 65.62 76.14 7405 7398  69.67
XGLM-7.5B 7.5B 30 6483 72.63 6540 7071 7466 7326 6646 7569 7393 7379  70.05

Table 9: Prediction accuracy of translation pairs derived from different mPLMs across different languages to English.
Because XLM-R/mT5/X-GLM supports different numbers of languages and has different vocabularies, comparisons
between different types of mPLMs may not be meaningful.

XLM-R-BASE MT5-BASE MT5-LARGE MT5-xLARGE

0.25
—— En-Ar 0.25 —— En-Ar —— En-Ar

061 En-De 0.20 En-De 0.20 En-De

— En-Hi 0.15 — En-Hi 0.15 —— En-Hi

—— En-Ar
En-De
—— En-Hi

0.2

0.4 0.1

0.10 0.10

0.05 0.05 0.0

0.21

0.00 0.00
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XGLM-564M XGLM-1.7B XGLM-2.9B XGLM-7.5B
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0.4 0.4

0.3+ 0.3

0.2 0.2

Figure 10: RSIM scores across different layers of different mono-mPLMs.

evaluate the performance on UNMT task (WMT16  These results are also provided in Table 10-11.
En«+Ro). As shown in Figure 9, we can find that :
SCS-MLM obtains the best performance when £ is Model de_en es fr ja ko zh ave

. Cross-lingual Transfer
set as 8. Therefore, we set k=8 for all the experi- & f
) XLM-Rp,s; 864 93.9 88.8 88.8 768 764 79.7 84.4
ments in our paper.

+TCS-MLM 879 944 894 89.2 763 76.8 80.5 849
+SCS-MLM 879 94.5 89.0 89.0 77.5 77.0 81.0 85.1

E Experimental Results Details XLM-Rpace 897 947 90.1 904 787 790 82.3 86.4
o . +TCS-MLM 90.8 95.8 91.6 91.4 81.8 81.7 847 882

Due to space limitations, we just report the average +SCS-MLM 917 957 91.6 920 82.8 82.9 853 889

cross-lingual transfer metric scores in the main Translate-train-all

paper. The details for each language test set are XLM-Rpare 922 957 927 925 847 859 87.1 90.1

listed in Table 10-14. +SCS-MLM 91.8 953 93.0 93.3 862 87.6 88.6 90.8

Translate-train-all is another evaluation method
for multilingual pre-trained language models. It
means fine-tuning a multilingual model on the
concatenation of all data (English training corpus
and translated training corpus in other languages).
Although our method mainly focuses on improv-
ing cross-lingual transfer capability, it can also
bring improvements in Translate-train-all settings.
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Language Pairs

Exported Translation Pairs

Bg-En
De-En
El-En
Fr-En
Hi-En
Ja-En
Ko-En
Mr-En
Pt-En
Ru-En
Si-En
Ta-En
Te-En
Th-En
Vi-En
Zh-En

(—crparerus, __strategi), (__nansino, __completely), (_neua, __children), (_n3nonssa, __utiliza), (_nocrenenno, __gradual)

(_Produkt, __Product), (_Artikel, _Article), (_respect, __respect), (__kultur, __culture), (__Kontakt, _Contact)

(_mpoprnua, __problem), (__evtekmg, __completely), (__oyéon, __relationship), (_mpogaveag, __obviously), (__arotéieopa, __outcome)
(__développement, __development), (__present, __present), (__familia, __family), (__pourquoi, _why), (__systéme, __system)

(_Wm, __strategi), (_ﬁ‘qﬁ, __situation), (__3TeT9T, __separate), (_m, __kilometer), (_ﬁaﬁ?’:’, __record)

(A A=, _sports), (T # )L ¥ —, _energy), (4%, _investment), (£ ¥ # A, __business), (3 A 7 4, _system)

(02, _extremely), (_ =213, _ programs), (_Z |, _economy), (&4, __always), (_Ct&st, _various)

(L @860, _actually), (__(alBMo, __problem), (__@0S1MUAIM, __ basis), (_ W@, _ voyage), (__$HSo6N, _family)

(_milh&s, _millions), (__alguém, __someone), (__desenvolvimento, __development), (__praticamentev, __basically), (__ténicas, __techniques)
(—mozen, __model), (_crparernn, __strategy), (__cekc, __sex), (_mapkerunr, __marketing), (_nepconaun, __personal)

(_Do&m0, __report), (_B8E®, _movies), (_edgdes, __complete), (_¢z3»®, __knows), (o=@, __extremely)

(_Wp&&W, __important), (_LIWETUGSS, _utilize), (_LNJEFEMEDT, __problem), (_HDONLIGD, _science), (_LITGISTLIL], _protection)
(L8503 _ Technology), (_38™, __completely), (__S2, __LIFE), (L6230, _ release), (_ IS, __various)

(Fmwsssu, _cultural), (e, __happened), (weiia, __technique), (welula?, _technologies), (<o, __mostly)

(__trién, __develop), (__som, __early), (__giudng, __bed), (__th&h, __challenge), (__khuyé, __recommend)

(£, __tools), (F&#l, __limit), (£ 4, __completely), (% &, __improve), (& #, __latest)

Figure 11: Some examples that are randomly selected from the exported dictionaries.

Model ar bg de el en es fr hi ru SW th tr ur vi zh avg
Cross-Lingual Transfer
XLM-Rgase 731 784 771 763 851 794 784 709 765 645 737 731 672 754 747 749
+TCS-MLM 727 782 773 770 841 803 788 714 764 669 730 742 676 754 744 752
+SCS-MLM 737 792 783 771 843 797 784 722 770 675 739 750 681 764 755 758
XLM-Ry srae 772 830 825 808 887 8.7 82 756 79.1 712 774 780 717 793 782 792
+TCS-MLM 793 839 833 830 889 851 843 774 814 736 783 80.6 732 80.7 796 808
+SCS-MLM 799 841 835 829 888 848 843 777 813 742 791 80.6 744 807 802 811
Translate-train-all
XLM-Rysrge 824 853 848 8.0 8.9 862 847 802 824 773 809 827 772 828 830 829
+SCS-MLM 829 854 82 849 8.0 860 8.0 808 8.0 778 809 831 77.8 830 826 832

Table 11: Cross-lingual transfer results on XNLI cross-lingual natural language inference for

15 languages.

af ar bg de el en es et eu fa fi fr he hi hu id it
XLM-Rp,se 882 67.1 887 886 862 959 884 867 677 697 863 867 679 732 830 728 889
+TCS-MLM 883 668 888 886 858 959 883 858 683 696 853 866 671 719 829 725 889
+SCS-MLM  89.0 657 888 896 875 957 874 851 716 69.1 850 863 663 675 824 724 88.6
XLM-Rparge 89.8 675 881 885 863 961 883 865 725 706 858 872 683 764 826 724 894
+TCS-MLM 894 672 870 888 874 961 882 863 769 712 864 863 690 727 831 73.0 90.1
+SCS-MLM 894 69.1 887 886 866 961 877 86.5 71.6 710 8.8 870 682 743 832 727 885

ja kk ko mr nl pt ru ta te th tl tr ur vi yo zh avg.
XLM-Rpase 279 763 533 826 893 880 893 627 848 452 899 745 641 579 243 334 736
+TCS-MLM 231 769 526 81.7 893 881 893 618 856 430 919 742 621 575 259 299 732
+SCS-MLM 315 77.1 538 793 895 867 892 634 848 499 912 739 589 552 278 448 738
XLM-Rparge 159 781 539 80.8 895 876 895 652 866 472 922 763 703 568 246 257 738
+TCS-MLM 335 79.0 529 857 893 872 89.6 628 850 467 935 763 678 600 339 357 751
+SCS-MLM 352 784 532 839 896 876 899 628 863 544 939 754 688 580 395 549 760

Table 12: Cross-lingual transfer results on UDPOS (POS) cross-lingual pos-tagging for 33 languages.
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Model af ar bg bn de el en es et eu fa fi fr he hi hu id it ja jv
XLM-Rgse 762 555 786 71.8 750 758 81.8 69.2 717 587 545 762 762 530 693 777 485 786 177 587
+TCS-MLM 781 529 788 732 755 758 819 734 722 581 544 763 773 528 694 775 507 780 188 595
+SCS-MLM 778 499 799 70.0 751 76.0 815 767 725 61.0 50.1 765 77.6 552 693 776 489 781 213 637
XLM-Rpsree 789 53.0 814 788 788 795 847 796 79.1 609 619 792 805 568 730 79.8 530 813 232 625
+TCS-MLM 794 478 820 753 799 81.0 834 721 81.6 723 557 814 813 550 727 81.8 653 824 193 643
+SCS-MLM 788 55.1 83.0 768 799 793 837 770 808 680 637 81.1I 797 553 724 812 564 818 176 649

ka kk ko ml mr ms my nl pt ru SW ta te th tl tr ur vi yo zh
XLM-Rgse 675 434 520 61.8 623 599 512 80.1 787 649 693 551 496 00 716 752 660 677 495 258
+TCS-MLM 683 433 547 63.1 63.1 580 545 81.0 777 648 682 585 533 00 724 777 685 689 500 264
+SCS-MLM 694 408 527 650 63.1 534 561 805 789 646 694 594 551 00 708 794 677 686 43.1 285
XLM-Rparee  71.6 562 60.0 67.8 68.1 57.1 543 840 819 69.1 705 595 558 13 732 76.1 564 794 336 33.1
+TCS-MLM 684 552 60.7 622 674 667 556 849 829 69.7 698 590 555 00 743 841 716 747 369 2715
+SCS-MLM  68.1 539 604 633 650 69.1 59.0 84.1 831 71.8 695 59.7 558 00 745 825 750 786 477 26.1

Table 13: Cross-lingual transfer results on Wikiann (NER) cross-lingual name entity recognition for 40 languages.

af

bg

bn

de

el

€s

et

eu

fa

fi

fr

he

hu

id

it

ja

XLM-Rpgase
+ TCS-MLM
+SCS-MLM

52.0
62.6
64.2

359
42.6
42.7

67.1
73.7
733

29.3
36.4
335

88.9
92.3
92.0

53.7
60.1
59.6

70.4
78.6
78.9

43.7
57.6
59.4

24.3
40.4
41.3

64.8
71.8
70.3

64.0
72.6
73.5

732
79.9
79.1

50.8
56.2
571

50.4
65.9
62.8

58.5
64.7
65.1

68.8
76.7
713

65.2
69.3
70.0

53.8
50.4
50.9

jv

ka

kk

ko

ml

mr

nl

pt

ru

SwW

ta

te

th

tr

ur

vi

zh

XLM-Rgase
+ TCS-MLM
+SCS-MLM

15.1
17.1
18.0

36.2
42.6
43.2

32.7
449
45.2

49.3
54.6
55.7

54.6
56.3
57.6

37.4
453
46.9

77.2
83.0
82.6

717.6
82.9
83.1

70.2
76.1
75.2

15.9
23.6
22.8

24.1
26.7
27.0

28.6
30.8
28.6

323
42.9
41.6

29.0
37.5
37.8

55.2
61.1
63.5

27.7
41.1
40.9

67.7
73.6
74.6

59.7
60.3
60.9

Table 14: Cross-lingual transfer results on Tatoeba cross-lingual sentence retrieval for 34 languages.
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