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Abstract

The progress of natural language processing
(NLP) is primarily driven by machine learning
that optimizes a system on a large-scale set of
task-specific labeled examples. This learning
paradigm limits the ability of machines to have
the same capabilities as humans in handling
new tasks since humans can often solve unseen
tasks with a couple of examples accompanied
by task instructions. In addition, we may not
have a chance to prepare task-specific exam-
ples of large-volume for new tasks because we
cannot foresee what task needs to be addressed
next and how complex to annotate for it. There-
fore, task instructions act as a novel and promis-
ing resource for supervision.

This tutorial targets researchers and practition-
ers who are interested in Al and ML technolo-
gies for NLP generalization in a low-shot sce-
nario. In particular, we will present a diverse
thread of instruction-driven NLP studies that
try to answer the following questions: (i) What
is task instruction? (ii) How is the process of
creating datasets and evaluating systems con-
ducted? (iii) How to encode task instructions?
(iv) When and why do some instructions work
better? (v) What concerns remain in LLM-
driven instruction following? We will discuss
several lines of frontier research that tackle
those challenges and will conclude the tutorial
by outlining directions for further investigation.

1 Introduction

This proposal is driven by a fundamental question
of task generalization in NLP: how to comprehend
a new task if labeled examples are pretty limited?
One goal of Al is to build a system that can con-
tinually understand and solve new tasks. Labeled
examples, as the mainstream task representation,
are unlikely to be available in large numbers or
even do not exist. Then, is there any other task
representation that can contribute to task compre-
hension? Task instructions provide another dimen-
sion of supervision for expressing the task seman-

tics. Instructions often contain more abstract and
comprehensive knowledge of the target task than
individual labeled examples. With the availability
of task instructions, systems can be quickly built
to handle new tasks, especially when task-specific
annotations are scarce (Wang et al., 2022; Yin et al.,
2022). Instruction following is inspired by the typi-
cal human learning for new tasks, e.g., a little kid
can well solve a new mathematical task by learn-
ing from its instruction and a few examples. This
new learning paradigm has recently begun to at-
tract the attention of the machine learning and NLP
communities.

Despite the importance, frontier research in in-
struction following is still struggling with the fol-
lowing questions. First, should instructions be con-
structed to express the target task as detailed as
possible (e.g., MTurk instructions (Mishra et al.,
2022)) or to align with the format of supervising
tasks (e.g., natural language inference (Yin et al.,
2019) or language modeling (Brown et al., 2020))
as well as possible? Second, how to effectively en-
code instructions that may consist of some specific
requirements such as “maximal output length 5”,
and “do not generate anything else apart from one
of the following - - -? Third, what are the factors
(e.g., model size, task numbers) that influence a sys-
tem’s generalization, robustness, etc.? Fourth, how
to evaluate instruction-following systems? Last,
what is the future for academia and industry in this
ChatGPT era?

In this tutorial, we will systematically review
several lines of frontier research on developing
systems that are supervised by task instructions.
Beyond introducing pioneering work that parsed
instructions to cope with individual tasks, such as
soccer game (Kuhlmann et al., 2004), software con-
trol (Branavan et al., 2009, 2011), etc., we will
focus on recent LLLM-based approaches for cross-
task generalization given task instructions. Specifi-
cally, in light of the heterogeneous formats and dis-
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parate rationales underlying instructions, we shall
endeavor to establish a unified lens for interpreting
the essence of various instructions. Subsequently,
a structured exposition and critical analysis will
be undertaken, encompassing a spectrum of as-
pects such as diverse instruction-following datasets,
rigorous evaluation methodologies, multifaceted
performance-influencing factors, and lingering con-
cerns within this domain.

Participants will learn about recent trends and
emerging challenges in this topic, representative
tools and learning resources to obtain ready-to-use
models, and how related technologies benefit end-
user NLP applications.

2 Outline of Tutorial Content

This half-day tutorial presents a systematic
overview of recent advancements in NLP with su-
pervision from task instructions. The detailed con-
tents are outlined below.

2.1 Background and motivation [20min]

We will define the main research problem and moti-
vate the topic by presenting several real-world NLP
and instruction-driven Al applications, as well as
several key challenges that are at the core of classic
machine learning.

2.2 'What is the essence of instructions?
[30min]

Various researchers may hold differing viewpoints
on the nature of instructions, with some specializ-
ing in particular types of instructions while over-
looking the interconnections among various instruc-
tion categories. In this section, we aim to establish
a unified perspective for understanding the essence
of instructions.

We begin by introducing various typical forms
of instructions. For instance, some instructions
serve to elucidate the output labels in classifica-
tion tasks, as exemplified by NLI-oriented task
instructions (Yin et al., 2019; Xu et al., 2022; Li
et al., 2022; Xia et al., 2021; Sainz et al., 2021,
2022). These instructions treat the outputs as hy-
potheses and transform the target problems into
natural language inference (NLI) to leverage the su-
pervision available in existing NLI datasets. Other
instructions aim to enhance the input text, such
as prompts, which are designed to leverage the
rich supervision from pretrained language models
(Radford et al., 2019; Schick and Schiitze, 2021b,a,
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2022). Thus, they are referred to as LM-oriented
instructions. Additionally, there are more natu-
ral instructions contributed by end-users who lack
expertise in machine learning or LLMs. These in-
structions attempt to convey the task’s semantics
regardless of the specific technique to be employed.
We categorize these as human-oriented instruc-
tions (Efrat and Levy, 2020; Mishra et al., 2022;
Wang et al., 2022; Lou et al., 2023). To adhere to
human-oriented instructions, LL.Ms are frequently
trained on a diverse array of instruction-following
tasks. Consequently, we consolidate these distinct
types of instructions under the umbrella term in-
structions as supervision-oriented textual expres-
sions.

2.3 Instruction-following datasets and
evaluations [30min]

Initially, we introduce a range of crowdsourced
datasets, which include P3 (Sanh et al.), Big-bench
(Srivastava et al., 2022), Dolly (Conover et al.,
2023), Natural-Instructions (Mishra et al., 2022;
Wang et al., 2022), Multi-Instruct (Xu et al., 2023b),
etc. Nevertheless, human-crafted datasets have
inherent limitations due to the constraints of hu-
man effort, making it challenging to expand the
diversity and complexity of tasks. Consequently,
recent efforts have turned to LLM-generated
datasets, as exemplified by Self-Instruct (Wang
et al., 2023), Unnatural-Instruct (Honovich et al.,
2023), Dynosaur (Yin et al., 2023), WizardLM (Xu
et al., 2023a), LongForm (Koksal et al., 2023), Muf-
fin (Lou et al., 2023), and others. Irrespective of
the datasets’ origin, this tutorial will elucidate their
objectives and distinctions from a scaling perspec-
tive.

Regarding the evaluation, we commence with
automated assessments conducted on a selection
of high-quality crowdsourced datasets, including
Natural-Instructions (Mishra et al., 2022; Wang
et al., 2022), TO (Sanh et al.), Big-bench (Srivas-
tava et al., 2022), etc. Subsequently, we introduce
Vicuna system (Chiang et al., 2023), which em-
ployed GPT-4! for automated evaluations. Finally,
we proceed to human assessments, which take into
account various criteria, as demonstrated in works
such as (Wang et al., 2023; Yin et al., 2023; Askell
et al., 2021).
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2.4 Methodology for instruction tuning

[30min]

An established experimental framework for instruc-
tion tuning entails initially training a model on a
set of provided instructions and subsequently as-
sessing its performance on unseen instructions. In
this context, we will present three distinct method-
ologies for modeling instructions: (i) The Concate-
nation method, which involves the straightforward
concatenation of elements from the instruction and
task input to form a lengthy textual sequence. This
composite sequence is then fed into an LLM to
generate the desired output. Representative works
include (Mishra et al., 2022; Wang et al., 2022;
Yin et al., 2022). (ii) Hypernetwork-based ap-
proaches (Ye and Ren, 2021; Ivison et al., 2022),
where a hypernetwork (Ha et al., 2017) is trained
to generate instruction-specific model parameters,
which are subsequently integrated into a primary
network. (iii) Reinforcement learning with hu-
man feedback methods (Bai et al., 2022; Ouyang
et al., 2022; Stiennon et al., 2020), which involve
the utilization of reinforcement learning techniques
guided by human-provided comparison data.

2.5 When and why it works [30min]

Most instruction-driven systems assume that each
task has a single instruction. We can imagine that
different users can convey a task with instructions
of distinct textual expressions. Some prompt-based
LLMs also show varying performance in dealing
with prompts of different templates (Schick and
Schiitze, 2022; Kojima et al., 2022). A question
arises: how to predict and explain an instruction’
behavior? To the end, we first introduce the work
by Gu et al. (2023) that explored the robustness of
pretrained instruction learning system in handling
(1) the same task with distinct instructions writ-
ten by different MTurkers, and (ii) instruction of
varying degrees of abstractions. Then, we present
a series of works that i) explain prompts perfor-
mance by LLM-oriented perplexity (Gonen et al.,
2022), the model bias (Zhao et al., 2021), or ii)
improve instructions by reformulating them into
more effective ones (Khashabi et al., 2022).

2.6 Concerns of instruction following [30min]

In this section, we will address concerns related
to instruction following across four distinct dimen-
sions: (i) The “inverse scaling law” observed in
LLMs when dealing with negation (Mishra et al.,
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2022; Jang et al., 2022; Hossain et al., 2022). (ii)
Unanticipated behavior arising in the realm of in-
struction comprehension, drawing from human ca-
pabilities in following instructions (Webson and
Pavlick, 2022). (iii) The issue of task-hungry mod-
els. Despite shifting our research focus from cross-
example generalization to cross-task generation,
the creation of large-scale instruction-following
datasets presents another challenge. To enhance
LLMs’ instruction-following abilities for new tasks,
the collection of extensive training tasks becomes
a necessity. (iv) The emergence of adversarial in-
struction attacks (Shu et al., 2023; Wan et al., 2023;
Kang et al., 2023; Li et al., 2023).

2.7 Future directions [10min]

In the last section, we will discuss some critical and
foreshadowing research directions, such as scalable
oversight and alignment (Hendrycks et al., 2021;
Bowman et al., 2022), explainable instruction learn-
ing, and how to encode instructions without the
help of labeled examples, etc.

3 Specification of the Tutorial

The proposed tutorial is considered a
cutting-edge tutorial that introduces new
frontiers in instruction-driven NLP. The pre-
sented topic has not been covered by any
ACL/EMNLP/EACL/NAACL/AACL/COLING
tutorials in the past 4 years. A tiny overlap
exists between our section ‘“LM-oriented task
instructions” and the ACL tutorial (Beltagy
et al., 2022), which presented LLM techniques
for NLP. But Beltagy et al. (2022) focused on
various training techniques, such as self-training,
meta-training, etc., our tutorial has a broader scope
of instruction learning, in which prompt-based
LLM is merely a sub-area.

Audience and Prerequisites Based on the level
of interest in this topic, we expect around 150 par-
ticipants. While no specific background knowledge
is assumed of the audience, it would be best for
the attendees to know about basic deep learning
technologies, pre-trained language models (e.g.,
BERT). A reading list that could help provide
background knowledge to the audience before at-
tending this tutorial is given in Appendix A.1.

Breadth We estimate that at least 60% of the
work covered in this tutorial is from researchers
other than the instructors of the tutorial.



Diversity Considerations This tutorial will
cover instruction learning for NLP as well as non-
NLP problems, such as instruction-driven naviga-
tion, software control, etc. We will also cover con-
tent applying instruction supervision for individual
tasks as well as cross-task generation. Our pre-
senter team has a diverse background regarding
geography and gender. Our team will promote our
tutorial on social media to diversify our audience
participation.

Material Access Online All the materials are
openly available at www.wenpengyin.org/
publications

4 Tutorial Instructors
The following are biographies of the speaker.

Wenpeng Yin is an Assistant Professor in the
Department of Computer Science and Engineer-
ing at Penn State University. His research focuses
on NLP with three sub-areas: (i) learning from
task instructions; (ii) information extraction; (iii)
NLP for education, bioinformatics, etc. Dr. Yin
has presented the tutorial “Indirectly Supervised
Natural Language Processing” at ACL’23, and tu-
torial “Learning from Task Instructions” at KON-
VENS’23. Additional information is available at
WWW.Wenpengyin.org.

Qinyuan Ye is a fifth-year Ph.D. student at the
University of Southern California, advised by Prof.
Xiang Ren. Her research interest lies in natural
language processing. In particular she is interested
in approaches that reduce human annotation efforts,
including methods leveraging distant supervision,
high-level human supervision (e.g., explanations,
instructions), and meta-learning. Additional infor-
mation is available at yeqy . xyz.

Pengfei Liu is an associate professor at Shang-
hai Jiaotong University and leads the Generative
Artificial Intelligence Research Lab (GAIR). His
research topics currently focus on information ex-
traction, text generation, language pre-training, and
NLP system evaluation. He won the Best Demo
Paper award in ACL 2021 and the Outstanding
Demo Paper award in ACL 2022. Homepage:
http://pfliu.com.

Xiang Ren is an Associate Professor in Com-
puter Science and the Andrew and Erna Viterbi
Early Career Chair at USC. Ren’s research seeks

to build generalizable NLP systems that can han-
dle a wide variety of language tasks and situations.
He works on new algorithms and datasets to make
NLP systems cheaper to develop and maintain, arm
machine models with common sense, and improve
model’s transparency and reliability to build user
trust. His research work has received several best
paper awards in top NLP and Al conference venues.
Ren has been awarded an NSF CAREER Award,
multiple faculty research awards from Google,
Facebook, Amazon, JP Morgan and Sony, and
the 2018 ACM SIGKDD Doctoral Dissertation
Award. He was named Forbes’ Asia 30 Under 30
in 2019. Ren has presented a number of tutorials,
such as Knowledge-Augmented Methods for Nat-
ural Language Processing at ACL 2022, Scalable
Construction and Reasoning of Massive Knowl-
edge Bases at NAACL 2018, and other related tu-
torials at WWW’18, CIKM’17, etc. Homepage:
https://shanzhenren.github.io.

Hinrich Schiitze is Chair of Computational
Linguistics and co-director of the Center of In-
formation and Language Processing at Ludwig-
Maximilians-Universitiat Miinchen (LMU Munich),
Germany. He was the President of the Association
for Computational Linguistics in 2020, and Gen-
eral Chair of ACL 2013. In 2022, Prof. Schiitze
was elected as ACL Fellow. Prior to joining LMU
Munich, he was a Professor of Theoretical Compu-
tational Linguistics at the University of Stuttgart.
Hinrich holds a Ph.D. in computational linguistics
from Stanford University. Additional information
isavailableat https://schuetze.cis.lmu.
de.

Ethical Considerations

We do not anticipate any ethical issues particularly
to the topics of the tutorial.
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A Appendix

A.1 Recommended Paper List

The following is a reading list that could help pro-
vide background knowledge to the audience before
attending this tutorial:

Learning from Natural Instructions (Gold-
wasser and Roth, 2011)

Learning from Explanations with Neural Exe-
cution Tree (Wang et al., 2020)

Benchmarking Zero-shot Text Classification:
Datasets, Evaluation and Entailment Ap-
proach (Yin et al., 2019)

Textual Entailment for Event Argument Ex-
traction: Zero- and Few-Shot with Multi-
Source Learning (Sainz et al., 2022)

Pre-train, Prompt, and Predict: A Systematic
Survey of Prompting Methods in Natural Lan-
guage Processing (Liu et al., 2021)

* True Few-Shot Learning With Prompts—A
Real-World Perspective (Schick and Schiitze,
2022)

The Turking Test: Can Language Models Un-
derstand Instructions? (Efrat and Levy, 2020)

Hierarchical Task Learning from Language
Instructions with Unified Transformers and
Self-Monitoring (Zhang and Chai, 2021)

Cross-Task Generalization via Natural Lan-
guage Crowdsourcing Instructions (Mishra
et al., 2022)

MUFFIN: Curating Multi-Faceted Instruc-
tions for Improving Instruction Following
(Lou et al., 2023)



