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Abstract

Automatic detection of consumers’ complaints
about items or services they buy can be critical
for organizations and online merchants. Previ-
ous studies on complaint identification are lim-
ited to text. Images along with the reviews can
provide cues to identify complaints better, thus
emphasizing the importance of incorporating
multi-modal inputs into the process. Generally,
the customer’s emotional state significantly im-
pacts the complaint expression; thus, the effect
of emotion and sentiment on complaint iden-
tification must also be investigated. Further-
more, different organizations are usually not
allowed to share their privacy-sensitive records
due to data security and privacy concerns. Due
to these issues, traditional models find it hard
to understand and identify complaint patterns,
particularly in the financial and healthcare sec-
tors. In this work, we extend a benchmark
multi-modal complaint dataset, a collection of
reviews and images of the products posted on
the e-commerce website Amazon. We pro-
pose a federated meta-learning-based multi-
modal multi-task framework for identifying
complaints considering emotion recognition
and sentiment analysis as two auxiliary tasks.
Experimental results indicate that the proposed
approach outperforms the baselines and the
state-of-the-art approaches in centralized and
federated meta-learning settings1.

1 Introduction

Nowadays, social media platforms and online e-
commerce websites provide users with the freedom
to express their opinions and observations towards
a product, an organization, or an event. Customers
who plan to buy a product usually base their deci-
sions on customer reviews (Preotiuc-Pietro et al.,
2019). As a result, commercial and retail firms
regard product reviews as a significant source of

1The dataset and code are available
at https://github.com/appy1608/
EMNLP2023-Multimodal-Complaint-Detection

knowledge, which they can use to design their ad-
vertising strategies and resolve any product-related
concerns. This could also benefit customers by pro-
viding recommendations on the quality of goods or
services they intend to buy. Identifying complaint
texts in natural language is critical for develop-
ers of downstream applications such as chatbots
(Lailiyah et al., 2017), commercial organizations
to strengthen their customer service capabilities
by identifying and resolving product-related issues
(Coussement and Van den Poel, 2008).
The emotional state and sentiment of an individual
have a significant impact on the intended content
(Lewis et al., 2010). However, emotion recogni-
tion is a far more subtle and fine-grained analysis
than sentiment classification (Kumar et al., 2019).
The correlation between emotion and sentiment
motivates us to consider customers’ sentiment and
emotion while analyzing complaints. We learn the
tasks of complaint identification, emotion recog-
nition, and sentiment classification in a multi-task
setting to examine further the relationship between
complaint, emotion, and sentiment.

According to an analysis of relevant literature,
text-based complaints have been previously ana-
lyzed based on semi-supervised strategies, differ-
ent domains, degree of urgency, and feedback like-
lihood (Preotiuc-Pietro et al., 2019; Singh et al.,
2021a; Tjandra et al., 2015; Yang et al., 2019b),
(Jin and Aletras, 2020). Although multi-modal in-
formation sources (e.g., images in addition to text)
could provide more information in identifying com-
plaints, this has not been investigated to date, with
one of the main reasons being the lack of multi-
modal datasets. Deep-learning-based complaint
detection techniques generally produce better out-
comes. Nonetheless, the datasets available for train-
ing in such a particular application area are often
unbalanced, with the class of interest (complaints)
being significantly underrepresented compared to
the others. This decreases the efficacy of binary
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classifiers, thereby prejudicing the findings toward
the dominant class (non-complaint) even though
the minority class is of main interest. Using more
labeled data from different sources or domains is
one possible option. However, in practical applica-
tions, such data are almost always stored in separate
geographical locations or with different organiza-
tions and are unavailable to others due to individual
privacy or legal considerations. Federated Learn-
ing (FL) (Yang et al., 2019a) helps organizations
break down such data-related barriers by offering
an expansive range of data available to them.
The ability of learning to learn or meta-learning
(Lake et al., 2011; Vinyals et al., 2016; Snell et al.,
2017; Finn et al., 2017) could be beneficial in
data-scarce scenarios. Organizations with recently
launched products and a few training samples could
benefit from using the meta-learning technique. In
the healthcare domain, user health-record-related
complaints often involve personal data gathered
in providing healthcare services that may disclose
details about the patient’s medical history if made
public; healthcare institutions are legally required
to maintain privacy. In such cases, the proposed
FL model safeguards end-user data and maintains
privacy while providing healthcare services with a
robust trained model.

In this work, we extend a benchmark multi-
modal complaint dataset (Singh et al., 2022) with
additional review instances and manually annotate
each review with the complaint, emotion, and sen-
timent labels. Subsequently, we proposed a feder-
ated meta-learning-based framework for identify-
ing complaints in a multi-modal multi-task frame-
work. Even though the dataset developed and used
in our work is based on publicly available reviews
and images, the proposed model could benefit orga-
nizations interested in collaborative learning while
keeping their local data private.

The key contributions of our proposed work are
outlined as follows:

• We propose an attention-based joint learning
framework for multi-modal complaint, emo-
tion, and sentiment analysis. Complaint Iden-
tification (CI) is the primary task in our multi-
task framework, whereas Emotion Recogni-
tion (ER) and Sentiment Analysis (SA) are
considered auxiliary tasks.

• We extend the recently released multi-modal
complaint dataset (Singh et al., 2022) with

3928 reviews and associated images with man-
ual annotation of emotion, sentiment, and
complaint classes.

• We develop a novel prototypical network
(Snell et al., 2017) based complaint classi-
fier. A prototypical network is a metric-based
meta-learning technique in which computing
distances between prototype representations
can classify each class. We develop the meta-
learning model in federated learning settings
to handle data scarcity and locality issues.

• Experimental results indicate that the pro-
posed approach outperforms the baselines and
state-of-the-art approaches in centralized and
federated meta-learning settings. We present
the state-of-the-art for automatically identi-
fying complaints in a multi-modal multi-task
scenario in centralized and federated meta-
learning settings.

2 Multi-modal Complaint Dataset (MCD)

Publicly available complaint datasets, such as
(Preotiuc-Pietro et al., 2019; Singh et al., 2020),
only consider text-based complaints and exclude
the associated sentiment and emotion classes of
the complaints. For building the proposed frame-
work, we use the benchmark multi-modal com-
plaint dataset CESAMARD (Singh et al., 2022) that
consists of reviews and associated user-uploaded
images from the e-commerce platform Amazon,
labeled with emotion and sentiment classes. We
extend the CESAMARD dataset with an additional
3928 review instances, each annotated with emo-
tion and sentiment in addition to complaint labels.
Here, we discuss the details of the extended multi-
modal complaint (MCD) dataset.

2.1 Data Collection
We gathered the reviews posted by customers from
Amazon India2 website; to collect the product re-
views and the corresponding review image URLs,
we used Scrapy3, an open-source web-crawling
framework. The reviews were further divided into
seven different domains (Books, Edible, Electron-
ics, Fashion, Health & Beauty, Home Essentials,
and Miscellaneous) for a more fine-grained gold
standard dataset, as shown in Figure 1a). To elim-
inate noise (HTML tags and special characters)

2https://www.amazon.in/
3https://scrapy.org/
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Figure 1: (a) Domain-wise distribution of the complaint and non-complaint classes in the MCD dataset. (b)
Distribution of emotion labels across MCD dataset. (c) Distribution of sentiment labels across MCD dataset.

from the textual portion of the dataset, we per-
formed some pre-processing operations on the cor-
pus. The unicode emojis in the product reviews
were converted to emoji short text with the Python
module Emoji4.

2.2 Data Annotation

We assigned three graduate students5 who are flu-
ent in English to annotate the reviews with appro-
priate complaint/non-complaint labels as well as
emotion and sentiment tags. Before the annotation
process began, the guidelines for annotation were
provided, along with a few examples. If the review
includes at least one complaint speech act, we con-
sider the entire review to be a complaint. We utilize
the complaint definition from linguistic research
(Cohen and Olshtain, 1993) for complaint annota-
tion: "A complaint presents a state of affairs that
breaches the writer’s favorable expectation." For
the emotion annotation, we consider Ekman’s six
basic emotions6 (Ekman et al., 1987) (anger, dis-
gust, fear, happiness, sadness, and surprise). For
the sentiment annotation, we consider three senti-
ment classes (negative, neutral, positive).
The majority voting technique was used for select-
ing the final complaint, emotion, and sentiment
labels. Additionally, in reviews that contain terms
such as “but”, “however”, “still”, “although”, etc.,
the statement following such terms was given more
weightage while annotating the sentiment and emo-
tion classes. For reviews of composite nature, the
predominant sentiment/emotion class is determined

4https://pypi.org/project/emoji/
5Annotators were recruited from the author’s institution.
6When an emotion conveyed in a review does not fall

into one of the six categories, the annotators label it with the
next closest emotion linked with the review. For example,
"Optimistic" reviews can be directly mapped to the closest
"Happiness" emotion class. We came across only 23 such
reviews.

based on the percentage of positive or negative
sentences in the particular review instance. Re-
views with contradictory annotations were elimi-
nated from the dataset. We computed the Fleiss’
(Fleiss, 1971) Kappa scores to assess inter-rater
agreement among the three annotators and attained
the agreement scores of 0.86, 0.68, and 0.82 on the
complaint, emotion, and sentiment tasks, respec-
tively, which are considered reliable.

The MCD dataset now comprises 7890 reviews
with the corresponding complaint, emotion, and
sentiment labels. Overall there are 4931 non-
complaint reviews and 2959 complaint reviews in
the dataset. Each record in the MCD dataset con-
sists of the domain, review title, review text, image
URL, and their corresponding annotated complaint,
sentiment, and emotion labels. Please refer to Sec-
tion A.1 in the Appendix where we show some
sample annotations from the MCD dataset. Dis-
tributions of emotion and sentiment labels across
the MCD dataset is shown in Figure 1b) and 1c),
respectively. Please refer to Section A.2 in the
Appendix, where we illustrate through some ex-
amples from the dataset the significance of multi-
modal analysis of complaints and incorporation of
emotion and sentiment as auxiliary tasks.

3 Proposed Methodology

In this section, we define our problem and go over
the details of the proposed approach. The overall
framework is shown in Figure 2.

3.1 Problem Definition:
We intend to learn three closely related tasks at
the same time, including complaint identification
(main task), emotion recognition, and sentiment
analysis (auxiliary tasks). Let (xm, em, sm, cm)

M
m=1

be a set of M reviews where em, sm, and cm repre-
sent the matching emotion, sentiment and com-
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plaint labels for the xm
th instance, respectively.

Here, xm ϵ X (title, review and image), em ϵ E
(emotion classes), sm ϵ S (sentiment classes) and
cm ϵ C (complaint classes).

Our multi-task learning framework’s objective
is to maximize the posterior probability (1) across
all three tasks, and is given as follows:

ΠM
m=0P (sm, em, cm|xm; θ) (1)

where θ denotes the model’s parameters we aim to
optimize.

We aim to solve the above stated problem in
federated setting. Each participating client, K ϵ
[N ], possess 2 datasets, namely support DKSup =
{XKSup, EKSup, SKSup, CKSup} and query
DKQue = {XKQue, EKQue, SKQue, CKQue} set.
Employing meta-learning, each client K, aims to
classify XKQue with a prior knowledge imparted
from DKSup. So, given at any communication
round i ϵ I , client K tries to maximize the
following:

ΠM
m=0P (eKQue

m , sKQue
m , cKQue

m |rKQue
m ;DKSup; θi)

(2)
where rKQue

m is the mth query input whose
complaint label (cKQue

m ), emotion label (eKQue
m )

and sentiment label (sKQue
m ) are to be predicted.

DKSup denotes the support set, which consists of
both the input and corresponding labels, and θi de-
notes the global parameters communicated to the
client at communication round i which we aim to
optimize.

3.2 Multi-modal Feature Extraction
The process for extracting features across different
modalities is detailed below.
Text Features: The word-wise textual features are
obtained by averaging the last 4 hidden states of a
pre-trained Bidirectional Encoder Representations
from Transformers (BERT) model (Devlin et al.,
2019). We use bert-base-uncased model (Uncased:
12-layer, 768-hidden, 12-heads, 110 M parameters).
Note that the textual features represent the features
extracted from both the title and review, but are
processed separately7.
Image Features: The images corresponding to
each of the product reviews are first rescaled and
normalized. The pre-processed images are sent as
inputs to a Deep residual network ResNet-18 (He

7We also additionally experimented with Sentence Encod-
ing with SBERT (Reimers and Gurevych, 2019), but the results
were not satisfactory.

et al., 2016) pre-trained on ImageNet (Deng et al.,
2009). The output from the image classification
model is then passed through a Global Average
Pool layer to extract the final image features. Each
of the obtained image feature vector (I), I ∈ Rd

where d = 256 is then reshaped to a size of (1 × d).

3.3 Modality Encoders
Textual Encoding: The title features (T ) and re-
view features (R) are passed through a stacked
Bi-directional Long Short-Term Memory (Hochre-
iter and Schmidhuber, 1997) (BiLSTMT and
BiLSTMR), respectively. The hidden states of all
elements of the sentence are extracted and repre-
sented by the shape Ht ∈ Rnt×2dl×h. Here, dl
represents the number of layers in each LSTM, nt

is the text length and h is the hidden size of each
element.
Image Encoding: In a similar manner, the im-
age features I are also passed through a stacked
BiLSTM layer (BiLSTMI) to obtain a sequentially
encoded context vector.
Shared Encoding: Finally, a shared BiLSTM
(BiLSTMShared) is employed to extract the comple-
mentary semantic dependencies between the two
modalities. In order to concatenate the textual fea-
tures T and R with the image features, T and R
are passed through a dense layer (DenseT, DenseR
) to contemporize the BERT embedding similar to
I shape. Following which, they are concatenated
and passed through the BiLSTMShared.

3.4 Attention Mechanism
We employ the attention technique (Bahdanau
et al., 2015) to concentrate on the words that con-
tribute the most to the sentence meaning (Self-Att).
In the case of textual modality (title, review),
following each of the BiLSTMT, BiLSTMR layers,
we utilize Self-AttT and Self-AttR respectively.
Similarly in the case of Image modality module,
we have an image-specific attention layer Self-AttI
following the BiLSTMI. Alike, the BiLSTMShared
is followed by Self-AttShared.

Inter-segment Inter-modal Attention (AS)
(Chauhan et al., 2020): AS is applied to the
outputs obtained from the dense layers (Dense2,
DenseI) of the text (title and review) and the image
modalities, respectively. Both the modalities of
our dataset are divided into some fixed number of
segments beforehand as this can only be applied
when both the modalities are divided into the same
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number of segments. AS makes use of the rela-
tionship between distinct sentence segments across
modalities. For each sentence, the feature vectors
(i.e., ∈ Rd) obtained from the two modalities i.e.,
∈ R2 × d are concatenated and then split into n-
segments (i.e.,∈ R2 × n).
Contextual Inter-modal Attention (AC) (Ghosal
et al., 2018): A single review often constitutes mul-
tiple sentences and can be a mixture of complaint
and non-complaint sentences. The complaint infor-
mation of such a review is dependent on the whole
context. In a multi-modal framework, the interac-
tion between modalities of the same sentence is
crucial and so is the correlation between modalities
across the contexts.
Attention Fusion: We linearly concatenate the out-
puts of AS and AC with the outputs of Dense2,
DenseI and DenseShared1. The obtained vector
(V) is passed through two fully-connected layers
(DenseShared2, DenseShared3) and finally concate-
nated with the outputs of the task specific Dense2
layer from the text modality module.

3.5 Federated Meta-Learning Based
Approach

Prototypical Networks (ProtoNet) Given a classi-
fication task Y ϵ [E, S, C], the data of each client K
ϵ [N] is sampled into two mutually exclusive sets:
Support set (SupKY = XKSup, Y KSup) for com-

puting the prototypes and Query set (QueKY =
XKQue, Y KQue) for estimating the class-wise pos-
teriors and computing the loss. The ProtoNet gener-
ates class-wise prototypes Zc, via a mapping func-
tion fθKY

P
: R768 → R128, and is given by

Zc =
1

|XKSupc |
∑

fθKY
P

(fθKE
(XKSupc)) (3)

where XKSupc represents all inputs from the
support set belonging to class c of task Y and fθKE
represents the encoder weights. For every query
sample {x, y} ϵ QueKY , the posterior probability
Pf

θKY
P

(y == c|x) for class c is given as:

exp(−d(fθKY
P

(fθKE
(x)), Zc))∑

c′ϵc exp(−d(fθK (fθKE
(x)), Zc′ ))

(4)

where d denotes Euclidean distance. Each client
aims to minimize the negative-log of Pf

θKY
P

(y =

c|x) of the true class c for all three tasks Y ϵ [E,
S, C] on their corresponding Query Set. Figure 3
shows the ProtoNet architecture with the class-wise
embeddings.

Federated Multi-modal Complaint Identifica-
tion (ProtoFed-MCI)

We develop our complaint identification model
in FL setting to allow different companies to build
an efficient complaint identification model coop-
eratively without having to deal with data sharing
or privacy concerns8. Furthermore, by utilizing
the meta-learning concept, even businesses with
limited data can participate and benefit. The train-
ing process is as follows: an initial global model
is shared with all the participating clients before

8We employ the horizontal federated learning framework,
which is often used in cases where datasets have the same
feature space but are sampled differently.
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starting the training process. The communicated
Proto-Fed MCI model consists of a encoder shared
across all three tasks to encode the inputs and task-
specific ProtoNet modules to project the encoded
inputs in the projection space.

At each communication round ( i = 1, 2, 3, . . , I),
a random number of clients are selected. Each se-
lected client K trains the communicated Proto-Fed
MCI model, with weights θi = {θKE , θKP }, on its
dataset by minimizing the loss function across all
three tasks and communicates back the locally up-
dated weights. Following FedAvg (McMahan et al.,
2017), the locally sourced weights are weighted-
averaged based on the client’s data count to obtain
the updated global model. This is repeated for
several communication rounds (I). The working
of our proposed approach can be realized through
the pseudo-code shown in Section B.1 in the Ap-
pendix.

4 Experiments, Results, and Analysis

4.1 Baselines

• Single-task systems: We develop a BERT-
based single-task deep learning model for
complaint detection with only text (STLT).
The BiLSTM output passes through the at-
tention, dense and outer layer (task-specific).
For the multi-modal single-task (complaint)
model (STLT+I), the image features are ex-
tracted using ResNet-18 model and the re-
maining architecture is similar to STLT.

• Multi-task systems: We develop MTLT and
MTLT+I models for multi-task baselines. The
textual embeddings are generated from the
pre-trained BERT model. For extracting the
image features, ResNet-18 model is used. The
system is composed of a fully-shared BiL-
STM layer (256 units), followed by a shared
attention layer. The output of the attention
layer is passed through the three task-specific
dense layers, which are then forwarded to
respective output layers. The BERT-Shared
Private Model (BSPMFT) (Singh and Saha,
2021) is another suitable baseline for multi-
task framework.

• Centralized Model (MCI): We have also
compared the proposed Proto-Fed MCI with
the centralized Multi-modal Complaint Identi-
fication (MCI) model. Please refer to Section

B.2 in the Appendix where we show the cen-
tralized MCI architecture. In the centralized
setting, there is no concept of data distribution
across multiple clients as in the case of FL
framework. For the complaint, emotion, and
sentiment tasks, we compute the categorical-
cross entropy losses.

• Ablation models: To understand the impact
of emotion and sentiment prediction individu-
ally on complaint classification, we build dual-
task variants of the centralized MCI model
(MCICE, MCICS). The architectures are sim-
ilar to the MCI system in other aspects. Fur-
thermore, ablation studies are performed to
analyze the importance of each of the special
attention mechanisms used (AS, AC) in the
MCI framework (MCIAS , MCIAC).

• Federated Learning baseline: Following the
work of (Singh et al., 2021b), we implement
their Fed-BMTL model on our dataset. Please
note the Fed-BMTL model is a uni-modal ar-
chitecture. They employ the FedAvg aggre-
gation method for updating the global model
parameters. We also developed the federated
version of our MCI model (Fed-MCI) to de-
pict the impact of FL in our proposed work.
We also replaced the shared encoder module
with a transformer-based encoder ALBERT9

as one of the baselines (Fed-ALBERT).

4.2 Experimental Setup
We utilize PyTorch to implement our proposed
framework and all baselines. We report the macro-
F1 score and the accuracy of the models. Nvidia’s
GeForce RTX 2080 Ti was used for running the
experiments.
Dataset: The complete dataset was segregated
based on the product, and in order to replicate
real-life data scarce situations, products only with
more than 80 samples were selected as participat-
ing clients in the training process. Essentially the
ProtoFed-MCI was trained on a total of 2371 sam-
ples distributed among 17 clients. The remaining
5519 samples were clubbed based upon the do-
mains and were later divided into validation and
test set. The model was validated on 1384 reviews
forming the Electronics domain. The remaining
4135 reviews from six domains make up the six
clients employed for testing the ProtoFed-MCI.

9https://huggingface.co/albert-base-v2
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Proto-Fed MCI: All the BiLSTM modules used
in the framework consists of 2 stacked BiLSTM
of 128 units. Following the BiLSTM, Self-Att en-
codes BiLSTM’s hidden state to a vector of length
64. For the Inter-segment Inter-modal Attention,
the length of each segment is set to 4. Follow-
ing the work in (Kumar et al., 2021), the Encoder
encodes each input to a vector of length 768 and
passes it to the ProtoNet. The ProtoNet consists
of two dense layers with 128 units in each layer.
We utilize ReLU (Glorot et al., 2011) activation
and a 20% dropout following the dense layers. At
each communication round, K ϵ {5, 10, 15} clients
were randomly selected and were shared the global
model. Further, each client samples 5 support in-
stances and 10 query instances from each class
to train the ProtoFed-MCI model using SGD and
Adam (Kingma and Ba, 2015) with a learning rate
of lr ϵ {1e-1, 1e-2, 1e-3, 1e-4}. For Fed-BMTL and
Fed-MCI baselines the best results were achieved
at communication round 25. The proposed frame-
work, with 8.7M trainable parameters, takes 40
seconds to complete a single communication round
involving 15 clients.

4.3 Results and Discussion

Figure 4 shows a sample t-SNE visualization
(Van der Maaten and Hinton, 2008) of the embed-
dings learned by ProtoNet. To gain better insight,
we visualize a sample of test reviews for the three
different tasks (CI, ER, SA). It can be observed
that the network is able to cluster the test reviews
closely around the class prototypes10.

Please note that the current work aims to im-
prove the performance of CI with the help of the
other two secondary tasks (ER and SA). Therefore,
we state the results and analysis with CI strictly
serving as the pivotal task in all the task combina-
tions.

To evaluate the proposed approach, a series of ex-
periments were carried out. Experiments were car-
ried out in both centralized and federated learning
settings. Thorough ablation research is conducted
to assess the importance of each of the proposed
architectural framework’s attention mechanisms,
as well as several variations of multi-modal and
multi-task learning (e.g., STLT, MCICE, etc.).

Table 1 depicts the classification results of all the
baselines and the proposed framework. As can be

10Specifically for emotion, we plot the three major classes
present in the test samples.

Model MCD Dataset
Text Text+Image

F1 A F1 A
Centralized Baselines

SOTA 85.58 86.39 - -
BSPMF 85.43 86.17 - -

Federated Learning Baseline
Fed-BMTL 83.22 84.37 - -
Fed-MCI - - 84.33 86.46
Fed-ALBERT - 83.51 84.85

Proposed approach
Proto-Fed MCI - - 89.00* 89.06*

Table 1: Results of all the baselines and the proposed
model in terms of macro F1-score(F1) and Accuracy(A)
value. F1, A metrics are given in %. The maximum
scores attained are represented by bold-faced values.
The * signifies that these findings are statistically signif-
icant.

observed, the ProtoFed-MCI outperforms the other
baselines. The best results for the Proto-Fed MCI
model is achieved in 25 communication rounds11

with 15 randomly selected clients12. The learning
rate for the best-performing model is 1e-2. The
baselines (BSPMF, Fed-BMTL) are methodologies
based on deep learning and naive federated learning
techniques. The performances of these approaches
are lower than the proposed model because they
cannot effectively handle skewed datasets or gener-
alize well for unknown data. Based on the results,
it is clear that federated meta-learning can prove to
be more effective than deep learning or simple fed-
erated learning methods in collaborative settings.

Ablation Experiment: Table 2 illustrates the
results of the centralized framework (MCI) and
the different ablation experiments performed. We
design the ablation experiments to depict the rea-
sonableness and usefulness of multi-task, multi-
modal cues in the architecture. The multi-modal
cues in the form of text and images significantly en-
hance the performance of single modality baselines
(STLT, MTLT). This enhancement validates the
proposed architecture’s efficient usage of interac-
tion among input modalities. This also emphasizes
the significance of including multi-modal features
for various opinionated text analysis tasks. In terms
of varying ways of multi-tasking, the MCI model
includes all three tasks (CI, ER, and SA), outper-

11We performed experiments with i ϵ {5, 10,15, 25}.
12The number of clients was varied with K ϵ {5, 10, 15}.
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Figure 4: A t-SNE visualization of the embeddings learned by ProtoNet on the MCD dataset, for the three tasks.
The symbol X denotes the respective class prototypes.

Model MCD Dataset
Text Text+Image

F1 A F1 A
Single-task Baselines

STLT 86.78 86.96 - -
STLT+I - - 87.77 88.49

Multi-task Baselines
MTLT 88.32 89.58 - -
MTLT+I - - 90.05 90.71

Multi-modal Baselines
MCICE - - 88.71 89.95
MCICS - - 87.43 88.65
MCIAS - - 89.38 90.21
MCIAC - - 89.20 90.35

Centralized Approach
MCI - - 91.20* 91.95*

Table 2: Results of all the ablation studies performed
on the proposed framework in terms of macro-F1 score
(F1) and Accuracy(A) values. The maximum scores
attained are represented by bold-faced values. The *
signifies that these findings are statistically significant.

forms single-task variants and dual-task variants.
Particularly in the dual-task variants, MCICE out-
performs MCICS. This can be driven by the fact
that sentiment alone is often insufficient to con-
vey entire information about the customer’s mental
state. For example, several emotions such as anger,
contempt, fear, sadness, etc., can lead to negative
sentiments about a product. As a result, sometimes,
the discreteness or subtle differences in the state of
mind cannot be properly determined and expressed
by sentiment alone.

We also illustrate the significance of differ-
ent attention mechanisms for the proposed MCI
framework by conducting ablation studies (MCIAS ,
MCIAC). The results suggest that each of these
factors considerably boosted the performance of
the proposed Proto-Fed MCI and centralized MCI

frameworks.
It should be observed that the federated meta-

learning framework’s performance is impacted by
the distribution of data across multiple clients,
which is not the issue for models built on the server
in centralized settings. All of the results presented
here are statistically significant13 (Welch, 1947).

Comparison with State-of-the-art Technique
(SOTA): We also compare the Proto-Fed MCI
model with the existing state-of-the-art technique
(Jin and Aletras, 2020) for single-task uni-modal CI
as we are unaware of any other multi-modal com-
plaint identification framework. Please note the
SOTA model has been developed in a centralized
setting. SOTA utilizes an array of neural language
models boosted by the use of transformer networks.
We re-implement it on the MCD dataset and report
the results in Table 1. Our centralized model (MCI)
achieves better results as compared to the SOTA
technique. It can also be observed that the proposed
ProtoFed-MCI outperforms the SOTA technique.

Please refer to Section C.1 in the Appendix,
where we discuss possible explanations for the er-
rors in the complaint prediction.

5 Conclusion and Future Work

In this work, we present a multi-task framework
based on federated meta-learning for identifying
complaints in a multi-modal context. The underly-
ing system is a dual attention-based multi-modal
multi-task framework for simultaneous optimiza-
tion of complaint, emotion, and sentiment tasks. To
encourage the study of multi-modal complaints, we
extend the publically available multi-modal com-
plaint dataset with 3928 reviews and user-uploaded
images collected from the Amazon website and

13We performed Student’s t-test for the test of significance.
The results are found to be statistically significant when testing
the null hypothesis (p-value < 0.05).
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annotated with the complaint, emotion, and senti-
ment classes. Experimental results indicate that the
proposed approach outperforms the baselines and
the state-of-the-art approaches in centralized and
federated meta-learning settings.

In the future, we aim to extend this work with
more fine-grained complaint severity annotation
and identify complaints at the sentence level. We
plan to work on the security aspect and resource
usage in future research concerning federated meta-
learning.

6 Limitations

We attempt to develop a federated meta-learning-
based multi-modal multi-task framework for iden-
tifying complaints in data-scarce and distributed
scenarios. Even though our model is able to out-
perform the baselines in centralized and federated
meta-learning settings, there are some possible lim-
itations to our approach as discussed below:

• The proposed model works in a multi-modal
setup where text and images for every sample
are necessary for training. The model will not
work with incomplete modalities, that is, if
only text or image of the review is available.

• Additionally, people frequently use sarcasm
to critique products bought online. But the
specific class of sarcasm could not be con-
sidered as only a few curated samples were
sarcastic. Hence, complaints with sarcastic
remarks were often misclassified by the pro-
posed model.

• In the current setup, we work with product
reviews from the public domain; the model is
not explicitly trained for any specific domain
such as financial or healthcare services.

• To show the efficacy of the proposed federated
meta-learning model, we work in a simulated
environment by using a product review dataset
available in the public domain. Since the pro-
posed model is a privacy-conscious federated
meta-learning model, it needs further training
in practical scenarios with distributed setup.

• Furthermore, the model was trained and eval-
uated on only English language reviews. To
accommodate other languages, further train-
ing in other languages would be necessary.
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A Multi-modal Complaint Dataset

A.1 Sample Instances from the dataset

Table 3 shows sample instances along with the cor-
responding emotion and sentiment labels from the
Multi-modal Complaint Dataset.

A.2 Qualitative Perspective

We examine a few samples from the dataset that il-
lustrate the requirement of sentiment-emotion tasks
and multi-modal analysis of complaints in the sec-
tions below.

Significance of Multi-modality: Figure 5(a)
shows two instances where the complaint is articu-
lated through the incorporation of both the modali-
ties (text and image). In the first instance, the tex-
tual modality implies a substandard product. The
image affirms the reason for disapproval. So the
breach of expectation is amplified by the usage
of both text and image modalities. In the second
instance, the textual modality suggests a neutral
review whereas, the image modality implies a de-
ceptive claim. Both the cases signify that multiple
sources of information could provide supplemen-
tary indicators for CI. The presence of contrasting
input from various modalities increases the model’s
capacity to learn the selective patterns that under-
pin this complex process.
Significance of Emotion and Sentiment: Figure
5(b) shows two sample instances from the MCD
dataset that justify the need to incorporate emo-
tion and sentiment information into the complaint
identification framework. In the first example, the
mixed emotions of the customer could be confus-
ing, but the emotion and sentiment labels provide
clarity about the customer’s state of mind. Simi-
larly, in the second example, the emotion and sen-
timent labels also provide better insight regarding
the customer’s negative review. Our dataset’s inclu-
sion of emotion and sentiment information enables
the models to employ additional information when
reasoning about complaints.

B Proposed Methodology

B.1 Proto-Fed MCI algorithm

The pseudo-code of Proto-Fed MCI model is shown
in Algorithm 1.

B.2 MCI Architecture

Figure 6 depicts the centralized MCI framework.
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Figure 5: (a) Significance of multi-modality, (b) Significance of emotion and sentiment
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Title Review Label Emotion Sentiment

Better then
expectation

I ordered it few days ago and when I receive it.
I almost surprised to see the quality and finish.
It looks classy and stylish. It fits well on me.
I recommend it to everyone to buy and wear.
This is such a great deal

Complaint Surprise Positive

Trustable and
comfortable

All in all this product was satisfying and I’m
happy with my purchase from Urbano. Product
looks new and nice and stretchable and
comfortable too. Fitted perfectly you can trust
this product and brand.

Non-Complaint Happiness Positive

Cable and
packaging
is worse

Cooling pad is good but the cable that they gave
is worse and the packaging is also worse.
Cooling pad is okay!

Complaint Sadness Negative

Be careful
while using
this product.

Be careful when using this heater. This heater
is suitable for small rooms.

Complaint Fear Neutral

Average book
Over hyped book, not recommended for people
who already are aware of all these basic
financial principles.

Non-Complaint Sadness Negative

Table 3: Sample instances from the MCD dataset.

Algorithm 1: Proto-Fed MCI
for communication round i ϵ I do

Sample K clients
for each Client k ϵ K in parallel do

Receive Global model weights
for task Y ϵ {E, S, C} do

Sample Support and Query Set
Update weights by maximizing 3

end for
Return locally updated weights

end for
Update Global model via FedAvg

end for

C Results and Analysis

C.1 Error Analysis
The following are possible explanations for the
errors in the complaint prediction:

• Ironical Instances: Instances having ironic or
comments where the underlying tone is posi-
tive or neutral, but the instance is of complaint
type, the MCI model inaccurately predicts
such instances as a complaint. For example,

’Biscuits with oil might be a rare combination
of Amazon nowadays’. For the above sentence,

the predicted class is non-complaint, but the
actual class is complaint. One of the reasons
could be neutral undertone and usage of less
explicit words to signify complaint.

• Multifold Sentences: The majority of the sen-
tences in the MCD dataset are lengthy and
heterogeneous, including diverse emotions in
a single instance. In such scenarios, learn-
ing specific complaint features becomes chal-
lenging. For example, ’Although it’s not a
Microsoft genuine product, it’s good quality
and comfortable to use. Price is reasonable
too when compared to its build quality and
features.’; predicted class: complaint. The
correct class for the preceding example is non-
complaint, but because of the composite na-
ture and contrasting context of the statement,
the MCI model misclassifies it as a complaint.

• Skewness of Dataset: The MCD dataset’s im-
balanced class distribution influences the pro-
posed MCI model’s predictions. The com-
plaint class (37.5%) is under-represented as
compared to the non-complaint class due to
which the model is biased towards the non-
complaint class. This conforms with the prac-
tical scenarios where complaints occur less
frequently compared to non-complaints.
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