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Abstract

Researchers usually come up with new ideas
only after thoroughly comprehending vast
quantities of literature. The difficulty of this
procedure is exacerbated by the fact that the
number of academic publications is growing
exponentially. In this study, we devise a frame-
work based on concept co-occurrence for aca-
demic idea inspiration, which has been inte-
grated into a research assistant system. From
our perspective, the fusion of two concepts that
co-occur in an academic paper can be regarded
as an important way of the emergence of a new
idea. We construct evolving concept graphs
according to the co-occurrence relationship of
concepts from 20 disciplines or topics. Then
we design a temporal link prediction method
based on masked language model to explore po-
tential connections between different concepts.
To verbalize the newly discovered connections,
we also utilize the pretrained language model
to generate a description of an idea based on a
new data structure called co-occurrence citation
quintuple. We evaluate our proposed system
using both automatic metrics and human assess-
ment. The results demonstrate that our system
has broad prospects and can assist researchers
in expediting the process of discovering new
ideas.!

1 Introduction

Academic publications have witnessed the evolu-
tion and advancement of human civilization. In
modern society, out-of-box and interdisciplinary
scientific work can get more attention from science
funders, industry, and the public (Thurner et al.,
2020), where a good idea is the cornerstone of aca-
demic research. However, for most researchers, it
takes a lot of time to put forward new ideas. For
one thing, the number of academic publications is
increasing exponentially, and it is difficult for an
* Luoyi Fu is the corresponding author.

'"The project is publicly available for research purpose
https://github.com/xyjigsaw/Kiscovery.

independent researcher to understand these papers
thoroughly. Besides, researchers often focus on
their specialized but narrow fields, which makes it
a challenge to discover underlying connections be-
yond their familiar areas (Lahav et al., 2022; Krenn
and Zeilinger, 2020). In this work, our purpose is to
unveil the profound connections between different
academic concepts and ignite researchers’ explo-
ration of potential academic ideas while expediting
the research process. The two primary goals are
idea exploration and verbalization.

For the first goal, we need to understand how
new ideas originate. Generally speaking, the emer-
gence of a simple idea is often formed by the inter-
action between two different concepts rather than
from scratch. For example, the combination of con-
volution and graph neural network contributes to
graph convolutional network (Kipf and Welling,
2017). This understanding of idea as connection
and combination inspires us to model the process
of idea exploration as a link prediction task based
on the evolving co-occurrence graph of concepts.
Such graphs are constructed according to the co-
occurrence relationship of concepts in the papers
published in different years. It should be high-
lighted that there exist numerous factors lead-
ing to new ideas in the real world. We provide a
possible way as a preliminary exploration.

The second goal, idea verbalization, is carried
out after idea exploration to generate fluent and
reasonable texts describing an idea, which usually
comprises new contents derived from the combi-
nation of two different concepts. We retrieve sen-
tences pertaining to concepts from existing publica-
tions and then verbalize ideas using the technique
of natural language generation. Specifically, We
propose a new data structure called co-occurrence
citation quintuple (Figure 1), which stores two
concepts, their corresponding sentences of papers,
and idea texts. The definition is given in sec-
tion 3.1. The quintuple is an extension of edges
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in the evolving concept co-occurrence graph and
indicates where an idea comes from. We use such
quintuples to train a sequence-to-sequence text gen-
eration model.

In our application scenario, there are various
types of disciplines. Each of them has distinct
characteristics and concepts. Existing methods
of link prediction and text generation (Yao et al.,
2019; Wang et al., 2019; Krenn and Zeilinger, 2020;
Pareja et al., 2020; Da Li et al., 2022) are mostly
trained on one dataset by optimizing a set of pa-
rameters. Owing to the fact that different datasets
require specific training configurations and hyper-
parameters, such models cannot be transferred to
other datasets. Particularly, link prediction models
need to set the scale of graphs before training, such
as the number of nodes. Moreover, in the field of
natural language generation, some works (Wang
et al., 2019; Yu et al., 2022) tend to construct do-
main knowledge bases as external information to
generate texts. However, building large knowl-
edge bases for each discipline takes tremendous
resources, which is unrealistic. To this end, it is
preferable to design general and informative mod-
els which can be applied to numerous disciplines.

Thanks to the abundant training corpus of
pretrained language models (PLMs) such as
BERT (Devlin et al., 2018), T5 (Raffel et al., 2020),
BART (Lewis et al., 2020), and GPT (Radford et al.,
2018), PLM can be regarded as an implicit knowl-
edge graph (Petroni et al., 2019; Wang et al., 2020),
which has the ability of extrapolation. In this work,
we integrate the whole academic information into
the same representation space by leveraging the ca-
pability of PLM to break through disciplinary bar-
riers. For idea exploration, we devise a PLM-based
link prediction method, which only needs to train
one set of model parameters. For idea verbalization,
we use another sequence-to-sequence-based PLM
endowed with academic knowledge from millions
of highly-cited papers via unsupervised denoising
training. Subsequently, we re-train the denoised
PLM with co-occurrence citation quintuples in a
supervised way. Our contributions are summarized
as follows:

* New insights: we transform the idea genera-
tion into two sequential sub-tasks: temporal
link prediction and idea verbalization. The
former aims to model and predict potential
concept connections, while the latter involves
expressing these new connections in natural

language.

* Publicly-released datasets: we construct 240
evolving concept co-occurrence graphs with
20 high-level disciplines and topics. Each
of them includes 23 annual snapshots rang-
ing from 2000 to 2022. For idea verbaliza-
tion, we propose a new data structure known
as the co-occurrence citation quintuple that
reveals how ideas appear. We curate nearly
10K high-quality co-occurrence citation quin-
tuples, which originate from 29M papers with
high citations.

* General system for all disciplines: we de-
sign a novel temporal link prediction method
and train an idea verbalization model with a
large number of academic papers. The two
modules are integrated into a system to serve
researchers from different fields. Note that the
system updates the latest papers to encourage
new ideas sustainably. Users are free to enter
any academic query.

* Systematic experiments: we conduct exten-
sive experiments, including automatic metrics
and human assessment, to evaluate the perfor-
mance of our link prediction method and idea
verbalization model. The results show that our
system has a promising prospect of helping
researchers discover new ideas.

2 Preliminaries

2.1 Evolving Concept Co-occurrence Graph

Given a concept set C' = {¢;}¥, consisting of N
concepts and a paper corpus P = {p; }jj\il con-
sisting of M papers, let C), C C' denote the set of
concepts paper p € P contains. When concepts ¢,
and ¢, (¢, # ¢,) occur together in the same paper
p at the same time, i.e., ¢, € Cp,c, € Cp, it is
considered that ¢, and ¢, co-occur, that is, there
is a connection between the two concepts. Let
A € RVXN represent the co-occurrence matrix of
any two concepts, which is defined as follows:

1, dp, cu€Chcy €0y )

0, otherwise

Ay, cp) = {

A concept co-occurrence graph is a pair G =
(C, E), where C'is a set of concepts, and F is a set
of edges representing the co-occurrence relation-
ship between concepts. The co-occurrence matrix
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Figure 1: A quintuple with its text attributes. The dashed
line and box represent the texts of paper or concept.

A is the adjacent matrix of G. Let G = {Qt};‘F;TS
denote a set of concept co-occurrence graphs at
different times ranging from Ty to T, A; repre-
sent the adjacent matrix of G;. We call G evolving
concept co-occurrence graph. Similar to citation
network, G is a strictly evolving network (Skarding
et al., 2021) where the connection of concepts has
infinite duration. This implies that the edges in G
never disappear. Exploring ideas aims to predict
future co-occurrence relations in G.

2.2 Co-occurrence Citation Quintuple

Assuming that paper p contains concept ¢, and
¢y, P cites paper p; and p; (p; # pj). Meanwhile,
p; contains concept ¢,, and p; contains concept
¢y. Then, for papers p;, p;j, and p, there exist co-
occurrence citation relations corresponding to con-
cepts ¢, and c¢,. Formally, let R, denote the set of
reference papers of p, and we define the set () of
co-occurrence citation quintuples as:

Q = {(pi7pjucU)cv7p)’pi € Rp,p_j € Rp,

2
cu € Cp, NCp, ey € Cp, NCyp, ey # e}, @)

where p is called target paper, p; and p; are called
reference papers. In practice, we bind sentences
that mention related concepts to the quintuples, il-
lustrating how an idea existing in p comes up. Fig-
ure 1 shows an example of such quintuple, which
consists of two concepts text summarization and
contrastive learning. In the training process, we
use the corresponding texts of p;, p;, ¢y, and ¢, as
input, and our model is expected to generate the
idea sentence in p, which usually appears in the
paper abstract or introduction section.

3 Datasets and Technical Details

3.1 Datasets

Our work relies on a daily updated database con-
taining more than 220 million academic papers
from 19 disciplines published between 1800 and
2023. The database also stores nearly 800K con-
cept entities with descriptions. See Appendix A for
the number of papers in each discipline.

To train our model for temporal link prediction,
we first collect 240 essential and common queries
from 19 disciplines and one special topic (COVID-
19). Then, we enter these queries into the paper
database to fetch the most relevant papers between
2000 and 2021 with Elasticsearch, a modern text
retrieval engine that stores and retrieves papers.
Afterward, we use information extraction tools in-
cluding AutoPhrase (Shang et al., 2018) to iden-
tify concepts. Only high-quality concepts that ap-
pear in our database will be preserved. Finally,
we construct 240 evolving concept co-occurrence
graphs, each containing 22 snapshots according to
the co-occurrence relationship. The statistics of
the concept co-occurrence graphs are provided in
Appendix 1.

Besides, we construct and release a dataset of
co-occurrence citation quintuples, which is used
to train text generation model for idea verbaliza-
tion. We select nearly 9.5M highly-cited papers
(500K per discipline) and their corresponding refer-
ences (19.7M) to construct quintuples. The process
of identifying and processing concepts is similar
to constructing the concept co-occurrence graph.
Heuristic rules are adopted to filter redundant and
noisy sentences, further improving the quality of
the quintuples used for idea generation. The statis-
tics and more details of co-occurrence citation quin-
tuples can be found in Appendix B, C, and J.

3.2 Framework Overview

The framework of our system in the production
environment is illustrated in Figure 2. It starts by
receiving the user’s query and retrieving the most
relevant papers from database to construct an evolv-
ing concept co-occurrence graph in a real-time way.
Meanwhile, the system maintains two dictionaries
for storing the mapping relations between papers
and concepts. Then, a BERT-based temporal model
predicts potential connections of concepts such as
¢y and ¢,, which can be regarded as a new idea.
Finally, these connected concepts, as well as their
corresponding sentences of papers stored in the
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Figure 2: Overview of our research assistant system. The system starts by receiving the user’s query and ends with
verbalizing an idea. The left part shows the data retrieval and graph construction module. The upper right part is the
temporal link prediction module. The lower right part is the idea verbalization module.

above dictionary, are fed to our pretrained model
T5 to verbalize an idea. Our system also allows
users to select elements they are interested in to
form a group of inputs (p;, p;, cu, ¢,) for idea ver-
balization. In the following parts, we will introduce
two key components in detail.

3.3 Temporal Link Prediction

Our system dynamically constructs a unique evolv-
ing concept co-occurrence graph for each query ac-
cording to the papers retrieved by the search engine.
Under the circumstance, a general link prediction
model with high transferability is required to pre-
dict new connections on different graphs, which
means there exists only one set of model parame-
ters. We take advantage of the masked language
model (MLM) to tackle the link prediction prob-
lem on different graphs and propose a new temporal
training method called PLM-LP (See Appendix D
for the illustration of PLM-LP).

Given a concept pair ¢, ¢, and a timestamp ¢,
we concatenate these elements and prompt words
pro(cy, ¢y, t) to obtain the following input se-
quence zt,,

2%, = [CLS] pro(cy, ¢y, t): int, ¢, is [MASK] to ¢,.[SEP],

where pro is a prompt function defined in Equa-
tion 3 that generates a description of the given in-
put, [MASK] is the mask token, [CLS] and [SEP]
represent the tokens of the beginning and end of
the input sequence, respectively. Our model is ex-
pected to fill the mask token with a relation token,
i.e., “related” and “unrelated”, which are taken
as the true label to indicate whether the two con-

cepts are connected. Considering that edges in the
evolving concept co-occurrence graph do not disap-
pear, we add prompts according to this feature. If
there was an edge between c,, and ¢, before time ¢,
the pro(-) returns the word “FExisting”, otherwise
it returns “Unknown”:

{ “Existing”, Ay—1(cy,cy) =1
pro(cu, cu,t) = 9 ) ,
Unknown”, otherwise
3)
In the data preprocessing, positive samples
= {al,|Ai(cu,cr) = 1,Ts < t < T,} are
directly constructed according to the edges of each
year. For negative samples D™, since the concept
co-occurrence graph is sparse, we cannot simply
take any two concepts that do not have a connection
each year as negative samples, which is unreason-
able and will lead to a sharp increase in the number
of negative samples. Actually, we only need to
focus on the samples in the most difficult cases.
Therefore, given a concept ¢, € C and its k-hop
neighborhood concepts, we choose concepts that
have no connection with ¢,, in the next d years to
construct negative samples. The set of negative
samples is shown as follows:

D™ = {z!, |c, € Ni(cu), Aira(cu, cn) =0, @
k>2T,<t<t+d<T.},

where N (c,) is the set of concepts at a distance

less than or equal to k from c,, i.e., the k-hop

neighborhood of ¢,. It is worth noting that the

negative samples are used to construct input text
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sequences with timestamp ¢ rather than ¢ + d, and
we do not generate negative samples in the last
d timestamps. We fine-tune the parameters and
vocabulary embeddings of BERT via predicting the
masked token. Formally, we compute the cross-
entropy loss:

1 AsK] =y, log P(IMASK] = ya|z,,,),

(&)

where y, € {“related”, “unrelated” } is the label
of the sample. It should be mentioned that KG-
BERT (Yao et al., 2019) and LP-BERT (Da Li et al.,
2022) are similar to PLM-LP, but the settings they
adopt are not applicable to the training of temporal
data. Nevertheless, the PLM in our method can be
replaced by other models.

>

deDtub—

3.4 Idea Verbalization

In our public beta system, we employ TS5 (Raf-
fel et al., 2020), a large pretrained sequence-to-
sequence model for idea verbalization. We select
2M highly-cited papers for unsupervised denoising
training with the language model loss:

Lim = Ep[—log P(p|p; 0)], (6)

where p represent the corrupted sentence of paper p.
In the process of fine-tuning, given a co-occurrence
citation quintuple ¢ = (p;, pj, cu, Cv, p), We first
concatenate p;, p;, ¢y, and ¢, to a sequence Seq(q),
using (HEAD), (TAIL), (SEP) to denote the head,
tail of a concept pair, and the separator, respectively,
which is shown as follows:

Seq(q) = (HEAD) ¢, (TAIL) ¢, (SEP) p; (SEP) p,.

We fine-tune the T5 model to find the optimal
parameters 6* to encode the input sequence and
verbalize it into an idea sequence, i.e., the item
p in the quintuple. For this purpose, we use the
maximum likelihood estimation objective:

0" = argénaXHP(p\Seq(Q);H)- 7
q

During the inference process (production envi-
ronment), we use the predicted connection of con-
cepts ¢y, ¢y, and their corresponding sentences of
papers p;, p; to construct the input sequence, which
is encoded by our fine-tuned TS5 to generate an idea
sequence. Note that the idea verbalization model is
also flexible in our framework, and it can be sub-
stituted by alternatives such as GPT(Radford et al.,

2018) with another configuration of fine-tuning.
We will also provide premium subscribers with
GPT-3.5 after the official release of our system.

4 Evaluation

4.1 Analysis of Temporal Link Prediction

4.1.1 Results of Link Prediction in 2021

PLM-LP is compared with 3 temporal model SEM-
NET (Krenn and Zeilinger, 2020), GCN-GAN (Lei
et al., 2019), and EvolveGCN (Pareja et al., 2020),
which are suitable for concept co-occurrence graph.
SEMNET analyzes graph characteristics to rec-
ognize potential new edges with an MLP mod-
ule. GCN-GAN and EvolveGCN utilize GCN and
LSTM to model the structural and temporal infor-
mation of a graph. In the experiment, their perfor-
mance is evaluated on our constructed 240 concept
co-occurrence graphs, where the last snapshot (the
year 2021) is used as the test set. We report the
accuracy of the adjacent matrix, precision, recall,
and F1 score of all edges and new edges existing
in the graph of 2021. New edges do not exist in the
past snapshots and only come out in 2021.

Note that PLM-LP is trained with a single set
of model parameters on these 240 graphs and then
applied to different graphs for the test procedure.
The hyper-parameters k£ and d in PLM-LP are set
to 2 and 5, respectively. Apart from our proposed
PLM-LP, we also introduce two variants. PLM-LP
w/o pro. removes the prompt words pro(c,,, ¢y, t).
PLM-LP ind. is trained with independent parame-
ters on different graphs. Results of these models in
20 disciplines/topics are provided in Appendix H.
The average results are shown in Table 1. It can
be observed that all these models are capable of
identifying most edges existing in 2021, but the
GCN-GAN and EvolveGCN gets undesirable per-
formance to find new edges in 2021. Many cases
have been predicted to be unconnected. We believe
this is because most graphs are sparse, leading to
overfitting. In our scenario, detecting new edges is
more important than improving the accuracy of the
adjacency matrix. Our proposed method can tackle
the issue to a certain extent. As to the variants,
it is difficult for PLM-LP w/o pro. to correctly
predict all edges in 2021 due to the absence of
prompt words. PLM-LP ind. is also inferior to
PLM-LP, indicating that PLM can learn interdisci-
plinary knowledge with a set of training parame-
ters.
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All Edges in 2021 New Edges in 2021

Method Accuracy Precision Recall F1 Precision Recall F1
SEMNET 0.478 0.099 0.519 0.146 0.007 0.552 0.013
GCN-GAN 0.975 1.000 0.860 0.924 N/A 0 N/A
EvolveGCN 0.995 1.000 0.970 0.985 N/A 0 N/A
PLM-LP w/o pro. 0.648 0.586 0.948 0.646 0.467 0.947 0.474
PLM-LP ind. 0.742 0.704 0.986 0.748 0.188 0.910 0.195
PLM-LP 0.735 0.970 0.998 0.981 0.540 0.988 0.560

Table 1: Average results of link prediction on different disciplines. The best results are boldfaced. N/A means all

cases have been predicted to be negative.

4.1.2 Human Assessment of Link Prediction
in the Future

We use all graph snapshots, including the year
2021, for training to mine potential connections
that may appear in the future. Similarly, we select
the top 20 pairs of concepts for each query. See
Appendix G for the potential connections of differ-
ent disciplines. We invited more than 10 experts
from the field of computer science and geo-science
(geology and geography) to evaluate the predicted
results in their corresponding domains. The assess-
ment is based on the experience of experts. The
results are shown in Table 2. As expected, at least
a third of the potential concept pairs predicted by
the system are reasonable in the three disciplines,
indicating that PLM-LP is able to explore new con-
cepts across disciplines. We also test random pairs
on geo-science, and there are no more than 10% of
reasonable pairs.

s e Percentage (%) of

Disciplines Reasonable Pairs
Computer Science 52.1
Geology 48.8
Geography 342

Table 2: Percentage (%) of reasonable concept pairs
based on human assessment.

4.2 Analysis of Idea Verbalization

4.2.1 Benchmark Results

We release the co-occurrence citation quintuples for
idea verbalization, which can be used as a bench-
mark for natural language generation. Our public
beta system adopts PLM such as T5 and BART
as the generation models that are fine-tuned on
the quintuples. We also apply unsupervised de-
noising training on TS with highly-cited papers,
which makes the PLM itself learn more academic
knowledge. All training and inference processes
are carried out on NVIDIA GeForce RTX 3090. In
the fine-tuning stage, we employ Adam as the opti-

mizer with 0.01 weight decay. The learning rate is
set to le-4. For the inference, the beam size is set
to 4. Similar to previous text generation work (Fan
et al., 2018; Wang et al., 2019), we use BLEU (Pap-
ineni et al., 2002), METEOR (Banerjee and Lavie,
2005), and ROUGE_L (Lin, 2004) to measure the
fluency and topic relevance of the generated ideas.
Table 3 gives the benchmark results.

Model BLEU METEOR ROUGE_L
T5-base 25.16 12.57 16.66
T5-large 25.68 12.72 16.83
T5-base denoise | 25.72 12.54 16.74
T5-large denoise | 26.94 13.19 17.35
BART-large 21.87 7.93 14.72

Table 3: Benchmark results with different PLMs.

In fact, it is challenging to evaluate long text (Liu
et al., 2016; Li et al., 2016), let alone idea verbal-
ization, which may contain new opinions, insights,
and methods. Additionally, the new content in the
verbalized idea is likely to differ from the target pa-
per in quintuples. Thus, we conduct the following
experiments.

4.2.2 Turing Test

Similar to previous work (Wang et al., 2019), we
recruited more domain experts and non-experts in
the field of computer science, geo-science (geol-
ogy and geography), and medicine to conduct the
Turing test. Experts include professors, lecturers,
postdoctoral researchers, and graduate students (at
least two professors per discipline). Participants are
asked to read the machine-generated outputs and
human-written texts and choose the real human-
written text from a set of N — 1 fake ones. Each
participant is given instructions before the test. We
also allow participants to use the Internet to retrieve
technical terms during the test. For each discipline,
there are two different modes of multiple-choice
questions, one contains two options per question,
and the other contains three options per question.
We randomly select 15 questions per test from the
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Lo # Options # Participant
Disciplines Test ID # Cases per Case F Amateur FExpert
Computer Science } ; ;8 % 10 30
Geography & Geology ;; 38 § 6 6
Medicine & COVID-19 > -y : 8 10

Table 4: Settings of Turing test.

question bank for each participant to answer. We
conduct six groups of Turing tests, whose experi-
mental settings are shown in Table 4.

1.0 Computer Science
GeoScience
Medicine
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Figure 3: Box plot of Turing test. The green triangle

represents mean value, and the green line represents
median value. The label of the x-axis is composed of
the test ID and participant role.

The results are displayed using a box plot in
Figure 3. Overall, domain experts are more likely
to achieve higher accuracy in these six groups of
tests. Also, the results reveal that the accuracy
of the 3-options question is lower than 30%, in-
dicating that it is more difficult for participants
to choose the human-written one from 3 options
than from 2 options. Moreover, the accuracy of
the 2-option questions is close to or even lower
than that of random guessing, which means experts
can hardly distinguish between human-written sen-
tences and machine-generated sentences, although
they tend to analyze texts from the perspective
of logic and accuracy. One of the possible rea-
sons is that the verbalized ideas contain more non-
professional terms while maintaining fluency and
reasonableness, which is more readable than aca-
demic papers.

4.2.3 Relevance & Plagiarism Analysis

We calculate the percentage of n-grams in the input
sequence which appear in the verbalized idea of test
data to analyze how relevant the idea is to the input
sequence. Meanwhile, the percentage of n-grams
can also be regarded as a plagiarism check. As
seen from Table 5, about 40% of the input 1-grams
exist in the output texts, which means the output
can combine the knowledge of relevant concepts.
Additionally, the percentages of 2 to 5-grams are all
lower than 20%, that is, the verbalized ideas are not
simply copied from the input but are paraphrased
and fused into new knowledge.

5-gram
9.4

4-gram
11.2

3-gram
13.8

2-gram
19.9

1-gram
40.7

Table 5: Percentage (%) of n-grams in the test input
sequence that appear in the verbalized idea.

We did not provide the n-gram overlap of the
target paper p. From our perspective, p is more like
an inspiration, which teaches our model a possible
way of how two concepts can be combined together,
rather than generating sentences exactly like p.

4.3 Case Study

In Appendix E, we provide a page of examples of
input sequences, human-written texts, and verbal-
ized ideas according to our test dataset of quintu-
ples. To simulate the real situation, we randomly se-
lect cases including new connections PLM-LP pre-
dicts, which do not appear in our quintuple dataset.
It is worth noting that we only take these two con-
cepts as input and do not enter their corresponding
sentences to avoid the impact of potential plagia-
rism.

Table 6 shows three verbalized ideas. For the
first case, we can see our system integrates the
critical characteristic of contrastive learning that
requires no labels into the task of knowledge graph
mining. However, it includes untested experimen-
tal results due to the denoising training from nu-
merous papers (especially from paper abstracts and
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Discipline

Computer Science

Economics

Political Science

Connection

knowledge graph &
contrastive learning

intellectual capital &
income distribution

gender equity &
economic crisis

Verbalized
Idea

We present a new approach to
knowledge graph mining that
leverages ontologies. The key
idea is to model the domain
knowledge as a tree like structure
with nodes and edges connected
in a directed or unordered graph.
This allows us to efficiently learn
from large amounts of unlabeled
data without having to manually
annotate it. Experiments show
that this approach outperforms
existing approaches such as tree
augmented neural networks and
SVM for both text classification
and image categorization tasks
where they only use small subsets
of training examples.

This paper examines the determin-
ants of inequality in income and
wealth distributions, with particu-
lar emphasis on the role played

by intellectual property rights.

It is shown that there are two main
sources of inequality: unequal
income distributions due to
ownership of patents and trade
secrets, and unequal taxation of
these same properties. The first
source arises from the fact that most
patents are owned by individuals
who do not have control over their
own economic activities. In contrast,
the second source derives from

the existence of private property
rights which make it possible for an
individual to be rich without having to
pay taxes on his or her own income.

During the global financial and
economic crisis, women’s employment
opportunities declined sharply. These
trends are likely to continue during

the next few years as more women
enter the labor force. From our
perspective, there will be an increasing
number of women entering the work-
force at lower levels of education than
men. This trend is expected to continue
in the coming years as female particip-
ation in the labour force continues to
increase. The current political and
economic climate may make it difficult
for women to access higher level
education because of the challenges
presented by the gender pay gap and
the macroeconomic crisis that has
gripped much of the developing world
since 2007.

Table 6: Case study in computer science, economics, and political science.

introduction section), and we remove them with
heuristic rules in the production environment. As
to the second case, the verbalized idea mentions
that intellectual capital, such as intellectual prop-
erty rights, is closely related to income distribution.
In the last case, our system believes that a gender
pay gap exists in developing countries, which is
more obvious during the economic crisis. These
cases show that our system can well predict and
verbalize ideas, and the generated results align with
human intuition and value. Nevertheless, more de-
tails are required in natural and exact sciences.

5 Related Work

5.1 Graph Technology for Academic
Discovery

There are a few graph technical methods to help
researchers find new ideas. SEMNET (Krenn and
Zeilinger, 2020) predicts research trends with an
MLP in the field of quantum physics via construct-
ing such co-occurrence graphs. Sarica et al. pro-
poses a technology graph to stimulate idea genera-
tion in engineering design, which aims to discover
new concepts in the white space surrounding a fo-
cal design domain according to the semantic dis-
tance. Besides, InfraNodus (Paranyushkin, 2019),
a commercial tool for people in different industries,
generates insights by detecting structural gaps in a
text network, which is similar to mind maps.

5.2 Text Generation

Pretrained language models, including TS5 (Raf-
fel et al., 2020), BART (Lewis et al., 2020), and
GPT (Radford et al., 2018) have become the main-
stream modules of text generation since they con-
tain billions of parameters and use a large number
of corpus for training to achieve good performance.
As to text generation for academic research, ex-
isting models can only be applied to a few disci-
plines with much fewer papers than ours. They
also require a lot of resources to construct knowl-
edge bases. For instance, PaperRobot (Wang et al.,
2019) adopts external domain knowledge graphs to
incrementally generate titles, abstracts, and conclu-
sions of a paper. DRAW (Liu et al., 2021a) consists
of reader, writer, and reviewer components to gen-
erate scientific texts. ChatGPT (OpenAl, 2022)
generates human-level texts with proximal policy
optimization, but it requires professional prompts
to discover new ideas. Galactica (Taylor et al.,
2022) is a large language model for science, which
can be combined with our link prediction model to
enhance its explainability for idea verbalization.

6 Conclusion

We model the emergence of a new idea as two se-
quential processes: temporal link prediction for
exploration and text generation for verbalization.
To achieve the objectives, we first construct and
release two datasets with new data structures, in-
cluding evolving concept co-occurrence graph and
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co-occurrence citation quintuple. Then, we de-
vise a new temporal link prediction method based
on the masked language model, which can be ap-
plied to various evolving concept co-occurrence
graphs of different disciplines. Finally, we fine-
tune a PLM to verbalize ideas using the released
quintuples. The pipeline has been integrated into
a system free for researchers to obtain inspiration.
From the experiments and the feedback of users,
our system can provide useful information for idea
discovery. In the future, we will release an aca-
demic oriented language model with the paradigm
of prompt learning and instruction tuning to tackle
both link prediction and text generation.

Limitations

Based on internal review and user feedback, we
summarized the following limitations to improve
and iteratively update our system and framework
in the future.

Problem Modeling: New concepts appear yearly
in the real world, but the current system cannot
generate new concepts. Generally, the emergence
of new concepts often comes from the fusion of ma-
ture technologies. Thus, we model the idea explo-
ration as link prediction. Note that it is not the only
pathway to brew new ideas, but we have verified
the effectiveness and rationality of this approach in
the experiments. In addition, PLM can be taken as
an implicit knowledge graph (Petroni et al., 2019;
Wang et al., 2020), which is capable of tackling
uncovered concepts in the evolving concept graphs.
We will continue exploring the potential of PLM in
knowledge discovery and innovation.

Logic, Correctness, and Concreteness: Although
the verbalized ideas can deceive many experts, they
may still lack logic, correctness, and details, es-
pecially in natural and exact sciences. It is also
a challenge for natural language generation. We
plan to use more academic corpus and introduce
constraint (Zhang et al., 2020) to alleviate such
problems.

Temporal Information: In PLM-LP, we simply
take the year information as a token in the input
sequence. We conduct additional experiments to
show that the temporal information is not sensitive
to PLM-LP, which can be attributed to the negative
sampling and the nature of the strictly evolving net-
work.

Two Birds One Stone: The current system em-
ploys two different PLMs for link prediction and

idea verbalization, respectively. The development
of prompt learning (Liu et al., 2021b) reveals that
most NLP problems can be regarded as generation
problems. In the future, we will introduce new
training settings using a single PLM to address link
prediction and idea verbalization simultaneously.

Ethics Statement

The datasets used in our research are collected
through open-source approaches. The whole pro-
cess is conducted legally, following ethical require-
ments. As for the Turing Test in our study, all
participants are well informed about the purpose
of experiments and the usage of test data, and we
would not leak out or invade their privacy.

We see opportunities for researchers to apply
the system to idea discovery, especially for inter-
disciplinary jobs. We encourage users to explore
different combinations of subjects with the help
of our system, making the most of its knowledge
storage and thus maximizing the exploration ability
of the system.

The main focus of the system is to provide a
possible direction for future research, but the effect
of human researchers will never be neglected.

The massive data from various disciplines be-
hind the system makes it capable of viewing the
knowledge of an area in a multi-dimensional per-
spective and thus helps promote the development of
novel interdisciplinary. However, considering the
risks of misinformation generated by NLP tools,
the verbalization only contains possible insights
into new ideas. Researchers must thoroughly con-
sider whether an idea is feasible or leads to adverse
societal effects.
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Number of Concepts and Quintuples in Different Disciplines

A Distribution of Papers 19000

71 concept
We are an academic service provider with a suffi- 10000 B quintuple
cient number of high-quality literature data sources 8000

(including publications and preprints). These

Number

sources are reliable and maintained by a team 6000

of professional engineers, ensuring the accuracy 4000

and persuasiveness of idea-discovery results. Our 5000

database contains more than 220 million academic . |
g

Geology
Sociology
Business
Philosophy

papers from 19 disciplines between 1800 and 2023

and nearly 800K concept entities with correspond-
ing descriptions. Figure 4 shows the number of
papers in each discipline. Note that there are a
large number of interdisciplinary papers. Our sys-
tem will retrieve relevant papers from this database
according to the queries and guide users to discover
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Geography
Environmenta| Science

Figure 5: Number of concepts and quintuples in differ-

ent disciplines.

new ideas.

Mumber of Papers in Different Discipfines are greater than or equal to 2. In the data prepro-
' interdiscipline cessing, when a paper contains multiple sentences
I single discipline . .

corresponding to a concept, we randomly picked

up one sentence to construct a quintuple. We finally
obtain 92,313 high-quality instances (73,852 for
training, 9,230 for validation, and 9231 for testing)
after applying a filter mechanism (Appendix C).
The distribution of the quintuples and their corre-
sponding concepts are shown in Figure 5. We can
see that the numbers of quintuples and concepts of
natural science are far more than those of social
science, which can be attributed to the paper distri-
bution and citation. In the future, we will lower the
citation threshold to get more quintuples of social
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Materials Science
Environmenta! Science

Figure 4: Number of papers in different disciplines.

science.

Item Count C Pipeline of Quintuple Construction
Target Paper 9,500,000

Reference Paper 19,790,411 Figure 6 illustrates the pipeline of constructing
Citation Threshold 2 quintuples. We select nearly 9.5M highly cited
Concept 18,347 papers (500K per discipline) and their correspond-
Quintuple 652,809 ing references (19.7M) to construct quintuples. We
High-quality Quintuple 92,313 employ AutoPhrase (Shang et al., 2018), an infor-
Train 73,852 mation extraction tool to identify concepts. We
Valid 9,230 execute the process of entity linking and alignment
Test 9,231 to disambiguate duplicate entities and remove low-

Table 7: Statistics of co-occurrence citation quintuples. quality concepts. Then, we retr.leve corresponding

sentences of papers that mention these concepts.

Relevant sentences will be preserved. Addition-

B Statistics of Quintuples ally, we apply a rule-based filter to our retrieved

contents, where sentences including experimental

details, acknowledgments, and sentences with a

large number of numerical conclusions, etc., are
removed. Finally, we obtain 92,313 quintuples.

Table 7 shows the statistics of co-occurrence cita-
tion quintuples, which originate from 9.5M target
papers and 19.8M reference papers. Their citations
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Figure 6: Pipeline of constructing quintuples.

D Framework of PLM-LP

The framework of the temporal link prediction
model PLM-LP is illustrated in Figure 7. We first
generate positive and negative samples according
to the structure of evolving concept co-occurrence
graphs. Note that we add prompt (“Ezisting” and
“Unknown”) as the prefix of a sentence. The PLM
aims to fill the mask token with a relation token,
ie., “related” and “unrelated”. We use a masked
language model BERT as the base PLM. We fine-
tune the parameters and vocabulary embeddings
of BERT via minimizing cross-entropy loss. Note
that we simply take the year information as a token
in the input sequence. We conduct experiments
to show that the temporal information is not sen-
sitive to PLM-LP. In the future, we will design a
novel temporal prompt to capture more temporal
information.

E Examples of Turing Test

Table 8 shows the examples (2-option questions)
used in the Turing Test. All texts presented in
the questions originate from the same quintuple,
where the human-written text is extracted from
the target paper, and the machine-generated text
is the idea verbalized by our T5 model according
to the concept pair and their corresponding texts.
With randomness, repeating the verbalizing process
can generate different outputs, which is helpful in
preparing questions that need multiple machine-
generated texts. From these examples, we can see
that machine-verbalized ideas can easily deceive
domain experts.

F Screenshot of User Interface

Our system (DeepReport) is available at website
https://idea.acemap.cn. Figure 8 and 9 are
screenshots of user interface (public beta version).
As demonstrated in Figure 8, after the concept "Car-
bonate Rock" is entered in the searching box, texts
relevant to the keyword are presented in the insights
box. The system will then dynamically construct an
evolving concept co-occurrence graph based on the
query result, where each node represents a concept,
and relations between concepts are represented by
the co-occurrence edges. We provide animations
to demonstrate the evolution of the concept graph.
The result of temporal link prediction is shown as
concept pairs in the lower left New Relations box,
and verbalized idea for each pair is shown in a
new dialog box. Researchers can select different
concept pairs they are interested in and view the
corresponding ideas, as illustrated in figure 9. The
system also provides network analytic tools such
as community detection algorithms and Sankey di-
agrams for deeper investigation. The response time
of the whole system is within 20 seconds.

G Potential Connections PLM-LP
Predicted

We apply PLM-LP to the constructed 240 evolving
concept co-occurrence graphs. We use all graph
snapshots, including the year 2021, for training
to mine potential connections that may appear in
the future. We select the top K pairs of concepts
that are most likely to be connected by calculat-
ing the difference between the logits of labels, i.e.,
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Figure 7: Framework of our proposed temporal link prediction model PLM-LP.

“related” and “unrelated”. Table 9 presents po-
tential connections PLM-LP predicted in 20 disci-
plines and topics. The connections are shown as
concept pairs with & concatenated. For each dis-
cipline, we only display six pairs as examples. In
our human assessment, we recruited experts in the
field of computer science and geo-science (geology
and geography) to evaluate the predicted results
in their corresponding domains. Their feedback
reveals that at least a third of the potential concept
pairs generated by the system are reasonable.

H Comparison Results of Link
Predictions on All Disciplines

PLM-LP is compared with three up-to-date tem-
poral models: SEMNET (Krenn and Zeilinger,
2020), GCN-GAN (Lei et al., 2019), and
EvolveGCN (Pareja et al., 2020), which are ap-
plicable to the concept co-occurrence graph. In
the experiment, their performance is evaluated on
our constructed 240 concept co-occurrence graphs,
where the last snapshot (the year 2021) is used as
the test set. We report the accuracy of the adja-
cent matrix, precision, recall, and F1 score of all
edges and new edges existing in the graph of 2021.
New edges do not exist in the past years and would
only come out in 2021. Results of these models
in 20 disciplines/topics are provided in Table 10.
It should be mentioned that we show the average
of 12 evolving concept co-occurrence graphs of
each discipline. The results show that GCN-GAN
and EvolveGCN are unable to discover new edges.
Our proposed PLM-LP is superior to any other
models in the task of idea exploration, where the
given graphs are strictly evolving network (Skard-
ing et al., 2021).

I Statistics of Evolving Concept
Co-occurrence Graph

We construct 240 evolving concept co-occurrence
graphs (12 graphs per discipline/topics) with Elas-
ticsearch and Autophrase (Shang et al., 2018) ac-
cording to 240 essential and common queries and
relevant papers. Each graph contains 22 temporal
snapshots between 2000 and 2021. The statistics of
the concept co-occurrence graphs are shown in Ta-
bles 11, 12, 13, 14, and 15. These tables provide the
corresponding discipline, query, number of nodes
(concepts), number of edges in 2021, and selected
concepts. We will release the construction code
and data set on GitHub for further research, includ-
ing temporal link prediction, community detection,
academic trends analysis, knowledge representa-
tion, etc.

J About the Official Version of
DeepReport

In mid-2023, our DeepReport system underwent a
major update, encompassing both data and model
improvements. On the data front, we introduced
a new version of the quintuple data (V202306),
resulting in enhanced quality and a larger-scale
dataset. The statistical summary of the new quintu-
ple data (V202306) is presented in Table 16.
Furthermore, we trained a new state-of-the-art
model in a specialized domain, which remains in-
ternal to our organization. This model, along with
the integration of openAl’s interface, was imple-
mented to elevate the quality of our online services.
The amalgamation of our proprietary large-scale
model and the incorporation of openAl’s resources
empowered our system to provide superior perfor-
mance and better cater to the needs of our users.
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The introduction of the improved quintuple
dataset, coupled with the deployment of the new
specialized domain model and the utilization of
openAl’s interface, signifies a significant advance-
ment in our DeepReport system. These updates en-
able us to deliver more accurate and reliable results,
thereby enhancing the overall user experience. We
remain committed to further refining our system to
ensure it continues to meet the evolving demands
of our users.

K Frequently Asked Questions

* Q: Comparing to other concepts graphs, what
is the advantage of the concept co-occurrence
quintuples? A: This question goes to the core
of our work. This allows us to capture not
only the co-occurrence relationship between
concepts, but also their citation relationships,
which can provide additional insights into how
ideas are related (or generated) in academic
literature.

* Q: Why do you think transferring the concept
links into natural languages is a necessary step
in this assisting process? Your target users are
academics. If they couldn’t generate a proper
idea from the link of concepts into natural
language, do you expect the machines could
do it better? A: The ultimate goal of our ex-
isting and future work is to enable LLM to
generate reasonable, interpretable, and trace-
able ideas, and we now focus on how to use
structured knowledge (here we use concept
co-occurrence graphs) to guide this process.
Therefore, the verbalization process is neces-
sary. Besides, our system is designed to in-
spire researchers to discover ideas, rather than
to replace them. Since we leverage the knowl-
edge of 19 disciplines to train the model, it is
valuable for researchers in certain cross-fields
to broaden their points of interest.

¢ Q: The evaluation of verbalized ideas cannot
measure logic, correctness, and details. Since
you have already found the experts, could
you think of some possibilities to evaluation
the academic quality of these generated ideas
trough human assessment? A: From our per-
spective, the human assessment of verbalized
ideas is similar to the process of paper review
but not identical, and the latter is more sub-
jective. We should follow three principles,
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low resources, high efficiency, and objectivity
to evaluate the generated ideas. For instance,
predefined criteria and multiple rounds of vot-
ing can be of help. Meanwhile, we are trying
to train human-in-the-loop-based system to
assist experts in idea assessment.



Concept plant disease & machine learning

One potential application is the development of mobile disease diagnostics through machine learning

and crowdsourcing. Here we announce the release of over 50,000 expertly curated images on healthy and
Human infected leaves of crops plants through the existing online platform PlantVillage. We describe both the
data and the platform. These data are the beginning of an on-going, crowdsourcing effort to enable
computer vision approaches to help solve the problem of yield losses in crop plants due to infectious diseases.
We present a machine learning approach for disease detection in field images. It employs a deep CNN,
which is trained using a supervised learning approach. The proposed approach is able to detect the
Machine | presence of a number of different plant diseases in field images, including Fusarium wilt, Phytophthora
infestans, and Xanthomonas syringae. The results show that the model is robust to changes in lighting,
orientation, and crop species, and that it can be used in a real world application.

Concept network intrusion detection & neural network

An intelligent agent based distributed network intrusion detection system is presented. Compared with
the current network intrusion detection techniques, IA NIDS uses the parallel technique to reform and
Human detect the coming packet on the application layer, which widens the scale of intrusion detection. It uses
intelligent distributed mutual agent technique to enhance the ability of real time response and uses mix
detection method to improve the accuracy for detecting DDOS attacks.

We present a novel approach to network intrusion detection based on the use of a neural network model.
The neural network model is trained using a variety of anomaly detection techniques and anomaly
classification techniques. The model is able to detect a wide range of network intrusions, including denial
of service attacks, DDOS attacks, spoofing attacks, and a wide variety of worm attacks. The results
demonstrate the effectiveness of the approach by comparing it to a number of state of the art neural
network models, and by comparing the results with those of other neural network model based approaches.
Concept metal catalyst & metal nanoparticles

Carbon materials deliver a good opportunity to design catalysts for hydrodeoxygenation by providing
chemically inert surface and tunable functional groups to support the metal nanoparticles. The main
objective of the research is to give an account on the use of carbon material supported heterogeneous
Human catalysts for the HDO of lignin and related molecules for the synthesis of non petroleum chemical
products including hydrocarbons.The surface properties of the catalysts and mechanistic insights into

the conversion with key active sites are provided, which will help the designing of new and effective
catalysts for this biomass conversion.

The catalysts were characterized by X ray diffraction, scanning electron microscopy, Fourier transform
infrared spectroscopy, thermogravimetric analysis, and nitrogen adsorption—desorption isotherms.

The results showed that the catalysts exhibited high activity in the hydrodeoxygenation of lignin derived
bio oil under mild conditions. Moreover, the catalysts were also applied to the upgradation of bio oil derived
from the catalysis isoproanolysis in the organic phase. The high activity of the catalysts was attributed

to the synergistic effect of the metal nanoparticle.

Machine

Machine

Table 8: Examples of input concepts, human-written texts, and verbalized ideas according to our test dataset of
quintuples.
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Discipline New Connections
rogue taxidermy & visual arts claude cahun & science fiction
Art avant garde & early paleozoic zhuang zi & wang guowei
post modernism & human environments west coast & hip hop
spinal cord & pancreatic cancer grizzly bear & gene flow
Biology arabidopsis thaliana & heavy chain splicing variants & echinococcus granulosus
rna interference& body mass index RNA splicing variants & echinococcus granulosus
structural unemployment & stock market copyright law & knowledge transfer
Business industrial relations & firm size sale constraints & macroeconomic variables
economic growth & greenhouse gas emissions subprime mortgage crisis & IMF
mass spectrometry & aryl halides phase transition & density functional theory
Chemistry capillary electrophoresis & optical rotation symmetry breaking & hydrogen bond
spinodal decomposition & statistical mechanics  canonical ensemble & condensed matter
implicit bias & biological inspiration reading comprehension & cognitive linguistics
Computer ambient intelligence & information technology  graph isomorphism & ad hoc
intrusion detection & social network analysis game theory & cognitive psychology
alternative splicing & medical genetics proton pump inhibitors & helicobacter pylori
Covid-19 psoriatic arthritis & life expectancy allergic rhinitis & hyperbaric oxygen
serotonin syndrome & herpes zoster immunologic memory & rheumatic diseases
financial crisis & pension plan credit default swap & idiosyncratic volatility
Economics social justice & wealth inequality european union & quantitative easing
intellectual capital & income distribution quality management & blockchain technology
NLP & collective intelligence kinetic energy & stress relief
Engineering finite element & closed form heat exchanger & tip vortex

neural network & software reuse

wave propagation & monte carlo

Environmental Science

saginaw bay & domestic sewage
air pollutant & night sky brightness
meridional overturning circulation & solar activity

lake victoria & trophic state
image segmentation & stripe rust
electrostatic precipitator & suspended matter

water resources & conceptual framework

ecosystem services & ice sheet

Geography air pollution & underground river vadose zone & loess plateau
landsat thematic mapper & dry seaso pm2.5 concentrations & ecological restoration
massive sulfide & early carboniferous damping ratio & hard rock
Geology rock mechanics & laser scanning seismic hazard & coal mining
radioactive waste & early cretaceous satellite imagery & impact craters
public health & economic growth social movements & cold war
History public service & internet governance international law & paradigm shift

public finance & environmental governance

social security & digital divide

Materials Science

ion exchange & aqueous solution
barium titanate & molecular sieve
pulsed laser deposition & visible light

cathodic protection & silicon dioxide
electron microscope & manganese dioxide
thermal cycling & finite difference

computational fluid dynamics & integral equation

neural networks & maximal matching

Mathematics heat transfer & partial differential equations dynamical systems & particle swarm optimization
hubbard model & phase velocity differential geometry & heisenberg group
breast cancer & neural crest clinical trials & traditional chinese
Medicine lactobacillus acidophilus & bone mineral density femtosecond laser & connective tissue
drug repurposing & genetic algorithm monoclonal antibody & hair cell
logical positivism & immanuel kant filial piety & critical thinking
Philosophy moral psychology & traditional chinese economic philosophy & higher education
western philosophy & ontological proof ontological proof & volunteer activity
particle swarm optimizer & pattern recognition  quantum gravity & baryon number
Physics neural networks & quantum interference phase diagram & wave vector

neutron diffraction & electric field

electric field & ray tracing

Political Science

conflict resolution & cultural diplomacy
climate change & civil society
gender equity & economic crisis

media literacy & public policy
foreign affairs & granger causality
civic education & participatory democracy

emotion regulation & self awareness

prosocial behavior & working memory

Psychology family environment & self concept parahippocampal gyrus & angelman syndrome
chronic physical & emotional disturbance williams syndrome & frontal lobe
public policy & sexual harassment regional governance & cultural heritage
Sociology citizenship behaviors & adult education middle class & life satisfaction

household income & vocational education

opinion dynamics & social exclusion

Table 9: Predicted connections of concepts in different disciplines.
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PRSP AllEdges in 2021 New Edges in 2021
Disciplines Method Accuracy Precision Recall FI Precision Recall FI
SEMNET 0.454 0.075 0.434 0.116 .003 0.533 0.006
Art GCN-GAN 0.985 1.000 0.891 0.941 /A 0 N/A
EvolveGCN 0.998 1.000 0.984 0.992 N/A 0 N/A
PLM-LP 0.706 0.994 1.000 0.997 0.642 1.000 0.671
SEMNET 0.490 0.092 0.495 0.131 0.007 0.568 0.014
Biology GCN-GAN 0.978 1.000 0.857 0.923 N/A 0 N/A
EvolveGCN 0.995 1.000 0.969 0.984 N/A 0 N/A
0.834 0.972 0.999 0.983 0.675 0.953 0.691
SEMNET 0.573 0.1T7 0.361 0.148 0.010 0.358 0.019
Business GCN-GAN 0.968 1.000 0.843 0.914 N/A 0 N/A
EvolveGCN 0.993 1.000 0.963 0.981 N/A 0 N/A
PLM-LP 0.766 0.979 1.000 0.989 0.521 1.000 0.538
SEMNET 0.424 0.106 0.654 0.175 0.008 0.660 0.015
Chemistry GCN-GAN 0.968 1.000 0.840 0.913 N/A 0 N/A
EvolveGCN 0.994 1.000 0.970 0.985 N/A 0 N/A
PLM-LP 0.812 1.000 1.000 1.000 0.751 1.000 0.752
SEMNET 0.459 0.083 0.502 0.127 0.005 0.611 0.010
Computer Science GCN-GAN 0.980 1.000 0.875 0.932 N/A 0 N/A
EvolveGCN 0.996 1.000 0.977 0.988 N/A 0 N/A
PLM-LP 0.593 0.993 1.000 0.996 0.383 1.000 0.426
SEMNET 0.378 0.059 0.617 0.098 0.005 0.689 0.010
Covid-19 GCN-GAN 0.979 1.000 0.796 0.882 N/A 0 N/A
EvolveGCN 0.995 1.000 0.947 0.973 N/A 0 N/A
PLM-LP 0.778 0.987 0.998 0.992 0.663 1.000 0.679
SEMNET 0.405 0.1T1 0.624 0.173 0.007 0.660 0.013
Economics GCN-GAN 0.974 1.000 0.884 0.938 N/A 0 N/A
EvolveGCN 0.994 1.000 0.973 0.986 N/A 0 N/A
PLM-LP 0.629 0.852 0.997 0.910 0.246 0.941 0.275
SEMNET 0.599 0.104 0.373 0.151 0.010 0.379 0.019
Engineering GCN-GAN 0.967 1.000 0.825 0.903 N/A 0 N/A
EvolveGCN 0.993 1.000 0.961 0.980 N/A 0 N/A
PLM-LP 0.757 0.959 1.000 0.977 0.513 1.000 0.545
SEMNET 0.485 0.110 0.511 0.150 0.007 0.555 0.014
Environmental Science GCN-GAN 0.970 1.000 0.831 0.907 N/A 0 N/A
EvolveGCN 0.994 1.000 0.965 0.982 N/A 0 N/A
PLM-LP 0.714 0.956 1.000 0.975 0.451 0.998 0.470
SEMNET 0.521 0.086 0.495 0.129 0.005 0.5T4 0.009
Geography GCN-GAN 0.981 1.000 0.884 0.938 N/A 0 N/A
EvolveGCN 0.996 1.000 0.979 0.989 N/A 0 N/A
PLM-LP 0.728 0.983 0.993 0.988 0.449 0.927 0.465
SEMNET 0.479 0.081 0.452 0.127 0.007 0.448 0.014
Geology GCN-GAN 0.975 1.000 0.850 0918 N/A 0 N/A
EvolveGCN 0.995 1.000 0.965 0.982 N/A 0 N/A
PLM-LP 0.758 0.998 1.000 0.999 0.622 1.000 0.641
SEMNET 0.566 0.1T1 0.464 0.150 0.005 0.496 0.009
History GCN-GAN 0.983 1.000 0.894 0.944 N/A 0 N/A
EvolveGCN 0.997 1.000 0.980 0.990 N/A 0 N/A
PLM-LP 0.781 1.000 0.998 0.999 0.697 1.000 0.700
SEMNET 0.471 0.099 0.426 0.1T0 0.0T1 0.435 0.016
Materials Science GCN-GAN 0.968 1.000 0.853 0.920 N/A 0 N/A
EvolveGCN 0.992 1.000 0.965 0.982 N/A 0 N/A
PLM-LP 0.618 0.900 1.000 0.940 0.252 1.000 0.291
SEMNET 0.489 0.106 0477 0.166 0.006 0.448 0.01T
Mathematics GCN-GAN 0.974 1.000 0.888 0.940 N/A 0 N/A
EvolveGCN 0.995 1.000 0.979 0.990 N/A 0 N/A
PLM-LP 0.866 0.951 1.000 0.969 0.665 1.000 0.685
SEMNET 0.474 0.108 0.541 0.168 0.007 0.537 0.014
Medicine GCN-GAN 0.970 1.000 0.849 0917 N/A 0 N/A
EvolveGCN 0.994 1.000 0.971 0.985 N/A 0 N/A
PLM-LP 0.694 0.990 1.000 0.995 0.447 1.000 0.465
SEMNET 0.424 0.102 0.586 0.132 0.005 0.755 0.011
Philosophy GCN-GAN 0.981 1.000 0.858 0.921 N/A 0 N/A
EvolveGCN 0.996 1.000 0.966 0.982 N/A 0 N/A
PLM-LP 0.586 0.985 0.984 0.985 0.423 1.000 0.439
SEMNET 0.512 0.120 0.629 0.186 0.012 0.618 0.023
Physics GCN-GAN 0.973 1.000 0.893 0.943 N/A 0 N/A
EvolveGCN 0.993 1.000 0.974 0.987 N/A 0 N/A
M-LP 0.890 0.909 1.000 0.940 0.692 1.000 0.720
SEMNET 0.424 0.106 0.552 0.167 0.005 0.545 0.010
Political Science GCN-GAN 0.976 1.000 0.865 0.926 N/A 0 N/A
EvolveGCN 0.996 1.000 0.975 0.987 N/A 0 N/A
PLM-LP 0.817 0.999 0.995 0.997 0.673 1.000 0.692
SEMNET 0.495 0.112 0.565 0.162 0.008 0.623 0.016
Psychology GCN-GAN 0.978 1.000 0.864 0.926 N/A 0 N/A
EvolveGCN 0.994 1.000 0.966 0.983 N/A 0 N/A
PLM-LP 0.645 0.999 1.000 1.000 0.498 0.989 0.503
SEMNET 0.445 0.099 0.567 0.160 0.005 0.613 0.0T1
Sociology GCN-GAN 0.976 1.000 0.867 0.928 N/A 0 N/A
EvolveGCN 0.996 1.000 0.975 0.987 N/A 0 N/A
PLM-LP 0.720 0.988 0.994 0.991 0.540 0.943 0.554
SEMNET 0.478 0.099 0.519 0.146 0.007 0.552 0.013
Average GCN-GAN 0.975 1.000 0.860 0.924 N/A 0 N/A
EvolveGCN 0.995 1.000 0.970 0.985 N/A 0 N/A
PLM-LP 0.735 0.970 0.998 0.981 0.540 0.988 0.560

Table 10: Results of link prediction on different disciplines/topics. N/A means all cases have been predicted to be
negative.
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Discipline Quintuple | Concept | Concept Pair | Total p | Total p; & po
Art 7,510 2,671 5,845 2,770 7,060
History 5,287 2,198 4,654 2,348 5,764
Philosophy 45,752 4,773 25,935 16,896 29,942
Sociology 16,017 4,054 12,796 7,066 16,416
Political Science 67,975 6,105 42,411 26,198 53,933
Business 205,297 9,608 99,329 62,332 112,736
Geography 191,958 12,029 118,563 42,317 112,909
Engineering 506,635 16,992 249,935 137,164 273,894
Geology 365,183 13,795 190,002 98,991 222,358
Medicine 168,697 13,014 114,104 42,535 138,973
Economics 227,530 9,461 113,527 68,607 131,387
Physics 267,532 10,831 133,079 84,824 176,741
Biology 224,722 15,119 145,088 59,210 189,281
Mathematics 312,670 17,751 190,734 95,951 218,697
Psychology 476,342 9,512 194,038 115,725 212,180
Computer Science 531,654 16,591 244,567 151,809 238,091
Environmental Science 583,466 11,002 226,671 94.474 201,330
Materials Science 573,032 17,098 249,251 145,068 313,657
Chemistry 565,307 13,858 231,062 108,637 286,593
Total 5,342,566 | 206,462 2,591,591 1,362,922 2,941,942

Table 16: Statistics of Quintuples V202306
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