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Abstract. Shallow parsing is an intermediate step to many natural lan-
guage processing tasks, such as information retrieval, question answer-
ing, and information extraction. An alternative to full-sentence parsing
consists of segmentation and identifying phrases in sentences. Building
such a parser for the Portuguese language is challenging considering the
proposed formalism for grammar annotation, the Universal Dependency
(UD). This paper addresses preliminary studies to overcome these bar-
riers by annotating noun phrases tagged in UD.
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1 Introduction

Assigning a complete syntactic structure to sentences based on grammar and a
search strategy is the goal of full parsing. However, not all-natural language pro-
cessing (NLP) applications require a complete syntactic analysis [9]. For many
NLP tasks, such as named entity recognition [3], sentiment analysis [15] and in-
formation retrieval [6], recovering only a limited amount of syntactic information
has proved to be a valuable technology for written and spoken language domains.
This chunking strategy is generally known as partial parsing or shallow parsing.
Shallow parsing can also serve as a baseline for full parsing [2] since it provides
a foundation for other levels of analysis.

This work focuses on extracting non-overlapping noun-phrase (NP) chunks,
as proposed initially by Abney [2], including nouns and proper nouns, among
other classes of words that add more meaning to these two. Shallow parsers have
already been developed for the constituency tree format [5]. Here we address
the challenge of developing a parser to work under Brazilian-Portuguese texts
annotated with the Universal Dependencies (UD) format, which is currently used
in many NLP tasks.

We propose constructing a model for recognizing noun phrases in input sen-
tences through a neural network (NN) trained model, as proposed by Søgaard
and Goldberg [16]. Some NN architectures are explicitly designed for long-term
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dependency learning, as written texts are. More specifically, our proposed shal-
low parser model processes text in three stages: 1) A learning corpus is built from
partial parsed sentences. These sentences are extracted from the constituency
version of Bosque corpus (version 8); 2) Sentences from this learning corpora are
augmented with UD labels from the UD Portuguese-Bosque version 2.2. This
revised UD treebank retains the additional tags for NP. Finally; 3) A neural
network-based classification model is built from the learning corpus and applied
to the original test subset from the UD Portuguese-Bosque, here called text cor-
pus.

Following, we briefly introduce the main related work to shallow parsing.
In Section 3, we present the data and methods used. In Section 4, we report
a summary of the experiments. Some considerations about the experiment’s
results are detailed in Section 5. Finally, in Section 6, we present some concluding
remarks.

2 Related work

The idea of text chunking was proposed in the seminal work of Steven Ab-
ney [2], where he shows the correspondence of prosodic patterns to segments of
constituency grammar trees. Following this intuition, Ramshaw and Marcus [14]
developed the first known method for chunking sentences similarly to tradi-
tional grammar, creating templates and rules that described chunk formation.
This method is known as Transformation-Based Learning (TBL).

Alonso et al. [3], Brants [6] and a team led by Hammerton [9], among others,
have also developed and applied shallow parsing to sentences annotated in the
constituency tree format.

For the Portuguese language, we highlight the work of Barreto and his col-
leagues [4] with the TagShare project that embraces linguistic resources and
tools for the shallow processing of Portuguese. These resources also include a
1M token corpus that has been accurately hand-annotated. Noun phrase chunk-
ing for English, Portuguese, and Hindi was proposed by Milidiú, Santos, and
Duarte [12]. They applied Entropy Guided Transformation Learning (ETL), a
machine learning strategy that combines decision trees and the classical TBL
method. For the Portuguese, their proposed methodology achieved a precision
of 92.62%, recall of 93.05%, and an F-measure of 92.84%.

Machine learned-based system was also used for a shallow parsing similar
task called clause identification (CI). The Milidiú team extended their previous
experiments to work likewise with CI [8]. They stated that CI is a phrase-chunk-
like (PCL) task. PCL consists of splitting a sentence into clauses. A clause is
defined as a word sequence containing a subject and a predicate. Clause identi-
fication is a special kind of shallow parsing. They proposed an Entropy Guided
Transformation Learning system that achieved an F-measure of 73.9%.

Chunking received much attention, mostly when syntactic parsing was pre-
dominantly guided by constituency parsing, as it is the case for all previous
works. With the UD grammar annotation surge, new methods need to be cre-
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ated. To our knowledge, Ophélie Lacroix [11] was the first to show that UD
annotated texts can also leverage the information provided by the constituency
annotation. She grouped tokens to form NP chunks and used neural networks to
train and test her method. She showed that it is possible to extract NP-chunks
(noun phrases) from Universal Dependencies annotated texts with accuracy sim-
ilar to traditional chunks operated under constituency trees. Her NP-chunking
method achieved F-measure=89.9% when applied to dependency trees.

Our project aims to deduce NP-chunks from automatically UD annotated
texts using a deep neural network (NN) approach. To lead our way to a feasible
NN model for NP-chunking, we based our project on the work of Søgaard and
Goldberg [16]. They showed that it is possible to utilize a multi-task learning
architecture (MTL) with deep bi-directional recurrent neural networks (RNNs)
to make syntactic chunking more precise, achieving an F-score=94.1%. They
conclude that deep neural networks are a powerful tool for syntactic analysis.

3 Methodology

3.1 Data

Using an NN-trained model, we aim to recognize and extract non-overlapping
noun phrase (NP) chunks. As requested by a supervised learning approach, two
corpora are needed: a) A learning corpora, and; b) A test corpora. The learning
corpora used is composed of sentences from the Bosque corpus. Version 8.0 of
the Bosque corpus1 provides syntactic annotations of noun phrase chunks, under
the ‘NP’ category, like other types of phrase chunks. As a constituency parsed
corpus, no UD labels were provided for this version of the Bosque. UD labels
were acquired from the UD Portuguese-Bosque version 2.22. This UD treebank
retained the original NP tags. The test corpora is composed of the test subset
labeled sentences from the UD Portuguese-Bosque.

A classification engine (detailed in the next subsection, 3.2) is fed with the
test corpora sentences. Each extracted sentence is analyzed accordingly to the
knowledge acquired from the learning corpora. The following subsection describes
the classification engine.

3.2 Method

We define the noun phrase detection task as a sequence labeling problem. Given
an input sentence composed of a sequence of tokens, w1, . . . , wn, the goal is
the prediction of an output sequence y1, . . . , yn, yi ∈ {1, . . . , |L|}, where L is a
determined set of labels and yi is the respective label for wi.

We adopted an MTL architecture based on deep bi-directional recurrent neu-
ral networks (Bi-LSTM). The MTL can be understood as a layer-sharing method

1 https://www.linguateca.pt/Floresta/corpus.html#download
2 https://github.com/UniversalDependencies/UD Portuguese-Bosque
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that helps models deal with different tasks simultaneously. Therefore, such inter-
mediary representations allow different tasks to benefit from each other, stimulat-
ing the standard practical knowledge learning process. Considering the proposed
sequence labeling model, we may, for example, experiment with part-of-speech
(POS) tagging and syntactic chunking predictions for the same input sentence.

Long Short-Term Memory (LSTM) [10] is a particular flavor of recurrent
neural networks (RNN) widely applied in NLP tasks that enables long-term
dependency learning. It may also be considered an instance that primarily aims
to eliminate the vanishing gradient problem observed in the ‘vanilla’ RNN [7]
since the latter cannot correctly handle long sequences of tokens [16].

Explained in a simple way, the LSTM architecture, consider RNNs as a black-
box abstraction. One may view LSTMs as an instance of a RNN interface. RNN
may be seen as a function RΘ(w1:n) mapping a sequence of n input vectors
w1:n, wi ∈ Rin, to output vector h1:n, hi ∈ Rout. Applying RΘ(w1:n) to all pre-
fixes w1:i, 1 ≤ i ≤ n of w1:n, result in n output vectors h1:n, where h1:i is a
summary of w1:i.

Layers of RNN are called deep RNN. A k−layer RNN are a set of k RNN
functions (RNN1,RNN2, . . . ,RNNk) feeding each other. A bidirectional RNN is
composed of two RNNs, RNNF and RNNR, one that reads the sequence in one
order, e.g., forward, and the other reading it in reverse.

We employed an architecture-based Bi-LSTM following Søgaard and Gold-
berg reference work [16]. They show that this architecture can explore contextual
information to process long sequences. Our proposed model comprises an em-
bedding layer that feeds two hidden layers (forward and backward), composed
of 300 units. The model was trained using back-propagation and Stochastic
Gradient Descent (SGD), employing batch sizes of 64 with a learning rate of
0.01. The training process lasted ten epochs. All the hyper-parameters were
defined empirically. The Bi-LSTM implementation was accomplished with the
nlp-architecture3 Python module [1].

4 Experiment

We recall that although the Bosque corpus version 8 is composed of 18,804 sen-
tences, only part of this corpus, 9,364 sentences, were annotated under UD,
assembling the UD Portuguese-Bosque. Further, these 9,364 sentences are di-
vided into three subsets: learning-train (8,328), dev (560) and test 476. Since
not all the sentences have NP and some processing errors, such as bugs reading
the XML file, only 8,585 sentences were used, corresponding to 91,6% of the
9,364. Table 1 below depicts the number of sentences used for both corpora, the
learning (7,605) and the test (444) corpus.

Based on the syntactic annotations provided by the Bosque corpus (v.8), we
acknowledge noun phrase chunks searching for tokens inside the noun phrase
(‘NP’ category) also considering the alongside adjectives (‘adpj’ category). Fig-
ure 1(a) illustrates such annotations in the Bosque SimTreeML format.

3 https://intellabs.github.io/nlp-architect/
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Table 1. Number of sentences for the used corpora.

Bosque v.8 UD Portuguese-Bosque
subset (constituency) (original)

learning-train 7,605 8,328
dev 536 560
test 444 476
Total 8,585 9,364

Fig. 1. Steps performed to the annotation process.

After that, we annotate each token from every sentence with the respective
labels from the Universal Dependencies (UD) annotation format. In parallel,
NP chunks were labeled with the IOB (Inside–Outside–Beginning) format [14].
Figure 1(b) illustrates the final annotated example.

Following the work of Lacroix [11], we aim to detect minimal, non-recursive
noun phrases. For example, in the sentence “O 7 e Meio é um ex-libris da noite
algarvia.”, we consider the following constituents: “O 7 e Meio”, “um ex-libris”
and “a noite algarvia.”. Thus, we do not consider a single long noun phrase for
“um ex-libris da noite algarvia.”, but the aforesaid minimal version instead.

4.1 Evaluation

We assembled the Bosque data division in train-development-test subsets ac-
cording to the work of Rademaker et al. [13]. See Table 1. Later, we trained
the model with the previously mentioned method in Section 3.2. Running the
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test against the full reserved test set, we obtained an F-measure of 85.1%. See
Table 2.

Table 2. Evaluation metrics for the Bi-LSTM network model in %.

Precision Recall F-measure

84.8 85.3 85.1

We may also see in Figure 2 an example of a prediction outputted by the
trained model that correctly identifies the noun phrases present in the input
sentence provided, based on the IOB pattern.

Fig. 2. Noun phrase prediction produced by the proposed model.

5 Considerations

A rudimentary qualitative analysis of the outputs reveals that the model could
detect the desired minimal noun phrase chunks performing slightly better on
sentences with simple syntax. Even so, many of the longest and most complex
sentences were also labeled correctly. Quantitatively, an F-measure of 85.1% is
not a state-of-the-art achievement. Although this work is not comparable with
the work of Lacroix [11] that achieved an F-measure of 89.9%, we considered our
result an encouraging preliminary one. The Bi-LSTM classifier was used with its
default parameters, suggesting that an optimized gradient boosting approach like
XGBoost would provide more gratifying results. The obtained F-score establishes
our approach as a feasible method for Portuguese text chunking.

Although a comprehensively qualitative manual inspection of the errors shall
be the subject of a prospective study, a casual manual search for minimal NP
reveals some inconsistencies in the original POS tagging. Below we highlight the
expression “(P)presidente da (R)república”, which should not be tagged as a
minimal NP. One may see a possible disagreement between human annotators
in the following expressions.

1. . . . o governador do Rio e o Presidente[PROPN] da República[PROPN]
chamaram o Exército.

2. . . . o presidente[NOUN] da República[NOUN] abriu uma fresta . . .
3. No caso de impedimento de o presidente[NOUN] da República[PROPN]

. . .
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In the previous examples the word “Presidente”, with a capital ‘P’ is tagged
as Proper Noun while “presidente” is tagged as Noun. Respectively “República”
appears with two distinctive tags, Proper Noun and Noun. Originally, the ex-
pression in the first sentence, “Presidente da República” was tagged as a NP,
while for the second and third sentences, “presidente” and “República” were
tagged individually as NP.

These last divergent examples encourage an extensive investigation, even if
insufficient to justify the modest F-measure obtained. We note that the learning
step might be impaired on comparable divergences due to the relatively small
training dataset for the enormous variety of similar expressions.

6 Conclusion

We inferred that the method proposed has much potential for chunking detection
that takes advantage of the characteristics presented in the UD pattern. We also
believe that expanding learning corpora annotated under UD will foster more
encouraging results. An accuracy over 95% and new methods to extract other
types of chunks (prepositional, adverbial, and adjective) are some future works
we are pursuing.
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