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Abstract

Depression is a common and serious mental
illness that early detection can improve the pa-
tient’s symptoms and make depression easier
to treat. This paper mainly introduces the rel-
evant content of the task "Detecting Signs of
Depression from Social Media Text at DepSign-
LT-EDI@ACL-2022". The goal of DepSign is
to classify the signs of depression into three
labels namely "not depressed"”, "moderately de-
pressed”, and "severely depressed” based on
social media’s posts. In this paper, we pro-
pose a predictive ensemble model that utilizes
the fine-tuned contextualized word embedding,
ALBERT, DistilBERT, RoBERTa, and BERT
base model. We show that our model outper-
forms the baseline models in all considered
metrics and achieves an F1 score of 54% and
accuracy of 61%, ranking 5th on the leader-
board for the DepSign task.

Keywords. sentiment analysis, depression de-
tection, ensemble model, BERT, social media text

1 Introduction

In our current society, depression is a common but
serious mental disorder that involves sadness and
lack of interest in all day-to-day activities (GHD;
Evans-Lacko et al., 2018). Depression can nega-
tively affect different aspects of a person’s life and
can cause a person to suffer severely and function
poorly at work, in the family, or in society in gen-
eral and at its worst, depression can lead to suicide.
Based on the data provided by World Health Orga-
nization, Over 700,000 people die due to suicide
every year (WHO). Therefore, early diagnosis of
this problem is very important and is a challenge for
individual and public health (Losada et al., 2017).

Because of the complex nature of any mental
disorder, it is very difficult to diagnose a patient’s
mental illness by traditional approaches. However,
due to the integration of social media into people’s
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daily lives, evidence has been presented to diagnose
depressive symptoms using data provided by users.
The study of social media, especially in the field
of public health, is rapidly growing. On social me-
dia platforms such as Facebook, Twitter, Instagram,
and others, people can freely interact with each
other and share their thoughts, feelings, ideas, emo-
tions, activities, etc and express themselves through
the content they post on these platforms. This leads
to a large amount of data that contains valuable in-
formation about people’s interests, moods, and be-
haviors. Hence many researchers claim that social
media analysis is a very helpful source in various
contexts especially in mental health understanding
(Martinez-Castafio et al., 2020).

2 Related Work

There have been many studies on the prediction
of social media mental disorders in which the data
were collected directly from user surveys using
some well-known questionnaires or from public
posts using keywords, related phrases, or regular
expression (Safa et al., 2021). Several approaches
to study mental health have been proposed through
the analysis of user behavior on social media. Men-
tal health has been studied on different social media
platforms such as Twitter, Instagram, Flickr, and
Facebook. In (Orabi et al., 2018), using a deep neu-
ral network, an analysis was performed to diagnose
depression on the Twitter database. (De Choudhury
et al.), has also analyzed Twitter social media text
for public health prediction.

Binary and ternary classifications are two types
of classification problems here. In the first one, sen-
timents are classified into two polarities or classes:
Positive and Negative (Tanna et al., 2020), and in
the ternary classification, the sentiments are clas-
sified into three classes as Positive, Negative and
Neutral (Arora and Arora, 2019; Chen et al., 2018)
which in this case, more classification error is ex-
pected than binary classification.
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For more accurate classification, the data can be
classified into several subclasses. In (Al Asad et al.,
2019) for example, having a level of depression
from 1-55% is considered as non-depressed and
above level of 55% is considered as depressed. The
defined subclasses were normal, mild depression,
borderline depression, moderate depression, and
severe depression.

In this article, we specifically focus our efforts
on this kind of classification task. Our goal is to
distinguish between the normal users, users with
mild depression, and those with severe depression.

Label Train Dev
Not depressed 1,971 1,830
Moderate 6,019 2,306
Severe 901 360
Total instances 8,891 4,496

Table 1: Train and Validation data-sets description.

2.1 Data

The data-test provided by the organizer (Durairaj
et al.), contains social media comments in English.
It comprises training, development and test set, in
which 8,891 are assigned for training, 4,496 for
development, and 3,245 for testing. The data set
contains three tags as follow:

* not depressed: This tag indicates that sentence
shows the absence of depression,

* moderately depressed: This tag indicates de-
pressive symptoms,

* severely depressed: This tag indicates severe
states of depressed mood.

Figure 1 illustrates how the different classes are
represented in the data sets, which shows that the
distribution of examples in the classes are imbal-
anced for both train and development data-set. The
details of the data-set and three example sentences
are shown in Table 1 and Table 2 respectively.

3 Transfer Learning

Typically, models are trained from scratch with
random initialization of network parameters. But
in another approach, the model is first pre-trained
for a general task and then tuned to a specific task,
which allows the model to be trained faster with
less training data. Originally, transfer learning is
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Figure 1: class-wise distribution of the data-set.

known for fine-tuning the deep learning models
taught on the ImageNet data-set (Deng et al., 2009).
Recently, several techniques and architectures of
transfer learning have been emerged, which has
significantly improved most NLP tasks. Transfer
learning can be used in applications where there is
not sufficient training data for that task. The first
phase of the transfer learning strategy is generally
referred to as semi-supervised training in which the
network is first trained as a language model on a
comprehensive and large data set and then followed
by supervised training that is trained by the desired
labeled training data set.

3.1 BERT

Bidirectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2018) is a deep
transformer model designed to learn deep bidirec-
tional representations of natural language from a
huge unsupervised text corpus. In terms of size,
there are three BERT models. The base model con-
sists of 12 transformer blocks, 768 hidden blocks,
12 self-attention heads, and has 110M trainable
parameters.

BERT uses two tasks called Masked Language
Model(MLM) and Next Sentence Prediction(NSP)
to train the model. In the MLM task, before feed-
ing word sequences into BERT, 15% of tokens
are covered by [MASK] token and the model tries
to predict the original value of the covered token
based on non-masked words in the input sequence.
In the NSP task, the BERT model takes a pair of
sentences as input and, by understanding the re-
lationship between two sentences, predicts if the
second sentence in the pair is the subsequent sen-
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Text Label
My life gets worse every year : That’s what it feels like anyway.... moderate
Words can’t describe how bad I feel right now : I just want to fall asleep forever. severe

Is anybody else hoping the Coronavirus shuts everybody down?

not depressed

Table 2: Some examples of labeled training data-sets.

Model Accuracy Recall Precision Weighted F1-score Macro F1-score
BERT 0.55 0.52 0.48 0.56 0.50
ALBERT 0.56 0.51 0.50 0.57 0.51
DistilBERT 0.52 0.50 0.48 0.59 0.49
RoBERTa 0.57 0.53 0.51 0.60 0.52
Ensemble Model 0.61 0.57 0.52 0.62 0.54

Table 3: Label-averaged values for each metric for BERT-based model, ALBERT, RoBERTa, DistilBERT, and the

proposed ensemble model.

tence in the original document.

Unlike traditional models, which looked at a text
sequence only from one direction, the BERT en-
coder attention mechanism applies bidirectional
training of Transformer, which learns information
from both the left and right sides of a word, allow-
ing the model to catch a deeper sense of language
context.

3.2 ALBERT

A Lite BERT (ALBERT) is a model for self-
supervised learning of language representations
that has a similar backbone to the original BERT
(Lan et al., 2019). It presents two parameter-
reduction techniques to reduce memory consump-
tion and increase the training speed of BERT. Like
BERT, ALBERT is also pre-trained on the English
Wikipedia and the Book CORPUS data-set, which
contains a total of 16 GB of uncompressed data.
The ALBERT model tries to mimic the BERT base
model with 768 hidden states, cross-layer param-
eter sharing, and smaller embeddings size due to
factorization. Unlike BERT, it has only 12 million
parameters which makes a big difference when
training the model.

3.3 DistilBERT

DistilBERT (Sanh et al., 2019) is a small, fast,
cheap, and light Transformer model that was pre-
trained on the same corpus in a self-supervised
fashion, using the BERT base model as a teacher.
DistilBERT performs a knowledge distillation tech-
nique during the pre-training phase. This technique
reduces the size of a large model called teacher
into a smaller model called the student by 40%. It

promises to run 60% faster while preserving 97%
of its performance, as measured on the GLUE lan-
guage understanding benchmarks. So, DistilBERT
is an interesting option for producing large-scale
transformer models.

3.4 RoBERTa

A Robustly optimized BERT Pretraining Approach
(RoBERT3) is also a pre-training of BERT (Liu
et al., 2019). The goal of this model was to opti-
mize the training of BERT architecture to reduce
pre-training time. The model is trained for longer,
with 1000% more data and computation power than
BERT.

RoBERTza includes additional pre-training im-
provements in self-supervised systems that can
achieve advanced results with less reliance on
data labeling. To improve the training process,
RoBERTa removes the Next Sentence Prediction
(NSP) task employed in BERT’s pre-training and
introduces dynamic masking during training so
that the masked token changes during the training
epochs. Larger mini-batch size and learning rate
were also found to be more useful in the training
procedure. Importantly, RoOBERTa uses 160 GB
of text for pre-training, including 16GB of Books
Corpus and English Wikipedia used in BERT. Com-
pared to DistilBERT, RoBERTa improves the per-
formance while DistilBERT improves the inference
speed.

4 Methodology

In this work, an ensembling strategy was used to
fuse the results of several BERT models. Given
that, each of these pre-trained models has its
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strengths and weaknesses as different classifica-
tion methods. As a result, ensembling them can
improve the result.

Each constituent model is trained on a pretty
same training data and the same loss function
is used for parameter estimation of each model.
Our experiments showed that each of these mod-
els makes different errors. So, for this problem,
we have used the majority voting mechanism to
make the final prediction to use the strength of
each model (see in Figure 2).

Output

Ensemble

DistiIBERTU

RoBERTa

BERT ALBERTU

Transformer Block Transformer Block Transformer Block Transformer Block

Transformer Block Transformer Block Transformer Block

Sentence Sentence Sentence Sentence

Figure 2: Architecture of the proposed ensemble model.

Before fine-tuning each of the pretrained mod-
els, the proper number of epochs must be known.
Using a validation data-set that is held back from
training, we identify overfitting by looking at val-
idation metrics like loss and accuracy and define
correct number of epochs for training each model.
Whenever the loss value in the validation set in-
creases, it means that network training should be
stopped by this number of epochs. From then on,
given the data-set for this task, we train the model
and tune it to the predefined number of epochs to
perform well on unseen data points.

4.1 Results

After training the ensemble model, it was eval-
vated with the test data-set. Depending on the
number of models in the voting-based ensemble
model, the same number of test data answers are
obtained. Then, the unlabeled test set can be clas-
sified by the majority voting ensemble learning
method. The accuracy results obtained on the eval-
uation data-set for all models are shown in Tabel 1.
The results show that the ensemble-based model
utilizing contextual embeddings outperforms other
single-model classifiers in all considered metrics
and achieves an F1 score of 54% and accuracy of
61%.

4.2 Conclusion

This paper presents a BERT-based ensemble model
to predict depression levels based on the given la-
bels: not depressed, moderately depressed, and
severely depressed. The proposed ensemble model
achieved competitive results for the label prediction
on the DepSign task and ranked 5th among more
than 30 submissions. By considering the achieved
improvement, future works could be examining
other language models, other ensemble strategies,
and use other inputs such as related dictionaries,
NLP tools, and etc.
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