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Abstract

A key component of fact verification is the evi-
dence retrieval, often from multiple documents.
Recent approaches use dense representations
and condition the retrieval of each document
on the previously retrieved ones. The latter
step is performed over all the documents in the
collection, requiring storing their dense repre-
sentations in an index, thus incurring a high
memory footprint. An alternative paradigm
is retrieve-and-rerank, where documents are
retrieved using methods such as BM25, their
sentences are reranked, and further documents
are retrieved conditioned on these sentences,
reducing the memory requirements. However,
such approaches can be brittle as they rely on
heuristics and assume hyperlinks between docu-
ments. We propose a novel retrieve-and-rerank
method for multi-hop retrieval, that consists
of a retriever that jointly scores documents in
the knowledge source and sentences from pre-
viously retrieved documents using an autore-
gressive formulation and is guided by a proof
system based on natural logic that dynamically
terminates the retrieval process if the evidence
is deemed sufficient. This method is compet-
itive with current state-of-the-art methods on
FEVER, HoVer and FEVEROUS-S, while us-
ing 5 to 10 times less memory than competing
systems. Evaluation on an adversarial dataset
indicates improved stability of our approach
compared to commonly deployed threshold-
based methods. Finally, the proof system helps
humans predict model decisions correctly more
often than using the evidence alone.

1 Introduction

With the growing volume of potentially misleading
and false claims (Graves, 2018), automated fact
verification (Hardalov et al., 2022; Guo et al., 2022)
is of growing interest. A key component of open-
domain fact verification systems is the retrieval of
relevant documents from a knowledge base (KB)
which provide the necessary evidence supporting

Claim: The 66th Primetime Emmy Awards was hosted by
an Iraqi comedian born in 1973.

Evidence Documents:
66th Primetime Emmy Awards

The 66th Primetime Emmy Awards honored the best in
U.S. prime time television programming from June 1,
2013 until May 31, 2014, as chosen by the Academy of
Television Arts & Sciences. Comedian and Late Night
host Seth Meyers hosted the ceremony for the first time.
Seth Meyers

Seth Adam Meyers (born December 28 , 1973) is an
American comedian , writer , producer , political
commentator , actor , media critic , and television host. He
hosts Late Night with Seth Meyers, a late-night talk show
on NBC. Prior to that, he was a cast member and head
writer for NBC’s Saturday Night Live (2001–2014).

Verdict: Refuted

Figure 1: A FEVER example where multiple documents
are required for verification (relevant evidence in red).

or refuting a claim. Evidence retrieval accuracy
correlates strongly with fact-checking accuracy, as
observed in a recent shared task (Aly et al., 2021b).

Document retrieval for fact verification can be
complex, as required evidence is often found in
multiple documents, with each document contain-
ing partial information needed to assess the veracity
of a claim. An example is shown in Figure 1. Given
the claim “The 66th Primetime Emmy Awards was
hosted by an Iraqi comedian born in 1973.", infor-
mation from two documents has to be considered
to verify the claim: one mentions the person who
hosted the Awards, and another provides informa-
tion about this person. The claim itself is often not
leading to the second document, and it is rather
misleading as it mentions incorrect information
that would retrieve irrelevant documents (i.e. about
Iraqi comedians). Instead we need to condition the
retrieval of some evidence pieces on other evidence
documents, (i.e. that Seth Meyers is the host of the
66th Primetime Emmy Awards).

6123



Autoregressive

Retriever

Natural Logic

Sufficiency Proof

Generator

Seth Meyers

Sufficient?

66th Primetime Emmy

Sentence Reranker

Jack McBrayer (born May 27, 1973)
is an American actor and comedian
...

James McBrayer1

James McBrayer

Kenneth Parcell

66th Primetime Emmy.1

2

Tom Bergeron

James McBrayer1

2

3

Documents 

Et

 
Tom Bergeron (born May 6, 1955) is an
American television personality ...

Comedian and Late Night host Seth
Meyers hosted the ceremony for the
first time.

66th Primtime Emmy Awards3

Tom Bergeron2

Claim: The 66th Primetime Emmy Awards was hosted by an Iraqi comedian born in 1973.
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Figure 2: The AdMIRaL pipeline. At hop t, given the claim and sentences Et from documents Dt, a proof is
generated to predict whether the evidence Et is sufficient for verification or whether additional evidence is needed.
If sufficient, the retriever terminates, otherwise, our autoregressive retriever scores documents in the KB jointly with
Et updating the documents to Dt+1, before they are passed to the sentence reranker to obtain Et+1.

Recent approaches to multi-hop retrieval for fact
verification commonly use dense representations
for both claim and documents, and condition the
retrieval of each document on the previously re-
trieved ones (Xiong et al., 2021; Khattab et al.,
2021). After each iteration (hop), the claim rep-
resentation is modified and compared against the
entire KB, necessitating to store all document repre-
sentations in a dense index. However, typically mil-
lions of documents are considered, thus the dense
index has a large memory footprint (see Table 1).
An alternative paradigm is Retrieve and Rerank
(RnR) (Nie et al., 2019; Stammbach, 2021; Malon,
2021), where candidate documents are retrieved,
sentences from them are reranked, and then condi-
tioned on the top-ranked sentences additional doc-
uments are retrieved. By retrieving the candidate
documents using sparse retrievers (e.g. BM25) a
dense index becomes unnecessary, while a dense
reranker can still be used to take advantage of dense
representations. Yet, to reach competitive multi-
hop performance, RnR systems assume links be-
tween documents and rely on heuristics, such as
down-weighting hyperlinked documents by a fixed
factor, assuming evidence from the first iteration
is more important. Heuristics might not general-
ize well across datasets, and while links between
documents are beneficial when available (e.g. in
Wikipedia), many textual KBs do not have them.

Datasets
Model HoVer FEVER FEVEROUS-S

BM25 3.0GB 6.1GB 20.4GB

MDR 32.1GB 72.8GB –
ColBERT 81.3GB – –
ColBERTv2 16.0GB 34.4GB 124.2GB
AdMIRaL (Ours) 3.3GB 6.4GB 20.7GB

Table 1: Memory footprint for different datasets of sev-
eral sparse/dense retrieval models. FEVER/HoVer con-
sider only Wikipedia introductions, while FEVEROUS-
S consists of entire Wikipedia pages.

To address these challenges we propose
AdMIRaL (Autoregressive document Multi-hop
Information Retrieval with Natural Logic-
guidance), a novel multi-hop document retriever
for RnR that consists of two components: i) a
retriever that jointly scores documents in the KB
and sentences reranked from previously retrieved
documents using an autoregressive formulation
(De Cao et al., 2021), ii) a proof system using
Natural Logic (MacCartney and Manning, 2014)
to assess the sufficiency of the evidence retrieved
to verify a given claim, and terminate the retrieval
of further documents. The method is illustrated in
Figure 2. By retrieving using an autoregressive
formulation, generating document and sentence
identifiers jointly token by token and conditioned
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only on the context, AdMIRaL does not need
to store dense representations in an index. The
proof system controls the merging of evidence
documents between hops while being faithful and
interpretable with regards to system’s operation in
each hop.

We improve document recall and F1 by 1.4%
and 4.6% over the state-of-the-art performance on
FEVER (Thorne et al., 2018) respectively, and are
competitive with state-of-the-art performance on
HoVer (Jiang et al., 2020) and the sentence-only
version of FEVEROUS (i.e. excluding tables) (Aly
et al., 2021a), while using 5 to 10 times less mem-
ory than competing dense retrieval systems and a
runtime complexity more favourable when scaling
to large KBs. We further assess the robustness
of AdMIRaL on an adverserial version of FEVER
(Hidey et al., 2020), and show performance gains
using various initial retrievers. Finally, human eval-
uation indicates that the natural logic proofs help
humans predict model decisions correctly more
often than using the evidence directly.1

2 Related Work

Early approaches to multi-hop document retrieval
for automated fact verification are based on the
RnR paradigm. They use sparse or entity-linking
based retrievers to find candidate documents (e.g.
(Hanselowski et al., 2018)), rerank sentences in a
classification formulation (such as ESIM (Thorne
et al., 2018) or pre-trained encoders (Liu et al.,
2020; Zhong et al., 2020)), and use hyperlinks to
find additional documents (Nie et al., 2019; Stamm-
bach and Neumann, 2019). The aforementioned
approaches are limited to two iterations, using hy-
perlinks extracted from the initial list of candidate
sentences to be considered as additional documents
in a second iteration. Assuming that the evidence
from the first iteration (i.e. initial retrieval) is more
important, Stammbach (2021) down-weight hy-
perlinked documents by a fixed factor. Malon
(2021) proposes the use of a generative model
that imagines missing evidence sentences and se-
lects new sentences based on word overlap. Indi-
rect improvements to multi-hop RnR are achieved
through stronger document retrieval models, such
as GENRE (De Cao et al., 2021), or more accurate
rerankers (Stammbach, 2021; Jiang et al., 2021a).
GENRE in particular produced state-of-the-art re-
sults on document retrieval for fact verification,

1https://github.com/Raldir/AdMIRaL

by generating documents using an autoregressive
formulation, not necessitating a dense index.

Multi-hop dense passage retrieval (MDR)
(Xiong et al., 2021) iteratively retrieves evidence
documents using dense passage retrieval (DPR)
(Karpukhin et al., 2020), a bi-encoder that encodes
claim and documents separately and uses efficient
maximum inner-product search to score each doc-
ument in the KB. Since the search space grows
exponentially with each iteration in the number
of documents in the KB, MDR uses beam search
to aggressively prune the search space which re-
duces scalability to many hops. In contast, Khattab
et al. (2021)’s Baleen retriever performs multi-hop
document retrieval by condensing retrieved docu-
ments after each iteration into a condensed context
(i.e. sentence(s)) that is used to update the dense
representation of the claim, reducing the search
space by omitting all other candidates. While con-
densing is similar to the reranking step of RnR,
Baleen then still scores each document in the KB
at each hop, like MDR. They further propose late
interaction (FLIPR), which allows different parts
of the claim to match different relevant parts of
documents. Indicative of the challenge of scaling
to large KBs is that out of 12 systems submitted
to the FEVEROUS shared task (Aly et al., 2021b),
with FEVEROUS being the fact verification dataset
with the largest KB) not a single one opted to use a
dense retrieval index.

Beyond fact verification, in question answering
(QA), sophisticated graph based retrieval models
have been proposed that make explicit use of links
in the KB (Asai et al., 2020; Li et al., 2021). Of
particular relevance is the approach of (Qi et al.,
2021), that uses the feedback of the reader after
each iteration to determine whether the answer has
been retrieved and is sufficient, thus determining
the number of hops dynamically instead of fixing it
in advance. In their QA benchmark, all answers to
the questions can be found in the source; however
in many fact verification datasets a key challenge
included are claims that cannot be verified using
the KB. Moreover, as explained false information
mentioned in claims can be misleading, making
the stopping criterion based on sufficiency for fact
checking more challenging.

3 AdMIRaL

Given a KB consisting of documents D, the task of
document retrieval for fact verification is to find the

6125

https://github.com/Raldir/AdMIRaL


set documents D = {d1, . . . , dn} ⊂ D that is suf-
ficient to support or refute a claim c.2 We assume
that each document is associated with a unique doc-
ument title, following previous work (De Cao et al.,
2021). In the case of multi-hop retrieval n must be
larger than 1. In the RnR paradigm the retrieval is
done in three steps: (i) find and return the k best-
scoring document sets Dt = {D1

t , . . . D
i
t . . . D

k
t },

with t being the current retrieval iteration, with
t ≥ 1 and |Di

t| = t, and Di
1 the ith best-scoring

single-hop document set of length 1 (i.e. a single
document), (ii) rerank sentences from the k doc-
ument sets in Dt into the top l sentences Et, iii)
use Et to update the set of document sequences to
Dt+1. Steps two and three are then repeated for
a total of n hops. Since n is not known a priori
for a given claim previous work sets n to an upper
bound of the dataset.

AdMIRaL performs the third step of RnR in two
stages: (i) the retrieval of Dt+1 by jointly scoring D
and Et using a generative model in an autoregres-
sive framework that cross-attends over the claim
c and Et, (ii) a dynamic retrieval termination cri-
terion formulated as an evidence sufficiency task
by generating a proof of Natural Logic (MacCart-
ney and Manning, 2014) based on Proofver (Kr-
ishna et al., 2022), hence the number of hops ndyn
for AdMIRaL is being determined dynamically for
each claim given the evidence Et, with ndyn ≤ n.

3.1 Autoregressive Document Retrieval
Given a claim c and the top-ranked sentences Et,
we formulate AdMIRaL as a pointwise reranker
for document sets Di

t+1 of length t + 1, i.e. sets
containing one more document (hop) than the ones
in Dt. The scoring function for Di

t+1 is defined
jointly over Di

t and dt+1. We consider the sen-
tences Et to be an approximation of all relevant
information in Dt regarding c, yet in much more
compact form. Hence, we define the score of a set
of documents Di

t as the sum of the scores of all its
possible underlying sentence combinations :

score(Di
t+1|c, Et)

= scored(d1, . . . , dt, dt+1|c, Et)

=
∑

s1∈d1,...,st∈dt
scores(s1, . . . st, dt+1|c, Et),

(1)
2In FEVER, if a claim is labelled with not enough evi-

dence (NEI) it has no documents associated with it, unlike
in FEVEROUS and HoVer (HoVer merges refuted and NEI
instances in one class, not supported).

with dt+1 ∈ D. Thus Eq.1 scores Di
t+1 jointly

on D and Et. Since we assume all relevant in-
formation of Dt is in Et, the scoring function
scores(S, dt+1|c, Et), with S = {s1, . . . , st}, only
scores sets {S, dt+1} where all sentences of S are
in Et. The scoring function is computed using a
generative model with an autoregressive formula-
tion over the unique document titles, conditioning
the score of dt+1 on S:

score(S, dt+1|c, Et)

= pθ(S|c, Et) · pθ(dt+1|c, Et,S)

=

M∏

u=1

pθ(qu|q<u, c, Et)

︸ ︷︷ ︸
pθ(S|c,Et)

·
N∏

m=1

pθ(ym|y<m, c, Et,S)
︸ ︷︷ ︸

pθ(dt+1|c,Et,S)

, (2)

, where y is the sequence of tokens representing the
title of document dt+1, q is the sequence of tokens
representing the sentence identifiers (i.e. unique
sentence ids encoded in Et) of S, and θ are the
parameters of the model.

The scoring model is a generative pre-trained
transformer-based architecture, namely BART
(Lewis et al., 2020), allowing us to cross-encode
claim c and sentences Et (Petroni et al., 2019; Rad-
ford et al., 2019). Since the document sequences
are scored using only the claim and the information
Et, no document representations have to be pre-
computed and stored in an index. However, since
|D| is very large, it is infeasible to compute a score
for each set {S, dt+1}, instead we use beam search
to efficiently navigate the search space, searching
only for the q top-ranked sequences. Note that
the beam search for generation differs substantially
from the one used for iterative retrieval by Xiong
et al. (2021): our search is over the model’s vocab-
ulary and using a softmax operation for scoring,
not over the entire KB with a MIPS comparison
between all dense representations, the former being
substantially more efficient with a much smaller
search space. Since in traditional decoding any to-
ken from the vocabulary can be generated at any
position, we might generate sequences that are non-
existing document/sentence identifiers. We follow
De Cao et al. (2021) by constraining the generation
using a prefix tree (trie). In practice, we have to
switch between two search spaces: the sentence
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Claim: The 66th Primetime Emmy Awards was hosted by an Iraqi comedian born in 1973.
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Figure 3: Left: Illustration of the process of generating sufficiency proofs for training. For a given claim two proofs
are generated: one given sufficient and insufficient evidence. Insufficiency is predicted iff any mutation in the proof
sequence is assigned the independence operator.

and document identifiers, as we want to ensure that
sentence identifiers are generated first to condition
the generation of d. We achieve this by employing
dynamically constrained markup decoding (De Cao
et al., 2021), where markups are used during en-
coding to switch between search spaces. The q top-
ranked document sets are then returned as Dt+1.

Training We train a separate model for each hop
t using maximum likelihood estimation, follow-
ing the Neural Machine Translation fine-tuning of
BART (Lewis et al., 2020), computing the log prob-
ability of a document title (as a sequence of tokens)
given Eg and the claim c. Given an ordered list
of gold evidence sentences Eg of length m, with
m ≤ n, we consider as input during training the
first m− 1 evidence elements, and the document
title of the remaining evidence sentence to be y.
In cases where an explicit ordering of evidence
sentences is not available, we generate all t − 1
combinations of splitting Eg into input and output
data. See appendix A.1 for details.

3.2 Evidence Sufficiency with Natural Logic
To determine whether the retrieved evidence is suf-
ficient for the claim being verified, we generate a
proof using natural logic (MacCartney and Man-
ning, 2014), inspired by recent work who used it
for verification (Krishna et al., 2022). Given a
claim c and the evidence sentences Et, a seq2seq
model generates a proof sequentially in an autore-
gressive formulation, from left to right. Each part

of the claim c is sequentially mutated into an ev-
idence span of Et, with a natural logic operation
(NatOp) defining the nature of the mutation. We
consider four out of seven NatOps defined in (Mac-
Cartney and Manning, 2014) for the sufficiency
proof: equivalence (≡), negation (¬), alternation
(⇃↾), and independence (#). See Figure 3 for an
example (bottom left). Mutations between semanti-
cally equivalent spans are assigned the equivalence
NatOp (≡), such as The 66th Primetime Emmy
Awards. The mutation of the claim span by an Iraqi
comedian is assigned the independence NatOp (#),
indicating that no related evidence span exist in
the Evidence Et. We do not consider the cover
NatOp (⌣), forward entailment NatOp (⊑) and re-
verse entailment NatOp (⊒) as they are not conclu-
sive indicators for sufficiency and can be replaced
with independence for our purposes. For instance,
Africa ⊑ Tunisia holds, yet given a claim “Ryan
Gosling has been to Africa." and evidence “Ryan
Gosling has been to Tunisia.", further evidence that
links Tunisia to Africa is required for the evidence
to be sufficient.

To determine the sufficiency based on the gener-
ated proof, we consider the sequence of operators
assigned to each mutation. We predict insufficiency
iff any mutation in the proof sequence is assigned
the independence operator. The proof-based suf-
ficiency prediction is faithful by construction and
provides an and explainable sufficiency prediction
for multi-hop systems.
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Since claim-evidence pairs annotated with nat-
ural logic proofs for sufficiency prediction are not
available, we generate them. For each claim we
generate two proofs: one based on insufficient and
one on sufficient evidence (see Figure 3). Given
incomplete and complete evidence for a claim,
we first use ProofVER (Krishna et al., 2022) to
generate the respective initial proofs. However,
since ProofVER has been trained on data anno-
tated with heuristics targeting the assessment of
a claims veracity, ProofVER’s NatOps specifying
mutations are not suitable for our purpose of pre-
dicting the sufficiency of evidence. Hence, we
reassign NatOps in each initial proof to ensure its
consistency with the sufficiency of the input evi-
dence. First, all forward/reverse entailment NatOps
(⊑)/(⊒) are replaced with independence NatOps
(#). We then modify the fewest NatOPs in a proof
possible to reach the correct (in-)sufficiency pre-
diction. For proofs that indicate sufficiency of
evidence which is insufficient, we assign the in-
dependence NatOp to the mutation with the most
dissimilar claim and evidence spans, measured us-
ing cosine similarity of the mean-pooled contex-
tual representation of a pre-trained language model.
If a proof indicates insufficiency but is sufficient,
we first search for claim/evidence terms in mul-
tiple lexicons (Wordnet (Miller, 1995), Synonym
Antonym pairs of (Roth and Schulte im Walde,
2014), and PPDB (Pavlick et al., 2015)) to find
suitable matches, and then replace all remaining
independence NatOps with equivalence if the claim
is supported, or negation if refuted.

4 Experimental setup

Datasets We evaluate our multi-hop document
retriever on FEVER (Thorne et al., 2018), FEVER-
OUS (Aly et al., 2021a), and HoVer (Jiang et al.,
2020). FEVER consists of claims that predomi-
nantly require a single evidence sentence (87%).
Contrary to Xiong et al. (2021) who evaluate only
on the multi-hop part on FEVER, we report results
for multi-hop and the entire dataset; this is more
realistic as in practice it is unknown in advance
whether a claim requires multi-hop document re-
trieval. HoVer contains of 46%, 36%, and 18% two-
hop, three-hop, and four-hop claims, respectively.
Contrary to FEVER, and HoVer that only con-
sider the introductory section of Wikipedia pages,
FEVEROUS considers entire Wikipedia articles,
including semi-structured evidence in the form of

table (cells) and contains of 16% multi-hop claims.
From FEVEROUS we consider only the claims that
require exclusively sentence evidence, as we focus
on text retrieval (FEVEROUS-S), which constitutes
about 41% of claims in FEVEROUS.

Implementation Details The autoregressive
model for both retrieval and proof generation is
BART (Lewis et al., 2020), which are trained in-
dependently from each other. For the initial re-
trieval, we first retrieve document candidates D1

for all three datasets using GENRE, fine-tuned on
the KILT version of FEVER (Petroni et al., 2021),
and BM25 based on Pyserini (Lin et al., 2021).
To rerank the sentences of these documents and
keeping the top l = 5 in E1, we use the token-level
evidence selection model of (Stammbach, 2021) for
FEVER, and the pointwise T5 reranker of (Jiang
et al., 2021a) for HoVer, and FEVEROUS-S. For
FEVER and FEVEROUS-S we consider the top
10 documents for reranking while for HOVER we
focus on the top 100, to keep scores comparable to
previous work.

5 Results

5.1 Multi-hop Document Retrieval

Document retrieval results on each dataset’s dev
set are shown in Table 2. Results include single-
hop retrievers, covering sparse retrieval (BM25),
entity-based (GENRE), and dense passage retrieval
(DPR). We further show the scores of the single-
hop retriever used for AdMIRaL, namely Ad-
MIRaL single-hop. We further compare AdMI-
RaL against state-of-the-art multi-hop retrieval ap-
proaches, including MDR, Baleen, and ColBERT-
Hop (Khattab et al., 2021), which all necessi-
tate a dense index. We further compare against
an RnR retriever that makes explicit use of hy-
perlinks in sentences to retrieve new documents,
as done in the multi-hop setting of Stammbach
(2021). The memory and computational require-
ments to run dense retrievers on FEVEROUS-S
exceeded our resources (see Appendix A.2), hence
results on FEVEROUS-S are only computed for
RnR, i.e. Jiang et al. (2021a) with hyperlinks, and
single-hop approaches. As seen in Table 2, AdMI-
RaL achieves the highest 2-hop recall score on all
datasets, and the highest overall recall on FEVER
and FEVEROUS-S, falling only behind Baleen
on HoVer. AdMIRaL improves 2-hop recall of
the initial retrieval by 34.8% percentage points on
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Recall@5 Recall@100
Model/Datasets FEVER FEVEROUS-S HoVer

2-hop Overall 2-hop Overall 2-hop Overall

Single-Hop

BM25 0.150 0.658 0.410 0.752 0.789 0.397
GENRE 0.191 0.892 0.330 0.705 0.382 0.107
AdMIRaL single-hop 0.357 0.928 0.441 0.799 0.886 0.470
DPR 0.191 0.754 – – – –

Multi-Hop

Hyperlinks 0.667 0.945 0.506 0.822 0.904 0.641
MDR† 0.691 – – – – –
ColBERT-Hop∗ – – – – 0.958 0.748
Baleen∗ – – – – 0.977 0.922
AdMIRaL (Ours) 0.705 0.956 0.610 0.847 0.977 0.817

Table 2: Document retrieval scores for 2-hop, and overall scores. To compare with previous work on HoVer, we
report recall@100 for supported claims on dev. † and ∗ indicate results taken from Xiong et al. (2021) and Khattab
et al. (2021), respectively. Bold numbers indicate best and underline the second-best score.

FEVER, 16.9% on FEVEROUS-S and by 9.1% on
HoVer. For the latter, overall scores increased by
even larger 34.7%, as AdMIRaL improves retrieval
substantially for HoVer claims requiring more than
2 hops. Furthermore, AdMIRaL is more precise
than state-of-the-art models, achieving an F1 im-
provement over MDR on FEVER by 4.6% and
over hyperlinks on FEVEROUS-S by 14.2% (see
Appendix A.3).

5.2 Efficiency
Memory Footprint AdMIRaL achieves overall
competitive performance while being an order of
magnitude more space efficient. AdMIRaL’s mem-
ory footprint is composed of the inverted index for
the initial BM25 retrieval and the prefix tree of the
document titles (excluding the model itself), result-
ing in a footprint of 3.3GB, 6.4GB and 20.7GB for
HoVer, FEVER, and FEVEROUS-S, respectively.
This is about 10 times less than MDR, 5 times
less than Baleen (ColBERTv2), and 27 times less
than ColBERT (see Table 1), since these necessi-
tate a dense index of all documents in the KB. The
footprint of AdMIRaL is comparable to RnR ap-
proaches (Stammbach, 2021), as the inverted index
is only a few hundred Megabytes of size, negligible
to the size of the inverted index.

Runtime Efficiency The runtime complexity of
a retriever consists of two components: step (i)
the indexing of the KB and (ii) the retrieval it-
self.3 Since AdMiRaL only builds a BM25 in-
dex for the initial retrieval - step (i) - is substan-

3The indexing efficiency is relevant as a KB’s content
frequently updates in the real world and so then must the
index.

tially faster than for dense retrievers such as Baleen.
Specifically, it takes 2 minutes and 32s to build
the HoVer index for AdMIRaL (and for Stamm-
bach’s RnR retriever), compared to 290 minutes
and 12s for Baleen’s dense index. For step (ii),
AdMIRaL scales better than dense retrievers with
respect to both KB size and the number of itera-
tions. Dense retrievers such as Baleen or MDR
scale by O(n|D|), with |D| being the number of
documents in the KB, as they do a comparison
to all documents in the KB at every iteration for
a total of n iterations, with n being the number
of iterations set to an upper bound. In contrast,
for AdMIRaL, only the initial retrieval depends
on the size of the KB (i.e. BM25), while the au-
toregressive retrieval at each hop depends on the
model’s vocabulary size, hence O(ndyn + |D|) (in-
cluding initial retrieval, otherwise O(ndyn)), with
ndyn ≤ n being the number of iterations accord-
ing to the dynamic termination of AdMIRaL. 4

However, the underlying constant of AdMIRaL is
large as it relies on two Encoder-Decoder models
(autoregressive retrieval + proof generation) and
a sentence reranker which makes it computation-
ally more expensive when used on relatively small
KB’s such as HoVer. We measure 2.87s on average
for a single HoVer query on AdMIRaL, 1.94s for
Baleen, and 0.69s for Stammbach (2021). How-
ever, on large KBs (such as FEVEROUS-S with 7x
the size of HoVer), the runtime is more favourable

4Reducing runtime through dynamic termination with Ad-
MIRaL would be challenging as the computational cost of the
proof generator itself is at least as high as the autoregressive
retriever. Investigating how dynamic termination can improve
multi-hop retrieval efficiency is an interesting future direction
to explore but is outside of our focus of AdMIRaL.
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for AdMIRaL than Baleen. While the memory re-
quirements to run Baleen on FEVEROUS-S exceed
our resources, already on a KB with twice the size
of HoVer, Baleen takes 2.30s, while AdMiRaL’s
runtime is nearly unchanged (2.88s).

6 Discussion

Autoregressive Generation We compare the
auto-regressive document scoring method of Ad-
MIRaL to some variants, namely a model that i)
considers only the top sentence of Et for scoring
and generation (Top-1) ii) does not score docu-
ments and sentences jointly, instead it only scores
documents, and the top-ranking documents are con-
catenated to the t highest-ranked documents of Dt

(Not-joint) iii) scores a ranked set of documents
directly (i.e. scoring Dt) (Joint-docs). We also eval-
uate a AdMIRaL model that exploits hyperlink in-
formation by concatenating a sentence’s hyperlinks
to its the end before being passed as input. Re-
sults are shown in Table 3. While Top-1 achieves a
comparable exact match score to AdMIRaL (even
slightly higher for two-hop claims), its recall is con-
siderably lower. On the contrary, Not-joint achieves
competitive recall, yet, lags behind in terms of ex-
act match accuracy, as the original order of the
top-ranked documents in Dt are largely unchanged.
Finally, Joint-docs performs worst overall, likely
due to the difficulty of evidence ordering during
training, as also observed by (Xiong et al., 2021).
Incorporating hyperlink information into AdMI-
RaL improves recall substantially, resulting to a
FEVER multi-hop state-of-the-art improvement of
0.16 percentage points.

FEVER
Model R@5 EM

Two-hop Overall Two-hop Overall

Initial 0.35 0.93 0.26 0.87
Top-1 0.67 0.94 0.52 0.88
Not-Joint 0.71 0.96 0.32 0.87
Joint-docs 0.59 0.94 0.43 0.87
Ours 0.71 0.96 0.51 0.89
Ours w/ hyperlinks 0.85 0.97 0.51 0.89

Table 3: Document retrieval scores for several variations
to proposed autoregressive retriever, R@5: Recall@5,
EM: Exact Match Accuracy.

Robustness We further evaluate the robustness
of our model by evaluating AdMIRaL on an adver-
sarial fact verification dataset DeSePtion (Hidey
et al., 2020), which consists adversarial attacks

generated as part of the FEVER2.0 adversarial
shared task (Thorne et al., 2019). The attacks con-
sider lexical variations/substitutions, entity disam-
biguation, (multi-hop) temporal reasoning, multi-
ple prepositions and multi-hop reasoning. Docu-
ment level results for models trained on FEVER
and evaluated on DeSePtion are shown in Table 4.
AdMIRaL achieves substantial increases over the
initial retriever and a BM25 baseline. Moreover,
while Not-joint achieves similar recall to AdMI-
RaL on FEVER, it performs worse on the adver-
sarial dataset. This highlights the brittleness of
adding new documents statically to the top-ranking
documents using a fixed position or threshold, as
commonly done.

Datasets
Model FEVER Adversarial-FEVER

Two-hop Overall Two-hop Overall

R
Initial 0.36 0.93 0.54 0.77
BM25 0.15 0.658 0.22 0.55
Not-Joint 0.71 0.96 0.72 0.84
Ours 0.71 0.96 0.74 0.86

EM
Initial 0.26 0.87 0.48 0.69
BM25 0.06 0.40 0.13 0.36
Not-Joint 0.32 0.87 0.50 0.71
Ours 0.51 0.89 0.56 0.73

Table 4: Document retrieval scores on the adversarial
dataset, R: Recall@5, EM: Exact Match accuracy.

Results with different initial retrievers Another
aspect we analyze is the stability of AdMIRaL with
different initial retrievers, i.e. the retrieval of E1.
Results are shown in Table 5. The relative im-
provements achieved by AdMIRaL are consistent
across retrievers, improving recall@5 for BM25,
KGAT (Liu et al., 2020), and (Jiang et al., 2021b)
(and (Stammbach, 2021) as used in AdMIRaL) on
FEVER, by an average of 33% percentage points
with a variance of 0.0004.

Initial Retriever Single-hop AdMIRaL
Two-hop Overall Two-hop Overall

BM25 0.065 0.486 0.370 0.780
KGAT 0.470 0.955 0.790 0.968
(Jiang et al., 2021a) 0.356 0.925 0.701 0.953
AdMIRaL 0.357 0.928 0.705 0.956

Table 5: Document retrieval scores using various meth-
ods for retrieving the initial evidence sentences E1, R:
Recall@5. Note that KGAT includes gold documents
before sentence re-ranking and hence has not been con-
sidered in our main experiments.
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Sufficiency Proof with Natural Logic To evalu-
ate the effectiveness of our proof-based approach to
determine evidence sufficiency, we compare AdMI-
RaL against four baselines: i) a model that always
considers the evidence to be complete/incomplete
ii) a binary classifier (BART with linear head)
trained to distinguish complete from incomplete
input, iii) a ProofVER generated proof, iv) a Natlog
proof generated solely by using lexical resources
and assigning unmatched mutations the indepen-
dence NatOp. We further compare our approach
against an oracle that always correctly decides
whether additional evidence is required. Results
on FEVER are shown in Table 6. In addition to
retrieval recall@5 the table shows insufficiency
precision and recall for multi-hop claims. Consid-
ering all evidence to be insufficient is equivalent
to running AdMIRaL’s retriever for a fixed num-
ber of iterations n. AdMIRaL’s sufficiency check
improves notably on it, also outperforming alter-
native sufficiency prediction methods. However,
we also note that there is substantial room for im-
provement as the oracle outperforms our current
approach in terms of precision, which translates to
a substantially higher retrieval recall@5.

Model FEVER Insufficiency
Two-hop Overall P R

All insuf 0.69 0.95 0.59 1.0
All suf 0.65 0.94 0.0 0.0
Classifier 0.69 0.94 0.61 0.87
ProofVER 0.68 0.96 0.61 0.76
Lexicon/KBs only 0.69 0.96 0.60 0.96
Ours 0.71 0.96 0.70 0.93
Ours w/ Oracle Merger 0.74 0.97 1.00 1.00

Table 6: Document retrieval scores, R: Recall@5, EM:
Exact Match. We further report scores on insufficiency
prediction in terms of recall and precision.

7 Human Evaluation of Sufficiency Proofs

A key advantage of AdMIRaL is the added inter-
pretability of our multi-hop retriever through our
proof-based sufficiency prediction. For instance,
after an initial retrieval hop our model might pre-
dict evidence insufficiency, with the indicated span
that information is missing for. If the model is not
able to find the relevant information in the next
hop, a user could consider a targeted modification
of the claim based on the sufficiency proof to en-
able the model to follow a different retrieval path.
Conversely, the model might erroneously indicate
evidence sufficiency, so the user can supersede the

model’s decision in an informed manner.

To explore the interpretability of our sufficiency
proofs, we conduct a forward prediction experi-
ment (Doshi-Velez and Kim, 2017). Human sub-
jects are asked to predict whether AdMIRaL con-
siders the evidence for a given claim to be suf-
ficient or not, by using the generated sufficiency
proof. The comparison baseline provides only the
evidence sentences instead. Since we are evalu-
ating the proof as an explanation mechanism to
humans, we ensured that no subject was familiar
with the deterministic nature of our approach. To
enable non-experts to make use of the proof, we
replaced the NatOps with English phrases, similar
to (Krishna et al., 2022) (see Appendix A.4).

The evaluation consists of 60 annotations from
6 subjects. Ten claims, each paired with an Ad-
MIRaL NatLog proof and baseline explanation are
annotated by three subjects. No subject annotates
the same claim for both AdMIRaL and baseline
explanation, as otherwise a subject might be influ-
enced by the explanation it has seen before for the
same claim. Using the sufficiency proofs, subjects
correctly predict the model’s decision in 70% of
cases, compared to the baseline’s 50%. The inter-
annotator agreement for both AdMIRaL’s and base-
line’s explanation is 0.80 Fleiss κ (Fleiss, 1971).
Moreover, annotators predict a system’s behavior
using AdMIRaL’s explanation 20% faster than with
the baseline, taking an average time of 51 seconds,
reduced to 24 seconds after the first 5 annotations.

8 Conclusion

This paper explored an auto-regressive Retrieval
and Rerank model for multi-hop document retrieval
that is guided by a proof system based on natural
logic that dynamically terminates the retrieval pro-
cess if the retrieved evidence is deemed sufficient.
Our model does only cause minimal memory foot-
print compared to current state-of-the-art retrieval
models while achieving competitive retrieval re-
call and F1. Human evaluation indicates that the
generated proof as a sufficiency condition is in-
terpretable, enabling a human-in-the loop in the
model’s retrieval process. Future work aims to in-
vestigate to which extent a verification model (i.e.
ProofVER) could inform the retrieval of evidence
directly, creating an end-to-end closed loop system,
as well as human-in-the-loop approaches.
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Limitations

All benchmarks explored in the paper use
Wikipedia as the KB, which is homogeneous com-
pared to heterogeneous sources professional fact-
checkers use (e.g. news articles, encyclopedias, sci-
entific documents). Our retrieval methods also fo-
cus solely on unstructured evidence in the form of
sentences, however, as indicated, recent datasets
also consider other modalities. Moreover, the
datasets were constructed explicitly using hyper-
links on Wikipedia, thus our approach appears to be
particularly suited to these benchmarks. However,
we are not aware of a large-scale fact verification
dataset that refrains from annotating data that way.
Moreover, while natural logic is interpretable, its
expressiveness is limited. More complex reasoning
e.g. involving time ranges or numbers is not suited
for Natural Logic.

Ethics Statement

We anticipate that our retrieval system will be used
in fact checking systems. Our retrieval system does
not make any judgements about the truth of a state-
ment in the real-world but only consider Wikipedia
as the source of evidence to be used as the entire
experimental environment has been confined to it.
Wikipedia is a great collaborative resource, yet it
has mistakes and noise of its own similar to any
encyclopedia or knowledge source. Thus we dis-
courage users of using our retrieval system to make

absolute statements about the claims being verified,
i.e. avoid using it to develop truth-tellers.
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A Appendix

A.1 Autoregressive Document Retrieval
Generative Model We use a pre-trained seq2seq
model, namely BART (Lewis et al., 2020), which
allows the model to capture both surface-level in-
formation and semantic aspects between the claim
and candidate sentences using cross-attention in
its encoder while its decoder is attending over the
hidden sequence during generation. The input is
structured so that the claim is followed by the sen-
tences, each separated by end-of-sentence tokens: c
</s> e0, </s> ... </s> ek. Each evidence sentence in
Ei is preceded by the corresponding document title
in square brackets, e.g. “[James McBrayer] Jack
McBrayer (born May 27... [Tom Bergeron] Tom
Bergeron (born May 6, 1955) ...". For decoding the
sentence identifier are generated first, followed by
the document identifier. For the dynamic markup
decoding we use square brackets to swap between
search spaces while each sentence identifier is sepa-
rated by a space: ep1ep2[dp]. The input to the proof
sufficiency module is formatted according to the
requirements of ProofVER. Thy dynamic markup
of the proof’s output is structured by using braces
to surround a claim span, square brackets to cover
the evidence span, and the token after the closing
square bracket to be the natural logic operator.

Training We train a separate model for each hop
t using maximum likelihood estimation, follow-
ing the Neural Machine Translation fine-tuning of
BART (Lewis et al., 2020). Given an ordered list
of gold evidence sentences Eg, we generate train-
ing data by considering only samples with gold
evidence sentences equal to the number of hops t.
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Model/Datasets FEVER FEVEROUS-S HoVer
2-hop Overall 2-hop Overall 2-hop Overall

Single-Hop
BM25 0.101 0.367 0.327 0.548 0.385 0.141
GENRE 0.195 0.609 0.330 0.0.367 0.396 0.152
AdMIRaL-1hop 0.359 0.643 0.456 0.612 0.653 0.289

Multi-Hop
Hyperlinks 0.412 0.647 0.488 0.617 0.711 0.441
MDR† 0.550 – – – – –
AdMIRaL (Ours) 0.596 0.667 0.579 0.634 0.783 0.559

Table 7: F1 document retrieval scores for 2-hop, and overall scores. To compare with previous work on HoVer, we
report recall@100 for supported claims on dev. † indicate results taken from Xiong et al. (2021). Results from
Khattab et al. (2021) excluded as computation of F1 in HoVer is unclear and script not accessible. Bold numbers
indicate best and underline the second-best score.

Since the model is trained as a pointwise reranker,
we keep the top t − 1 gold evidence sentences in
the input, i.e. in Et. and the output is subsequently
comprised of a single sequence p ∈ Pt. We gener-
ate p as the output label by concatenating the sen-
tence ids of the t− 1 gold evidence sentences with
the document title the remaining gold sentence is
representing. Since we consider the top l sentences
during inference, with l ≥ t, we further sample
l − t negative sentences from the document can-
didates Dt and add them to the input. We further
shuffle the input randomly, forcing the model to
learn to attend to all input sentences. For instance,
given the example in Figure 1, the training data
for hop t = 2 would contain as input the claim,
“Seth Meyers hosted the ceremony", and negative
samples, and the output label could be E2 [ Seth
Meyers ], with 2 varying depending on its position
in the input. In cases where an explicit ordering of
evidence sentences is not available, we generate all
t−1 possible ways of keeping t−1 gold sentences
in the input and using the other as the output.

A.2 Implementation Details
All models are implemented using PyTorch (Paszke
et al., 2019). The autoregressive model for both
retrieval and proof generation are based on the
Huggingface (Wolf et al., 2020) implementation
of BART (Lewis et al., 2020) and GENRE (De Cao
et al., 2021). For all experiments we use a beam
size of 25 for the autoregressive generation, and a
beam size of 5 for the generation of the sufficiency
proof. We used default hyperparameters of BART
on all experiments. In case Dt contains less docu-
ments than considered by the metric (e.g. recall@5
but number of documents k < 5) we add additional
documents from Dt−1. All experiments were run
on a machine with a single Quadro RTX 8000 and

64GB RAM memory. Krishna et al. (2022) kindly
provided us access to their ProofVER model. For
BM25 we set k1 = 0.6 and b = 0.4, following
recommendations of Pyserini.

A.3 Further Results
Table 7 shows results F1 scores on FEVER,
FEVEROUS-S, and HoVer.

A.4 Human Evaluation
All subjects in the human evaluation are undergrad-
uate/graduate/postgraduates students in either com-
puter science or linguistics. 4 subjects are male, 2
female. None of the subjects had prior knowledge
on natural language inference.

NatOP Paraphrase

≡ Equivalent Spans
¬ Evidence span refutes claim span
⇃↾ Evidence span contradicts the claim span
# Unrelated claim span and evidence span

Table 8: NatOPs and their corresponding paraphrases.
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