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Abstract Over the last few decades, natural language processing (NLP) has dramatically improved performance and produced
industrial applications like personal assistants. Despite being sufficient to enable these applications, current NLP systems largely
ignore the social part of language. This severely limits the functionality and growth of these applications. This letter discusses
6 questions towards how to build socially aware language technologies, with the hope of stimulating discussion, inspiring more
research into Social NLP, and pushing our research field to the next level.

Over the last few decades, natural language pro-
cessing (NLP) has had increasing success, and has dra-
matically improved performance and produced indus-
trial applications like machine translation, search, and
personal assistants. The recent Generative Pre-trained
Transformer 3 (GPT3) learns language through expo-
sure to numerous examples of data more than a human
can access during their life (Brown et al., 2020) , and
exhibits state of art performances on a wide range of
tasks and their zero-shot learning settings.

Despite being sufficient for applications mentioned
above, the current NLP systems largely ignore the so-
cial part of language, i.e., they pay attention only to
what is said, but not to who says it, in what context
and for what goals. This limitation severely limits both
the functionality and growth of these applications, such
as conversational agents’ inconsistent personality and
incoherent argument when conducting dialogues with
humans, the failure of machine translation in generat-
ing culturally respectful outputs, the inability of cur-
rent systems in commonsense reasoning, or the general
struggles of current systems with social intelligence.
Ultimately, the goal of NLP is to understand language
the way a human does. However, it seems hard to argue
that NLP models have reached human level capacity,
as language is more than just information —it is about
how human use a complex system of words, structures
and grammar to effectively communicate with others.

| argue that getting the content correct is not
enough and we should push forward on how to build
socially aware language technologies that can under-
stand and model social factors in language, interper-
sonal relations around language use, and the context
where language is being used. The idea of language as
a social construct is not new: linguistics and philosophy
have long modeled it this way (Wittgenstein, 2010; Eck-

ert, 2012) . For instance, instead of pure syntax and se-
mantics, systemic functional linguistics (SFL) (Halliday
and Matthiessen, 2013) studies language and its func-
tions in social settings. Grice (1975) laid out four max-
ims that govern effective communication in social situ-
ations, quality—make your contribution true, do not lie
or make unsupported claims, quantity—make your con-
tribution as informative as is required (but not more in-
formative), relevance, and manner—Dbe brief and orderly
and avoid obscurity of expression and ambiguity. Our
recent work introduced a set of seven social factors in
language and their use in NLP (Hovy and Yang, 2021);
Nguyen et al. (2021) highlighted ways of learning and
representing social meaning in NLP. These frameworks
are quite useful in highlighting and formalizing socially
aware language technologies, though there are still ob-
stacles. Overall, | envision 6 questions about socially
aware language technologies that need to be thought
clearly in order to push our field to the next level.

(1) Is theory necessary in the age of data? Deeper
and larger neural networks learn over massive amount
of data in an end-to-end way. Should social NLP be
model and data oriented? Subtle social factors are often
difficult to be defined and measured, especially when
“what is said is not what is meant”, such as sarcasm,
irony, deception, and any other situation that requires
a “social” interpretation. For that, we need good the-
ories to characterize these language phenomena, such
as using the aforementioned SFL and social factors tax-
onomy, as well as social or linguistic theories related
to individual NLP phenomena like Brown and Levin-
son’s politeness theory (Brown and Levinson, 1987) and
the incongruity theory behind humor (Lefcourt, 2001).
Such theories provide grounded perspectives of linking
social and language phenomena, towards the knowl-
edge we are advancing. On the other hand, data can
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extend and inform theory, as many prior theories were
produced by speakers of a small set of European lan-
guages in a narrow social class stratum, with a dearth
of exposure to a variety of utterances.

(2) Are benchmarks the right way to go? One key
assumption of most NLP tasks is to reason over the pro-
vided benchmark. However, a single corpus might not
be enough to include and represent the dynamic sce-
narios associated with a social phenomenon in terms
of its size, genre, and population. For instance, compo-
sitionality, commonsense, or implications are key to our
daily interactions, but it is often difficult to collect these
rich natural situations. “The abilities of a four-year-old
that we take for granted ... answering a question” (Pinker,
2003) do not require enormous computational or data
resources to be achieved. How can we enable models
to conduct open domain understanding, as social intel-
ligence goes beyond a fixed corpus? Insights from ef-
forts such as Kiela et al. (2021) and Bowman and Dahl
(2021) and perhaps living benchmarks via crowdsourc-
ing that can grow and allow for flexible input or output
could help benchmark social NLP.

(3) Should social NLP models passively learn or
proactively experience the world? Current NLP sys-
tems that take social factors in account mainly have
been using observational data from online media or
other user generated data, though there are a few ex-
ceptions in actively simulating data. This “passive”
fashion only allows models to examine what is in the
data and learn from it from an association perspec-
tive, but not easily adaptable to new scenarios even
with simpler tasks. Moravec’s paradox (Moravec, 1988)
stated that “it is comparatively easy to make computers
exhibit adult level performance on intelligence tests..., and
difficult or impossible to give them the skills of a one-
year-old when it comes to perception”. Perhaps one di-
rection is to let NLP systems experience the world and
learn, adapt their use from interacting with human. In
practice, experience or interaction involves more than
exchanging information via language, but also a wide
range of aspects related to social and interpersonal fac-
tors reflected in rich modalities. When proactively ex-
periencing the world, socially aware NLP also needs to
go beyond text to adequately model the complexity for
better understandings of language use.

(4) Should the model and evaluation stay the
same? Subtle social factors are often hard to be scaled
for annotation due to its subjective nature, and social
scenarios often produce dynamically changing data.
These socially low resourced and evolving scenarios poses
new challenges for modern neural network techniques,
making it hard for gigantic models to comprehend the
world reasonably. For instance, GPT3’s less encourag-
ing results when it comes to talking about COVID-19 in
late 2020 or historical figures such as asking Steve Jobs

GPT-3 “where are you right now” and being replied as
“I'm inside Apple’s headquarters in Cupertino, Califor-
nia’—coherent but hardly an up-to-date/trustworthy
one (Vincent, 2021). This calls for advances in method-
ologies that can learn with limited data and evolving
facts. Not only with models, especially when social fac-
tors are involved, it might be intractable to evaluate
such systems (Paullada et al., 2020; Flek, 2020). Cur-
rent NLP models often use deterministic assessments
to compare to some standards or ground-truths. How-
ever, these may be inadequate in capturing the nuances
of social NLP, as there may be little to none ground-
truth, and outputs can be various and change depend-
ing on the speaker, receiver, or other aforementioned
social factors. Discrepancies with ground-truth might
still be acceptable, but could also be detrimental when
it comes to high stakeholder scenarios, such as inap-
propriate outputs from chatbots in counselling context.

(5) How can social NLP be responsible and re-
producible? Unique bottlenecks for responsible social
NLP includes data collection, and the associated ques-
tions about privacy, protection, and ethics, all of which
we need to be aware of for doing the right things right.
We need careful procedures and practices such as In-
stitutional Review Boards or Ethics and Society Review
(Bernstein et al., 2021) to ensure users’ data can be used
in appropriate and ethical ways (Bender et al., 2021),
especially when it comes to protected information that
is often manifested unconsciously by users in so-called
“publicly observable” social interactions. It is necessary
and essential to share data and models in social NLP to
facilitate follow-up research; however, even if properly
anonymized, data might contain clues to users’ iden-
tity, and adversary can perform training data extrac-
tion attacks to recover personally identifiable informa-
tion such as names and phone numbers by querying
large pretrained language model (Carlini et al., 2020).

(6) Does Social NLP speak English? Most of today’s
research mainly focuses on 10 to 20 high-resource lan-
guages with a special focus on English, though there
are thousands of languages and dialects with billions
of speakers in the world. Language, dialect and the cul-
ture behind largely influences the comprehension of so-
cial NLP. For instance, Blodgett et al. (2016) found that
existing language identification and dependency pars-
ing tools on African-American Vernacular English text
demonstrated very poor performances compared to on
Standard English text. As NLP is now applied to ev-
eryday interaction globally, meaningful and impactful
technologies will have to thoroughly model these so-
cial factors to avoid hegemonic approaches assuming
all conversations follow Western culture and norms.
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