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Abstract

The recognition task of Multi-Word
Named Entities (MNEs) in itself is a chal-
lenging task when the language is inflec-
tional and agglutinative. Having break-
through NLP researches with deep neu-
ral network and language modelling tech-
niques, the applicability of such tech-
niques/algorithms for Indian language like
Manipuri remains unanswered. In this
paper an attempt to recognize Manipuri
MNE is performed using a Long Short
Term Memory (LSTM) recurrent neural
network model in conjunction with Part Of
Speech (POS) embeddings. To further im-
prove the classification accuracy, word clus-
ter information using K-means clustering
approach is added as a feature embedding.
The cluster information is generated using
a Skip-gram based words vector that con-
tains the semantic and syntactic informa-
tion of each word. The model so proposed
does not use extensive language morpholog-
ical features to elevate its accuracy. Finally
the model’s performance is compared with
the other machine learning based Manipuri
MNE models.

1 Introduction
Multi Word Named Entity (MNE) is a part
of Multiword Expression (MWE) which is an
ordered group of words that can exist inde-
pendently and carries different meaning as op-
posed to its constituent word (Nongmeikapam
and Bandyopadhyay, 2011). Accurate recogni-
tion of such MNE plays a vital role in various
NLP tasks such as POS tagging (Nongmeika-
pam et al., 2011b), Chunking (Nongmeikapam
et al., 2014), NER classification (Singh and
Bandyopadhyay, 2010). Manipuri, being a
highly inflectional language where affixes de-
fine the nature of the words (Choudhury et al.,

2004), machine recognition of MNE presents
a challenging task for NLP researchers. In
Manipuri, the majority of researches on MNE
classification are done using machine learn-
ing approaches such as CRF (Nongmeika-
pam and Bandyopadhyay, 2010, 2011; Nong-
meikapam et al., 2011a) and SVM (Singh
and Bandyopadhyay, 2010). These researches
use extensive morphological features to ob-
tain accurate recognition of the MNE. Such
morphological features include affixes, context
words, digit features etc. For an agglutinative
and low-resource language, the inflectional na-
ture amounts to the large Out of Vocabulary
(OOV) words, thus making any sequence la-
belling task or morphological feature creation
tasks difficult.

Word embedding is a distributed represen-
tation of text in low dimensional real valued
vectors and are known to contain semantic
or syntactic information and has shown to be
an effective feature for many natural language
classification tasks of English language (Wang
et al., 2015). Word embedding has also been
extremely useful for Chinese language process-
ing (Yin et al., 2016), Japanese language pro-
cessing (Kitagawa and Komachi, 2017) and
for some Indian languages processing (Ajay
et al., 2016; Bhattacharya et al., 2016). In Ma-
nipuri, the effectiveness of word embeddings
to any NLP tasks, till this date remains unan-
swered. The general attempt to work in Ma-
nipuri NLP task using embedding follows the
idea used in English i.e. to learn the embed-
ding of a word from the context. Unlike En-
glish, Manipuri words are a composite of com-
plicated structure with several affixes produc-
ing OOV words. Regardless of its context,
affixes to a word plays a major role in defin-
ing the semantic meaning (Choudhury et al.,
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2004). In this paper, a Manipuri MNE classifi-
cation task is attempted using a bi-directional
Long Short Term Memory (Bi-LSTM) with
Skip-gram word embeddings. The usage of ex-
tensive morphological features for deep neural
network is avoided, as these features would re-
quire vector representations which may lead
to considerable large input layer to update.
To segregate the Manipuri MNE words based
on the semantics, a K-means algorithm based
cluster information of each word is added as a
feature to the LSTM model.

1.1 Manipuri Multi Word Named
Entity

Manipuri is an Indian language which is highly
agglutinative in nature, tonal, has redupli-
cated words and no gender marking. It be-
longs to the Tibeto-Burman languages spoken
mostly in North-Eastern region of India which
includes Manipur and Assam. The Manipuri
MNEs can be decomposed into multiple lex-
emes and displays lexical, syntactic, semantic,
pragmatic idiomatic behaviour. These encom-
passes all the multi-word named entities such
as a person’s name, location name etc (Nong-
meikapam et al., 2014). Some examples of
MNEs are given in table 1 below:

MNE Details Example
Beginning of Person’s Name আরিড(RD)
Internal of Person’s Name ĺমহতা(Mehta)

Beginning of Location Name নƟু(New)
Internal of Location Name িদিɨগী(Delhi-gi)

Beginning of Organization Name Ǉেয়টর (Theatre)
Internal of Organization name ĺসȥর (Center)

Table 1: Manipuri MNE

Nongmeikapam and Bandyopadhyay (2010)
have identified various challenges of MNE
recognition task as described below:

• Manipuri lacks capitalization of named
entities unlike English or other European
languages.

• The MNE inflections can be found in the
language because of nominal suffixes and
pronominal prefixes.

• Due to free word order in the language,
the MNE can appear in subject or object
position.

• Many Named Entities (NEs) can appear
in a dictionary that carry different mean-
ings which creates a homonym effect.

• Manipuri is a resource constraint lan-
guage. Annotated corpus, name dictio-
naries, morphological analyser, POS tag-
ger etc are not readily available.

1.2 Motivation
The agglutinative and inflectional nature of
Manipuri has poised a challenge for any com-
putational processing task. Manipuri is a
language where NLP resources such as anno-
tated corpus, accurate morphological analyzer
etc are not readily available. Above all, the
present deep neural network NLP algorithms
and language modelling techniques have not
been proven its efficiency for language such
as Manipuri. The introduction of deep neu-
ral network in the Manipuri NLP task such
as MNE classification can provide a beneficial
step towards the challenges faced in POS tag-
ging, NER etc.

2 Related Works
Notable amount of Manipuri MWE classifi-
cation research have been done using tra-
ditional machine learning approach such as
CRF (Conditional Random Field) and SVM
(Support Vector Machine). Nongmeikapam
and Bandyopadhyay (2010) reported an im-
provement of Manipuri MWE identification
using CRF and Reduplicated Multi-Word Ex-
pressions (RMWE). The MWE identification
model uses a dictionary and rule-based ap-
proach to first detect the complete, mimic, par-
tial, double and echo RMWEs and then pre-
pare a model training set using features such
as affix information, POS information word
frequency and word length. The CRF model
attained a performance F-Score measure of
72.24%.

Nongmeikapam et al. (2011a) conducted a
research for identification of RMWE using
CRF with various features. The features were
stem words, number of affixes, stemmed af-
fixes, POS of surrounding words, surround-
ing words, length of the word, word frequency
and digit features. With the features, the
CRF classification model predicted with Re-
call, Precision and an F-Score measure of
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92.91%, 91.90% and 92.40% respectively.
Nongmeikapam and Bandyopadhyay (2011)

conducted a research on CRF based MWE
identification with Genetic Algorithm (GA)
based feature selection method. In genetic al-
gorithm, the MWE features are represented as
genes in a chromosome which are binary val-
ued (1 or 0). Selection of a feature is done
when the gene value is 1. Random crossover
is performed to select the best possible com-
bination of features. To avoid chromosome
repetition, random mutation is performed. As
a fitness function, three fold cross validation
technique is used. Using the technique, the
best features were surrounding words, affixes,
surrounding POS, word length and word fre-
quency. The CRF model with the aforemen-
tioned GA based selected features, attained an
increase in F-score by 2.91% as compared to
baseline CRF model without GA based feature
selection. Overall the model performed with
F-Score= 73.74%, Precision= 86.84% and Re-
call= 64.08%.

Singh and Bandyopadhyay (2010) proposed
a web based Manipuri corpus for Multiword
NER and RMWE identification model using
SVM. For classification purpose, the best fea-
tures were selected for SVM classifier. The
features were context word, word affixes, MNE
and RMWE information, digit features, infre-
quent words, word length and POS informa-
tion. The model was trained over 1235 sen-
tences with 28629 words and predicted with
an F-Score measure of 93.96% for MNE and
94.07% for RMWE.

3 System Design
The Manipuri MNE classification is shown in
Figure 1. Being a low resource language
with limited information on morphological fea-
tures, extraction of necessary information for a
particular word is crucial as these information
will help the model in accurate MNE classifi-
cation. In this research, two models have been
implemented for Manipuri MNE classification.
They are

1. A baseline model with Bi-LSTM deep neu-
ral networks with Word embedding using
Skip-gram with default POS embedding.

2. A model 1 in which the cluster informa-

Figure 1: Manipuri MNE Classification System Ar-
chitecture

tion is added as additional feature to the
baseline model.

The use of word embedding, feature embed-
ding and Bi-LSTM are described in the follow-
ing subsections.

3.1 Word Embeddings
As deep neural network function on real-
valued vectors, it is essential that the input
words (S = x1, x2, x3...xt where xt are the
word sequence in a sentence S) are converted
to a D-dimensional real-valued word vector
that carries semantic and syntactic informa-
tion. The Skip-gram (Mikolov et al., 2013a)
word embedding algorithm is used to create
the word vectors because for a small corpora
with infrequent words, the skip-gram embed-
ding can represent rare words (Mikolov et al.,
2013b) with precision as compared to other
word embedding techniques. The skip-gram
model is described below.

Skip-gram Model: (Mikolov et al., 2013a)
introduced Skip-gram model for vector rep-
resentation of large amount of unstructured
words without the need of dense matrix mul-
tiplication. The objective of the Skip-gram
model is to find the word representation that
can predict surrounding words in a sentence.
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The Skip-gram model takes in a sequence of
words W = w1, w2, w3....wN and generates the
context word C = c1, c2...., ck on the basis of
the center word wi.

Given a sequence of Manipuri words
w1, w2, w3, ..., wN , the Skip-gram model max-
imizes the average log probability P as given
below:

1

N

N∑
(n=1)

∑
(−m≤j≤m,m ̸=0)

log(p(wn+m|wn)) (1)

where m is the size of the training context
which can be a function of the center word
wi. When p(wn+m|wn) is put to a softmax
function, we get:

p(wc|wn) =
evc.vw∑W

w=1 e
(vw.v′c)

(2)

where vw and vc are the input and output vec-
tors of word vocabulary W and context words
C respectively. Now putting the probability
of equation 2 in equation 1, we get:

∑
(wn∈W,wc∈C)

log(p(wc|wn))

=
∑

(wn∈W,wc∈C)

(logevc.vw − log
∑

ev
′
c.vw) (3)

Using the above described Skip-gram model
(actual implementation is described in 4.3), a
word embedding is obtained that encodes the
semantic and syntactic information to its real-
values vectors. The hyper-parameter for the
model is as follows: Minimum word count =
3, window size= 3 and embedding dimension=
120.

3.2 Word Cluster Formation
To elevate the accuracy, cluster information
is added as an additional feature to train the
dataset using the K-means algorithm and the
Skip-gram word vectors as shown in Figure 2
where each word is assigned to a specified clus-
ter using the Euclidean distance similarity.

The K-means clustering is performed on a
normalized word vectors Xnorm, as cosine sim-
ilarity and euclidean similarity are connected
linearly and bears same result in clustering

Figure 2: Word Clustering using K-Means Algo-
rithm

(Qian et al., 2004). The normalized word vec-
tor is given by:

XNorm =
X

max(X)
(4)

With the normalized word vectors Xnorm =
(x1norm, x2norm, ...., xnnorm), each word is as-
signed to its appropriate k-cluster category us-
ing the Euclidean distance similarity measure
which is given by:

dEuclidean(p, q) =

√√√√ n∑
i=1

(pi − qi)2 (5)

Where p and q are data points. Finally the
objective function with k random data points
chosen to be the initial centroid is given by:

argmin(
k∑

i=1

∑
v∈V

dEuclidean(v, si)) (6)

3.3 POS and Cluster Embedding
As neural network work with tensors, each ad-
ditional feature needs to be in a matrix form,
called embedding matrix where it relates each
index of the object with its translation to ten-
sors. Selecting a vector of a specific object can
be translated into a matrix product in the fol-
lowing way:

vi =

{
1, ifi ̸= Objectindex
0, ifi = Objectindex

(7)

[Objectvector]Dim×1

= [M ]Dim×words.[V⃗ ](pos/cluster)×1 (8)
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Where V⃗ is the one-hot vector that determines
which word needs to be translated. And M is
the embedding matrix. Two matrices will be
created each for POS and cluster feature.

3.4 LSTM Layer
In this Manipuri MNE recognition research,
the recognition task is done using a bi-
directional LSTM RNN. The purpose of choos-
ing the LSTM network is because of its ca-
pability to overcome the diminishing gradient
problem when the input sequence is large. In
our MNE classification research, it has been
found that the longest sequence is of 120 Ma-
nipuri words as shown in Figure 3 which led
us to choose the LSTM RNN.

Figure 3: Manipuri Sentence length

LSTM is an Recurrent Neural Net-
work (RNN) that works on a sequential
data(Lample et al., 2016). A sequence of data
) {w1, w2, ....wn} as input (Concatenation of
Word, POS, Cluster and Affix vectors) and
return another sequence {h1, h2, ....hn} that
represents some information at every time
step in the input which is given by:

ht = lstm(ht−1, [E(wt)||e(wpos
t , pt)]) (9)

[E(wt)||e(wpos
t , pt)] = xt is the embedding

where E(wt) is the word embedding for the
word wt using Skip-gram, e(wpos

t ) is the POS
embedding and e(pt) cluster embedding for the
Manipuri word wt . The symbol || in equation
9 represents concatenation of embedding vec-
tors. The LSTM architecture is shown in 4.

LSTM(Reddy et al., 2018) consists of three
gates that control the proportion of the input

Figure 4: Long Short Term Memory Architecture

to give to the memory cells, and the propor-
tion from the previous states to forget gate,
that helps to overcome the diminishing gradi-
ent problem faced by RNN. At any given time
t over Manipuri input sequence, three gates
composite the LSTM unit cell:

1. An input gate it with the corresponding
weight matrix: Wi and bi, which is math-
ematically represented as:

it = σ(Wi[ht−1 + xt] + bi) (10)

2. A forget gate ft with corresponding
weight matrix: Wf and bf . Mathemati-
cally ft is represented as:

ft = σ(Wf [ht−1 + xt] + bf ) (11)

3. An output gate ot with corresponding
weight matrix: Wo and bo. Mathemati-
cally ot is represented as:

ot = σ(Wo[ht−1 + xt] + bo) (12)

where σ is the sigmoid function

All of these aforementioned gates are set to
generate a certain state using the current in-
put xt, the state ht−1 from the previous step
and current state of this cell, for the decisions
whether to forget the memory stored, to take
the input or to output the state generated. C̃
is the new candidate to be added to the new
state which is given by:

C̃t = tanh(Wt[ht−1 + xt] + bc) (13)

The current state ct will be generated by cal-
culating the weighted sum using both previous
cell and current information generated by the
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current cell. The following equation provides
the current state ct:

ct = itC̃t + ft.ct−1 (14)

Finally, the hidden state ht to the next LSTM
unit is calculated as:

ht = ot tanh(ct) (15)

As Manipuri is a context dependent lan-
guage, it is beneficial to have access to the
future and past contextual information which
led to implementation of bidirectional LSTM
modifier which is given by:

−→
ht = lstm(

−−→
ht−1, xt))

←−
ht = lstm(

←−−
ht−1, xt))

3.5 Output layer
The output layer of the model consist of Time-
Distributed Dense function with softmax acti-
vation. This function allows us to apply the
same function across every output over the
time. Finally the softmax classifier calculates
a probability distribution over the sequence la-
bels.

4 Experimental Setup

4.1 Dataset
The dataset for Manipuri MWE classification
is collected from a leading newspaper agency
“The Sangai Express1” in Manipur with 76526
words. The appropriate POS and MNE tags
are manually annotated and the dataset is
split into training and testing set in 80:20 ra-
tio. Further, 1 Million unannotated Manipuri
dataset is used for the Skip-gram model train-
ing. Table 2 describes the dataset used in
training and testing of the proposed Manipuri
MWE model:

Details Values
Number of Sentences 3504

Total number of words 76526
Number of distinct words 16297

Maximum number of words in a sentence 120
Multi-word Named Entities 12421

Table 2: Manipuri Dataset details

1https://www.thesangaiexpress.com/

4.2 Hyper-parameter details
For Manipuri MNE classification model, dif-
ferent hyper-parameters settings were used for
bi-directional LSTM training as described in
Table 3. As deep neural network tends to
overfit, spatial dropout and recurrent dropout
are used as regularization in the model whose
value is described in the table 3 below:

Hyper-parameters Values
Bi-LSTM units 100

Bi-LSTM batch size 32(Bengio, 2012)
Spatial1D Dropout 30%
Recurrent Dropout 10%
Activation Function Sigmoid

Loss Function binary cross-entropy
Optimizer RMSprop

Learning Rate= 0.0001, ρ = 0.9

Table 3: Manipuri MNE Classification Hyper-
parameters

Ruder (2016) suggests the use of the Gradi-
ent Descent optimizer:RMSprop, to overcome
the radically diminishing learning rates during
training. Graves (2013) published the first use
of RMSprop optimizer in recurrent neural net-
work and suggest a default value of learning
rate = 0.0001 and decay constant ρ = 0.9.

4.3 The Skip-gram model
The Skip-gram model as shown in figure 5,
takes in a pair of inputs words for each train-
ing example ([input word wi, target word ci])
having unique identifier which is then passed
to an embedding layer initialized with random
weights. It is then passed to a merge layer

Figure 5: Skip-gram Model summary

to compute the dot product of these vectors
where a sigmoid layer predicts the output

Y =

{
1, ifwi and ci is relevant

0, if otherwise
(16)
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The loss is leveraged by the mean squared error
loss and performs back-propagation with each
epoch to update the embedding layer.

5 Results and Evaluation

The main aim of this research is to focus on the
addition of features and their effects on the fi-
nal result of MNE classification as compared
to the base models. We have used the Preci-
sion, Recall and F-Score evaluation metrics to
measure the performance of the models.

5.1 Result of the Skip-gram model
Figure 6 shows the word similarity plot using
Euclidean distance measure of the Skip-gram
model. The circled areas contains some of

Figure 6: Euclidean Distance Similarity among
words of Skip-Gram Model. The numbers in the
figure represents index of the Manipuri MNE in the
word vector

the MNE words identified by its index, that
have similar euclidean distance, positioned
near each other in the vector space.

Types of Relationship Word Similar word
Word Pair

Organization কাউিȷলগী পাǅŪ সু
Council-gi Party-su

Person Name ĺথৗনাউজম ĺলােকন
Thounaojam Loken

Location ǅিডম ĺমাংবংু
Tiddim Moibung

Designation িমিনɳরনা ĺসেƠটির
Minister-na Secretary

Table 4: Types of Word Relationship among word
pairs

Table 4 shows the word-word similarity
among the MNEs. The proposed Ski-gram
model was found that the similarity of word
representation go beyond the syntactic regu-
larities with 89% of MNEs having found simi-

larly distant in the vector space. The aggluti-
native nature of the language affects the Skip-
gram model, as affixes define the inflection of
the words (Bhat and Ningomba, 1997).

In the case of Time, Date and Currency
MNEs, the Skip-gram model cannot find the
similar word as these words are basically num-
bers and identifier words for Time পূূং (poong) ,
Currency লপূা (Lupa) and Date তাং (Tang) are
unique and does not occur frequently in the
dataset.

5.2 Optimal number of Clusters
The MNE classification models (as described
in section 3) uses word cluster information
generated from the Skip-gram model with K-
means clustering algorithm. The clustering is
to segregate the words into cluster and added
as an additional feature to the LSTM model
training. To select the optimal number of clus-
ter for the k-means algorithm to perform clus-
tering, the Silhouette analysis is performed for
cluster number 3 to 10.

Figure 7: Silhouette Score for the clusters

From the Figure 7, it can be seen that the
s(4) = 0.78 which is closer to 1, which led us
to choose the number of clusters = 4.

5.3 MNE LSTM model Output
With the embedding weights generated from
the Skip-gram model and the cluster informa-
tion using the K-means algorithm, the MNE
Bi-LSTM model is created. The result of the
MNE classification using Bi-LSTM and Skip-
gram embedding is shown in figure 8. The
baseline model attained an average F-Score
measure of 81.47% in classifying the MNE.
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Figure 8: Average F-Score measure of Manipuri
MNE models

With the addition of cluster information
during the training, the MNE classification F-
Score measures is increased to 94.98%. The
fine grain classification report of the baseline
model with cluster features is shown in Table
5.

MNE P R F Support
MW Person name 1.00 1.00 1.00 128

MW Location name 0.9408 0.9310 0.9358 52
MW Date/Time 0.9447 0.9212 0.9328 102

MW Organization Name 0.9213 0.9347 0.9306 43

Table 5: Fine grain Classification Report of the
MWE Model using Skip-gram-LSTM where P=
Precision, R= Recall and F= F-Score

The LSTM MNE model with cluster feature
is able to recognize the multiword person name
with 100% accuracy. The following are some
of the errors encountered during testing of the
model:

• The Manipuri transliterated English ab-
breviation were unable to be correctly rec-
ognized by the model as these words could
not contribute enough to the semantic
structure of the Skip-gram model from
the context word.

• Most of the English multiword organiza-
tion names were recognized incorrectly,
which considerably decreased the accu-
racy, as the dataset, being a Manipuri
News corpus contains fair amount of such
type of words.

Overall, the model predicted the MNE tags of
the words with state-of-the art accuracy con-
sidering the fact that no morphological rules or
features were used in the model. Such model
casts itself as break-through to Manipuri NLP
computation where low resource is always a
constraint.

5.4 Comparison with other MNE
Classification Models

A comparative study is performed as described
in Table 6. All the machine learning ap-
proaches for Manipuri MNE recognition such
as SVM (Singh and Bandyopadhyay, 2010)
and CRF Nongmeikapam and Bandyopadhyay
(2010); Nongmeikapam et al. (2011a), use ex-
tensive morphological features such as sur-
rounding words, word length, stemmed affixes,
word counts, digit features, word frequency
and NE tags.

Manipuri MWE Model F-Score (%)
SVM MNE: 93.96%

(Singh and Bandyopadhyay, 2010)
CRF 72.24%

(Nongmeikapam and Bandyopadhyay, 2010)
CRF 92.40%

(Nongmeikapam et al., 2011a)
Bi-LSTM with Skip-gram Embedding MNE:94.98%

Table 6: Comparison of Manipuri MWE classifica-
tion Models

The F-Score measure of the proposed Ma-
nipuri MNE classification is calculated as the
average of all the F-Score measures of the
MNEs given in fine classification report table
5.

6 Conclusion

Finally, a deep neural model has been reported
for Manipuri MNE recognition using Bi-LSTM
and word embeddings in this paper. The train-
ing data consists of POS tagged words of 76526
with 12421 number of MNE. The Bi-LSTM
model make use of embedding matrix gener-
ated using the Skip-gram for Manipuri Words.
Word clusters information generated using the
Skip-gram word vectors, is used as an addi-
tional feature. The use of K-means cluster
information is to create a semantically mean-
ingful MNE clusters. It has been reported
that the cluster information generated from
the Skip-gram embedding word vectors carries
semantic values and has been able to supple-
ment the MNE recognition task resulting in
an increase in the average F-Score measure
by 86% for MNE, as compared to the base-
line model. The proposed Skip-gram model
correctly represented the similarity of MNE
words with about 89% accuracy. Overall the
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model achieved an average F-Score measure of
94.98%.

6.1 Impact on other research
As Manipuri is a low-resource language where
properly tagged dataset is unavailable, it be-
comes crucial for algorithms that can function
without the tagged dataset. This research pro-
vides a way on how Manipuri words can be
partitioned using Skip-gram embedding and
K-means clustering algorithm and can provide
effective solution for researches such as Ma-
nipuri News clustering, Document clustering,
sentiment analysis, hate speech detection.
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